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Abstract – Speaker recognition is the process of extracting speaker-specific details from voice waves to validate the features asserted 
by system users; in other words, it allows voice-controlled access to a range of services. The research initiates with extraction features 
from voice signals and employing those features in Artificial Neural Network (ANN) for speaker recognition.  Increasing the number 
of hidden layers and their associated neurons reduces the training error and increases the computational process's complexity.  It is 
essential to have an optimal number of hidden layers and their corresponding, but attaining those optimal configurations through a 
manual or trial and the process takes time and makes the process more complex. This urges incorporating optimization approaches 
for finding optimal hidden layers and their corresponding neurons. The technique involve in configuring the ANN is Mutated Monarch 
Butterfly Optimization (MMBO).  The proposed MMBO employed for configuring the ANN achieves the sensitivity of 97.5% in a real-
time database that is superior to contest techniques.

Keywords: Speaker recognition, Speaker verification, Speaker identification, Artificial Neural Network, Monarch Butterfly 
Optimization, Model configuration.

1. INTRODUCTION

Since a decade ago, academics and industry have 
paid increasing attention to speaker identification [1]. 
It is extensively used in applications, including secu-
rity and surveillance, financial security, discriminative 
speaker embedding learning, voice authentication, 
forensic voice verification for suspect detection [2], 
electronic voice eavesdropping, voice conversion, 
and identity verification, as well as access control, bio-
metrics authentication, mobile shopping, and mobile 
banking [3]. It essentially involves classifying unknown 
speakers based on their speech [4]. Speaker identifica-
tion is the process of identifying a speaker sound based 
on a set of trained speaker sounds. In other words, 
speaker identification compares one user's voice pro-
file with many other profiles and determines the best 
or exact match. Since speech signals are the primary 
means of communication, they constantly contain 
rich, relevant details, such as speakers' accents, gender, 
emotions, and other characteristics. As a result of these 
distinctive characteristics, researchers can distinguish 

between speakers during phone calls, even when the 
speakers are not physically present [6] [8] [9].

Speaker Identification involves identifying unknown 
voices from a fixed set of known speakers. Therefore, it 
is called closed set identification. Based on the speech 
used for identifying the speaker, the systems can be 
grouped into text-dependent (fixed text is used for 
both training and testing phase) and text-independent 
(no fixed text). Out of the two types, text-independent 
specker recognition is most challenging job.  The error 
that can occur in speaker identification is false identi-
fication, which can be measured by sensitivity, which 
determines the correctness of the predictions. A high 
sensitivity model provides a more reliable result than 
a low sensitivity model in medical applications. Hence, 
the objective of this work is to build a model for text 
independent speaker recognition with improved rec-
ognition accuracy as well as sensitivity.

A variety of models, techniques, and algorithms are 
employed to identify speakers in recent literature, in-
cluding Mel-frequency Cepstral Coefficients (MFCC) 
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and Linear Predictive Coding (LPC) [10], the Histogram 
Transform Model [11], and spatiotemporal sparse cod-
ing and hierarchical pooling [12]. In HT based SI sys-
tems achieves identification accuracy of 99.52% and is 
affected by H (random affine transformations). Increas-
ing H improves the identification accuracy, but when 
H is higher than 400, the accuracy decreases instead. 
Similarly in Visual speaker identification and authenti-
cation by joint spatiotemporal sparse coding and hier-
archical pooling archives higher identification accuracy 
with the increase of dictionary size K. As K increases re-
sults in very high computational complexity and large 
memory cost during the classifier training process.

Despite their effectiveness and accuracy, these tra-
ditional speaker identification methods have not been 
able to identify human voices effectively. A method 
based on Artificial Intelligence (AI) has been proposed 
by speech processing researchers to overcome this is-
sue [13]. In recent years, AI technology has substantial-
ly enhanced both the recognition rate and robustness 
of speaker identification. As a result, the results pro-
duced by machine learning neural networks continue 
to support neural networks' use in speaker identifica-
tion. Support vector machines (SVMs), artificial neural 
networks (ANNs), and K-nearest neighbours (KNNs) are 
among the methods used to identify speakers in lit-
erature. Among these, ANNs have proven effective in 
identifying speakers. Over the last three decades, ANNs 
have also been extensively studied and applied to clas-
sification, pattern recognition, regression, and forecast-
ing.  

Despite its numerous advantages, traditional ANNs 
still lack accuracy and performance. Therefore, placing 
the optimal number of hidden layers enhances tradi-
tional ANN performance. In recent years, MBO (Monarch 
Butterfly Optimization) procedures have been proposed 
in various literature [18] [19], so the research employs 
MBO. The search strategy of the basic MBO algorithm, 
on the other hand, readily slips into local optima, result-
ing in precocious convergence and low performance 
on many complicated optimization tasks. Scholars have 
made several enhancements to MBO in recent years to 
improve its effectiveness [20][21]. However, these tech-
niques do have not a sufficient performance in view of 
convergence speed and accurate optimum solution. 
To solve the issues, this paper develops an Opposi-
tional based strategy with the Cauchy distribution (Cd) 
technique in MBO is proposed. First, is the Opposition 
Based Learning model, which ensures the exploration of 
unique and opposing candidate solutions in the search 
space while the evolution process is ongoing in order to 
assess the better candidate solutions [22] [23]. Secondly, 
Cd as a mutation operator enriches the conventional 
performance MBO algorithm [24].

2. LITERATURE REVIEW

Daqrouq et al. (2015) [25] had proposed a speaker 
recognition system that utilizes a combination of for-

mants, wavelets Entropy, and neural network classifi-
ers to identify vowels characteristics. The initial stage 
involved extracting five formants and seven Shannon 
entropy wavelet packets from the speakers' signals 
to build the speaker feature vector. In the next stage, 
these 12 feature extraction coefficients were utilized as 
inputs to feed-forward neural networks. The suggested 
technique performs well in speaker verification and 
identification tasks, according to the findings of the 
experiments. The results were shown to be superior to 
well-known classical speaker detection techniques. 

Faragallah, Osama S et al. (2018) [26] had proposed 
MKMFCC–SVM is a robust noisy automated speaker 
identification (ASI) technique. It uses a support vector 
machine and the Multiple Kernel Weighted-MFCC (MK-
MFCC). In the face of noise or deterioration, experimen-
tal studies showed that the suggested MKMFCC–SVM 
ASI method gives a greater identification rate. 

Chen et al. (2019) [27] had proposed a bi-level frame-
work to mutually optimize session compensation and 
support vector machine (SVM) based classifier for 
speaker identification. Finally, the trials demonstrated 
that in the i-vector framework, the proposed tech-
niques outperformed existing session compensation 
algorithms and classifiers.

de Abreu Campos et al. (2019) [28] had proposed 
an unsupervised learning technique such as RL-Sim 
and ReckNN for speaker retrieval and recognition. The 
method was organised around a framework that makes 
use of a rank-based formulation. The adoption of un-
supervised learning algorithms over standard speaker 
identification approaches resulted in effectiveness 
enhancements of up to +56 percent on retrieval mea-
sures. 

Safavi et al. (2018) [29] had proposed Automatic 
identification of the speaker, age group, and gender 
from children's speech. A number of classification 
techniques were examined, including the Gaussian 
Mixture Model–Universal Background Model, GMM–
SVM, and i-vector established systems.  As one might 
imagine, the mistake rate for speaker recognition low-
ers with age. However, the influence of age on gender 
and age-group documentation was more complicated, 
owing to the repercussions of adolescent.  Finally, the 
ability of distinct bandwidths to identify speakers, age 
groups, and gender from children's speech was tested.

Devi et al., (2020) [30] had proposed a hybrid tech-
nique for Automatic Speaker Recognition that uses 
speech signals and an ANN to increase speaker predic-
tion accuracy. The proposed ANN-based approach was 
designed based on Multilayer Perceptron (MLP) with 
Bayesian Regularization. In contrast to existing models, 
the suggested strategy was validated by performance 
assessment and classification accuracies. The authors 
claimed that the suggested method provided a nicer 
recognition rate and 93.33% accuracy was achieved.

Biswas et al. (2021) [31] had proposed a multi-layer 
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perceptron neural network to identify singers' voices. 
The trials for singer identifications were repeated five 
times in this study, and the analysis was carried out us-
ing feature extraction. Apart from the employment of 
the supervised learning approach with the insinuation 
of weight optimization, the effectiveness was found for 
the recognition of the novel and  unidentified vocalist 
to be discovered. Finally, the study found that the iden-
tification was accurate to the tune of 99.29%. 

Wang et al. (2019) [32] had proposed a MBO is a 
nature-inspired metaheuristic algorithm inspired by 
monarch butterfly migratory behaviour. As a result, 
the monarch butterfly's locations were updated in two 
ways. The offspring were first created (position updat-
ing) by the migration operator, which may be changed 
by the migration ratio. The butterfly regulating opera-
tor is then utilized to fine-tune the locations of other 
butterflies. In comparison to previous algorithms, the 
MBO technique convincingly demonstrated its capac-
ity to discover increased function values on majority of 
the benchmark issues.

Chakraborty et al. (2019) [33] had proposed by us-
ing Oppositional Based Learning (OBL) and Dynamic 
Cauchy Mutation (DCM), an Enhanced Elephant Herd-
ing Optimization (EEHO) to address the multilevel im-
age thresholding issue for image segmentation. OBL 
improves the performance of normal EHO by speeding 
up the convergence rate, whereas DCM prevents pre-
mature convergence. This proposed algorithm delivers 
capable performance equated to other methods. 

3. PROPOSED METHODOLOGY

Speaker recognition is a method for recognizing who 
is speaking automatically by utilizing speaker-specific 
information included in voice waves. The voice signal 
contains critical information such as message content, 
language, speaker identification, emotion, personality, 
and so on. It permits voice-controlled access to various 
services. 

To build a Speaker Identification (SI) System, the 
model parameters are regularly learned based on the 
features extracted from the speech samples in the 
training phase. Testing involves feeding the extracted 
features from unknown speech to the trained model 
to identify who is speaking. Most widely used feature 
extraction methods are MFCC and LPC. The MFCC is a 
popular feature in Automatic Speech Recognition (ASR) 
and is inferred following static (non-signal dependent) 
processing methods. A LPC gives a decent model of the 
speech signal. This is particularly valid for the quasi-
steady state voiced regions of speech in which all-pole 
model of LPC give a good approximation to the vocal 
tract spectral envelope. Different classifiers are likewise 
accessible for SI namely Kernel Regression and K Near-
est Neighbour (KNN), Support Vector Machine (SVM), 
Hidden Markov Model (HMM), Maximum Likelihood 
Classifier (MLC) and ANN.

This research initiates with extraction features from 
voice signals and employing those features to Artificial 
Neural Network (ANN) for speaker recognition.  It is also 
possible to reduce the training error by increasing the 
number of hidden layers and their linked neurons, as 
well as increasing the complexity of the computational 
process. In ANN, the hidden layer is critical for identify-
ing characteristics in the input data and using them to 
correlate between a given input and the proper out-
put. A higher number of hidden layers increases the 
order of weights, and it helps to make a higher-order 
decision boundary. Similarly, increasing hidden layers 
would also increase the complexity of the model and 
sometimes lead to over-fitting. It is essential to have 
an optimal number of hidden layers and their corre-
sponding, but attaining those optimal configurations 
through a manual or trial and process takes time and 
makes the process more complex. These urges incor-
porate optimization methods for recognizing optimal 
hidden layers and their corresponding neurons. The 
technique involves in configuring the ANN is MMBO; 
the process of integrating the opposition strategy and 
the Cd strategy to enhance the performance of tradi-
tional MBO. The study used 200 real-time speech sig-
nal datasets from 20 speakers, including eight female 
and twelve male voice signals for 10 words each. ANN 
operates with Levenberg–Marquardt (LM) as a training 
technique for speaker recognition. This research con-
siders 80% of datasets for training and the remaining 
20% for testing the configured model.

The flow diagram of the research work is shown in 
figure 1. It consists of two stages. Stage 1 is training the 
model; Stage 2 is testing the model. In training process, 
Features are extracted from training data set and these 
features are used to train the ANN. ANN architecture is 
modified by optimizing the number of hidden layers 
and number of hidden layer neurons by using different 
optimization techniques.

Fig. 1. Flow diagram of the process

3.1. FEATURE ExTRACTION

Feature extraction is important for speaker voice 
identification; this procedure is carried out using a cou-
ple of well-known algorithms named MFCC and LPC. 
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3.2. ARTIFICIAL NEURAL NETwORk (ANN)

ANN is adaptive and dynamic, learning and altering in 
response to each unique internal or exterior input. ANNs 
are employed in systems for sequence and pattern iden-
tification, data processing, robotics, and modeling.

3.2.1. MONARCH BUTTERFLY OPTIMIzATION 
(MBO)

Wang introduced the MBO algorithm in 2015, which 
is a type of swarm intelligence meta-heuristic proce-
dure inspired by monarch butterfly migratory behavior. 
Individuals in MBO are updated through the migration 
and butterfly adjustment operations. When tackling 
global numerical optimization, the MBO outperforms 
numerous state-of-the-art optimization approaches. 
The migratory operator and the butterfly-adjusting 
operator are used to update the locations of monarch.

Initialization

The initialization of randomly generated solutions 
is the first step in every optimization approach. In the 
ranges of 1 to 5 and 1 to 30, the number of hidden layers 
and the values of their corresponding neurons are cre-
ated at random. The length of the solution is determined 
by the value of the hidden layer created randomly in the 
first location. For example, if the value of the randomly 
allocated hidden layer is 3, the solution length will be 
4 (3+1). Similarly, produce 10 solutions at random and 
feed them into the fitness process to assess the solution's 
strength. The primary purpose of opposition-based 
solution generation is to evaluate matching opposing 
estimates as a subsequent set of candidate solutions in 
order to improve the present candidate solution's ap-
proximation. An opposing candidate solution has been 
shown to have a higher likelihood of being nearer to the 
global optimal solution than a randomly picked candi-
date solution. Mathematically opposition based solution 
generation expressed as,

NyxN ijii

o

ij ),(),( −+= (1)

Let N ∈ [a, b] be a real numbers; Where, No is the op-
position based solution and N refers randomly gen-
erated solution and xi, yi refers the minimum and the 
maximum values respectively. The both randomly gen-
erated solution and the opposition based solution gen-
erations are fed in to fitness computation for process 
evaluation.

Fitness Function

The fitness approach to evaluate how well a solution 
performs in comparison to the overall amount of vali-
dation data.

(2)

Migration Operator

The monarch butterfly migration between Lands 1 
and 2 is expected to be updated by the migration op-

erator, with monarch butterflies solely belonging to 
subpopulations 1 and 2. Initially, NP1 = ceil (p*NP) and 
NP2 = NP-NP1 may be used to compute the number of 
monarch butterflies in Lands 1 and 2.

Where NP represents the total number of monarch 
butterflies in Land 1, p denotes the monarch butterfly 
ratio in Land 1, and ceil(y) represents the rounding of y 
to the nearest whole number larger than or equal to y. 
In this way, migration operator arranged as

(3)

Wherever yt+1
i,k denotes the kth element of yi at genera-

tion t+1. Basically, yt
r1,k demonstrates the kth element of 

yr1 at generation t, and yt
r2,k. denotes the kth element of 

yr2 at generation t. t represents the current generation 
number. Monarch butterflies (r1 and r2) are arbitrarily 
selected from subpopulations 1 and 2. The condition 
variable (Cr) is found as follows:

(4)

The fundamental MBO technique is as follows: mtf is 
the migration time frame, which is set to 1.2, and rand 
is a arbitrary number derivative from a uniform distri-
bution. 

Butterfly Adjusting Operator

The locations of monarch butterflies in subpopula-
tion 2 are updated utilizing this operator. It may be up-
dated as follows:

(5)

Where yt+1
j,k denotes the kth element of yj at genera-

tion t + 1; yt
best,k denotes the kth element of ybest at 

generation t, this indicates the finest monarch butter-
fly habitat in Lands 1 and 2. The yt

r3,k denotes the kth 
element of yr3 at generation t; the monarch butterfly r3 
is randomly selected from subpopulation 2. If rand > p, 
there is a different development. If rand > BAR, the but-
terfly's position is also updated using Levy flying:

The variable BAR stands for the Butterfly Adjusting 
Rate; if BAR is less than a arbitrary value, the kth ele-
ment of yj at generation t+1 is changed, where is the 
weighting factor, as exposed in Equation (7).

(6)

(7)

WSmax denotes the maximum walk step. In Equation 
(6), dy is the butterfly j walk step that Levy flight can 
consider.

(8)

Finally, the freshly formed butterfly with the best fitness 
is promoted to the next generation and replaced by its fa-
ther; it is also eliminated to preserve population number.
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Cauchy Distribution

The Cd is a separate updating technique that works in 
tandem with the migration and butterfly adjustment op-
erators. This is the continuous probability distribution that 
has two parameters, x0 and γ. x0 is the location parameter, 
and γ is the scale parameter that defines the shape of the 
Cd. For instance, if a developed value is allotted to γ, the 
height of the peak of the Probability Density Function 
(PDF) will be smaller, and its width will be broader. On the 
other side, if a lesser value is allocated to γ, the height of 
the peak of the PDF will be higher, and its thickness will be 
narrower. The Cd's PDF may be described as follows.

(9)

The Cd's cumulative distribution function may also 
be described as follows.

(10)

Fig. 2. Flow chart of Mutated Monarch Butterfly 
optimization

3.2.2 Comparison of Hyper parameters of all  
 network structures 

The default structure of ANN  is comprised of one in-
put layer, one hidden layer associated with ten neurons, 
and one output layer. Each neuron in the input layer is 
connected with the hidden layer neurons with random 
weight w11, w12...wij. Similarly, with the output layer. 
These initial random weights are adjusted based on the 
fed features.  In Artificial Neural Networks, the Levenberg-
Marquardt algorithm is most commonly used for training 
optimization, and the default transfer function is 'tansig'.  
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Table 1: Comparison of Hyper parameters of all 
network structures

In the basic MBO algorithm, local optima are easily 
reached, resulting in early convergence and poor per-
formance. Using opposition-based learning (OBL) and 
the Cauchy distribution, this paper develops a novel 
MBO algorithm. Initially, OBL is used to create opposi-
tion-based populations from the original population. 
In opposition-based populations, the best individuals 
are selected and passed to the next generation, and 
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this process effectively prevents the MBO from falling 
into a local optimum.

In this context, the optimal number of hidden lay-
ers and their associated neurons can be determined. 
If N is the number of hidden layer neurons generated 
randomly, then No is the opposition-based solution ex-
pressed in equation 1.

 Secondly, Cauchy distribution is introduced to im-
prove the migration and butterfly adjustment opera-
tors. In every iteration, it helps to update the best solu-
tion to improve the convergence rate.  

4. RESULTS

Migration operator and butterfly adjusting operator in 
the MBO algorithm ensure monarch butterflies' search 
directions. In addition, the migration operator and the 
butterfly adjusting operator can be executed simulta-
neously. One of the advantages of MBO algorithm is its 
simplicity and ease of implementation. However, MBO 
algorithm drawback is poor optimization efficiency in 
solving complex optimization problems, which can be 
seen in the following aspect. The monarch butterflies r1 
and r2 are randomly selected from Subpopulation1 and 
Subpopulation2, respectively. A worse monarch but-
terfly may be selected to share its features with a bet-
ter one, leading to the population degenerating.  This 
can be overcome by using Opposition-based Learning 
method. if the OBL approach is introduced into the 
initialization of the MBO algorithm, it can produce the 
opposition-based population. Then, the better individu-
als are selected to participate in the evolution from the 
union of the original populations and the opposition-
based populations. Further every element in the best 
solution after every iteration is also updated by Cauchy 
distribution.  Thus, these two operations increase the 
population diversity and expands the exploration scope 
of MBO. Further, it contributes to faster rate of conver-
gence and better accuracy as well as sensitivity.

Configuring ANN via MMBO techniques accom-
plished 97.5% sensitivity for speaker recognition. Op-
position based solution generation parallel with ran-
dom solution generation and Cd function elevates the 
sensitivity over Oppositional based MBO, Cd based 
MBO and traditional MBO. The suggested MMBO cre-
ates an ANN with three hidden layers, each of which 
has 19, 23, and 23 neurons. The investigation shows 
the performance of involved techniques through di-
verse measures. It is obvious from the graphs that pro-
posed approach having better performance over other 
techniques. The table 1 exhibits the ANN model con-
figuration from different techniques. All at once, the 
employed optimization techniques in configuring ANN 
model show three-hidden layers. Though, the hidden 
layers are same for employed techniques change in 
respective hidden neurons impact effectively on pro-
posed approach. The entire execution procedure took 
place on the MATLAB R2015a.

Table 2. ANN model configuration  
from different techniques

Techniques Input Hidden 
Layers

N
eu

ro
ns

N
eu

ro
ns

N
eu

ro
ns

Output

MBO-ANN 61 3 20 22 23 1

OMBO-ANN 61 3 20 25 21 1

CMBO-ANN 61 3 30 20 23 1

MMBO-ANN 61 3 19 23 23 1

The performance of the strategies used when config-
uring ANN for speaker recognition is exposed in Fig. 2. 
The results show that MBO's use of ANN configuration 
to forecast speaker voice recognition is superior to con-
test strategies.

True Positive (TP) - Recognised person’s voice cor-
rectly identified as recognised person

False Positive (FP) - Not-Recognised person’s voice in-
correctly identified as recognised person

True Negative (TN) - Not-Recognised person’s voice 
correctly identified as not-recognised person

False Negative (FN) - Recognised person’s voice in-
correctly identified as not-recognised person

The Fig.2 illustrates the performance of employed 
techniques w.r.t to real-time speaker voice database 
for  recognition accuracy and Sensitivity standard mea-
sures. The performance of MMBO association in con-
figuring ANN model demonstrates greater forecasting 
performance than other strategies implemented in this 
research, as seen in the following graphical depiction. 

Accuracy: Accuracy is also used as a statistical mea-
sure to appropriately detect/reject the recognized /
not-recognised person with respect to authenticate 
biometric characteristics.

(11)

(12)

Table 3. Performance measures  
of employed techniques

Techniques TP TN FP FN Accuracy Sensitivity

MBO-ANN 1.8 37.8 0.2 0.2 0.9900 0.900

OMBO-ANN 1.85 37.85 0.15 0.15 0.9925 0.925

CMBO-ANN 1.9 37.9 0.1 0.1 0.9950 0.950

MMBO-ANN 1.95 37.95 0.05 0.05 0.9975 0.975

Table 3 exhibits the performance measures for real-
time from all emplyoed techniques along with TP, TN, 
FP and FN. The results exhibits that the performance of 
proposed technique is better than others. 
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MMBO configured ANN achieves accuracy of 99.75% 
that is 0.25% greater than CMBO configured ANN and 
0.5% greater than OMBO configured MBO. Simillarly 
MMBO configured ANN achieves sensitivity of 97.5% 
that is 2.5% greater than CMBO configured ANN and 
5.0% greater than OMBO configured MBO.

Fig. 3. Performance of Employed Techniques w.r.t 
standard measures

 Converging Performance 
 of the Employed Techniques

The following convergence graph shown in Fig. 4 
signifies the performance of optimization techniques 
integrate with ANN for model configuration in real 
time speaker voice database. The performance of the 
used optimization association ANN approaches starts 
at the same point and gradually becomes exponential 
up to the 100th iteration, slowing down marginally af-
ter that. The proposed MMBO saturates at 400th itera-
tion, which quite early over contest techniques; this is 
possible because of mutating both opposition and Cd 
strategy in traditional MBO.

Fig. 4. Convergence graph

Fig. 5. Confusion matrix for real-time testing 
database by means of MBO – ANN

Fig. 6. Confusion matrix for real-time testing 
database by means of MMBO – ANN

Fig. 5 and Fig. 6 show the confusion charts for real-time 
speaker recognition using MBO-configured ANN and 
Mutated MBO-configured ANN, respectively. It is also 
evident from these figures that accuracy has improved.

5. CONCLUSION

Speaker recognition involves recognizing a person 
from a spoken word using a machine. It is possible to 
use speaker recognition systems either to recognize a 
specific individual or to validate the stated identifica-
tion of that individual. In this study, voice data are gath-
ered from cooperative office users with no unfavorable 
microphones. By using MMBO configured ANN mod-
els, we were able to recognize the speaker's voice with 
97.5% sensitivity, which is superior to contest tech-
niques. The hidden layer identifies characteristics in 
the input data and uses them to correlate an input with 
the appropriate output. An increase in hidden layers 
would complicate the model and lead to overfitting. A 
manual or trial-and-error approach to achieving those 
optimal configurations takes time and is time-consum-
ing. Therefore, this research involves integrating opti-
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mization techniques and the superior performance is 
due to the modification of two important strategies, 
oppositional based solution generation and Cachy dis-
tribution in MBO. Research will focus in the future on 
large-scale speaker identification problems, which are 
quite challenging. 
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