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Chapter 1

Summary

1.1 Introduction and goal

This thesis develops the discrete sub- and supersolutions method and applies it to prove the convergence
of the nonlinear finite element method applied to the generalized diffusive logistic equation

−(Du′ − αm′(x)u)′ = λm(x)u − δa(x)u2, x ∈ (0, 1),
Du′(0) = αm′(0)u(0),
Du′(1) = αm′(1)u(1),

(1.1)

where D > 0, α ≥ 0, λ > 0, δ > 0, m ∈ C2[0, 1] such that m(x) > 0, m′(0) ≥ 0 and m′(1) ≤ 0 and
a ∈ C[0, 1] with a(x) > 0 for all x ∈ [0, 1]. This model was introduced in [1], [2], [3] and [4] as a
general version of the advection-diffusion model proposed in [10]. The parameter λ permits to amplify
or reduce the influence of the population growth rate on the drift term, meanwhile provides a different
insight in the theoretical analysis of (1.1).

The dynamics of the parabolic problem associated with (1.1) in the case of positive initial condi-
tions is regulated by the non-negative solutions of (1.1). Assuming the description of the mathematical
model in [10], and noting with u(x, t) to the solution of the parabolic problem associated with (1.1),
we have that λm(x) is the per capita growth rate, it is not constant along the habitat and it depends on
the location x. Moreover, if m(x) > 0 for all x ∈ [0, 1], the entire habitat is considered favourable and
λm(x) behaves like a source in the whole habitat. There are neither unfavourable regions where the pop-
ulation dies, i.e. {x ∈ (0, 1) such that m(x) < 0}, nor regions where the population does not reproduce,
i.e. {x ∈ (0, 1) such that m(x) = 0}. The flux of the population density u(x, t) is J = −D ∂u

∂x + αm′(x)u.
Hence the dispersal of u(x, t) consists of two parts: the diffusion −D ∂u

∂x provide by the Fick’s Law and
the directed movement upward along m′(x). This type of dispersal is called conditional dispersal. The
parameter α measures the rate at which the population moves up m′(x). When we consider α > 0, the
population u(x, t) shifts in the direction along which m is increasing. It is also assumed that the boundary
acts as a reflecting barrier to the population. Moreover, as the dispersal term ∂J

∂x is in divergence form,
the dispersal per se does not increase or decrease the population, [10].
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One of the objectives of this thesis is to obtain the discrete version of the characterization (neces-
sary and sufficient conditions) of the Maximum Principle in [40] and [8], that will be the essential tool
in the method and the construction of the nonlinear finite element solution. Some results concerning the
Discrete Maximum Principle (DMP) can be found in [23], [50], [12], [33] and [34], but in none of them
there is a DMP characterization.

The very well known Nonlinear Galerkin Method (NGM) has been applied in [24], [34] and [50] to
equations in divergence form, i.e. −∇ · (g(x, u)∇u) = f (x), and to equations that match in the framework
of nonlinear monotone operators in [7], [19], [51] and [11]. Unfortunately, neither of these results can be
applied to the logistic equation. On the other hand, as the logistic equation require a positive subsolution
subject to homogeneous boundary conditions, the results in [32], [29] and [30] can not be applied
because they assume positive boundary conditions. In fact, in [29] is said that the finite element solution
may not preserve the properties of the solution of the original equation, however, using the DMP, we
guarantee that all the properties of the positive solutions of problem (1.1) are actually preserved.

Moreover, a detailed list of the first references to the Galerkin Method can be found in [27], two
key works on NGM are [16] and [26], [35] studies the stability and consistency for nonlinear problems
and [47] provides a posteriori estimates of the error for nonlinear finite element approximations using
the solution of linearized associated problem. More generally, sufficient conditions ensuring that the
approximate problem preserves the structure of the manifold of solutions of the continuous problems
depending on a parameter have been studied in [48], [36], [13], [14], [15] and [39].

To the best of our knowledge, this thesis proves the convergence of nonlinear finite elements for the
logistic equation for the first time in the literature. When a nonlinear elliptic equation is discretized using
finite differences, finite element or spectral methods, a nonlinear algebraic system arises. In our case,
considering the space of piecewise linear finite elements Vh, h > 0, it follows that the approximation
of u, denoted by uh ∈ Vh, or equivalently the vector uh, where the components of the vector are the
coefficients of uh in the finite element basis, satisfies a nonlinear algebraic system. Now, our goal is to
approximate uh > 0 (all the components of the vector are nonnegative and uh , 0) and compare it with
the positive solution u.

In a similar way to the continuous case, we propose the discrete sub- and supersolutions method.
This method is entirely new, it can be extended to many other differential problems of elliptic type and
it supports routine implementation compared with the proofs of convergence developed in [45], [18],
[19] or [11]. It requires an ordered pair of a couple of positive subsolution and supersolution of the finite
element discretization and to check that the DMP is fulfilled. We prove that if the mesh size is less than a
first critical value, that depends on the smallest constant positive supersolution, denoted by M, of (1.1),
the Jacobian matrix evaluated in any positive supersolution less than M := M(1, 1, . . . , 1)T satisfies the
DMP, meanwhile a positive strict subsolution, denoted by E, gives the coercivity constant.

In the end, we generate via the Newton Method a decreasing sequence of supersolutions ū (k)
h such

that
0 � E � ū (k+1)

h � ū (k)
h ≤M, for all k ≥ 0,

where � stands for component-wise strict inequalities. And best of all, we prove that the sequence
converges to uh. In [42], the Jacobian is required to be invertible in [E,M], however, in this thesis we
only need to assume that E �M. Moreover, we obtain explicit bounds of the error in the case that uh is
bounded from below by a positive constant, because in this case the coercivity constant does not depend
on h. Consequently, under this condition, we prove that uh or ū (k)

h for some k ≥ 0 approximates to u
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when h→ 0.
The structure of this thesis is the following. In Chapter 2, we analyze the method exposed above

for a heterogeneous logistic equation without the drift term, subject to Neumann or Robin condition
boundary conditions. This problem covers the cases when α = 0 or m′ ≡ 0. Moreover, we introduce
the DMP and give necessary and sufficient conditions for it to be fulfilled. In Chapter 3, the discrete
sub- and supersolutions method is applied to approximate the positive solution of (1.1) when αm′ . 0.
The proof of the convergence is complex because the differential operator in (1.1) is non-selfadjoint,
but thanks to a change of variable, it is possible to adapt the procedure to deduce explicit bounds of the
error. In Chapter 3, we apply a change of variable to transform the problem (1.1) in a problem with a
self-adjoint differential operator, consequently allowing to use the results of Chapter 2.

1.2 Finite element and notation
In this thesis, we consider a partition of [0, 1] in N subintervals, [xi−1, xi], where xi = ih with h = 1

N ,
and the continuous and piecewise linear functions on this partition defined by

ϕi(x) =


(x − xi−1)/h, xi−1 ≤ x ≤ xi,
(xi+1 − x)/h, xi ≤ x ≤ xi+1,
0 otherwise,

for 0 ≤ i ≤ N, which generates the space of finite elements,

Vh :=

vh =

N∑
i=0

vh,iϕi : vh = (vh,0, vh,1, ..., vh,N)T ∈ RN+1

 .
Given a function f : [0, 1]→ R, we denote

‖ f ‖2 :=
(∫ 1

0
f 2

)1/2

, ‖ f ‖H1 :=
(
‖ f ‖22 + ‖ f ′‖22

)1/2
and ‖ f ‖∞ := ess supx∈[0,1]| f (x)|. (1.2)

If v = (v0, v1, ..., vn) ∈ Rn+1, n ≥ 0, we denote

|v|2 :=

 n∑
i=0

v2
i

1/2

. (1.3)

Let us introduce the interpolation operator πh : C[0, 1]→ Vh defined as

πh(v) =

N∑
i=0

v(xi)ϕi. (1.4)

It is well known that Vh approximates to H2((0, 1)) in the sense that

‖v − πh(v)‖2 ≤ h2‖v′′‖2, ‖v − πh(v)‖H1 ≤ h
√

h2 + 1‖v′′‖2 and ‖ (v − πh(v))′ ‖2 ≤ h‖v′′‖2. (1.5)
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The above properties guarantee that Vh is a good subspace where to find the numerical solution, uh, that
approximates u. Moreover, if we consider changing the degree of the finite elements to a higher one, it
does not ensure a better convergence if the function belongs to H2((0, 1)). The proof of (1.5) and the
optimal choice of the polynomial degree can be found in [46, Th. 4.2] and [46, Table 4.1], respectively.

Also, we precise of an analogous result for the multiplication of certain functions which enunciate
and prove in the following proposition.

Proposition 1.2.1. Let f ∈ C1[0, 1] and vh ∈ Vh. Then

‖ f vh − πh( f vh)‖∞ ≤ ‖vh‖∞‖ f ′‖∞h.

Proof. For f ∈ C1[0, 1] and x ∈ (xi, xi+1), i ∈ {0, 1, . . . ,N},

| f (x) − f (xi)| =

∣∣∣∣∣∣
∫ x

xi

f ′
∣∣∣∣∣∣ ≤

∫ xi+1

xi

| f ′| and | f (x) − f (xi+1)| =
∣∣∣∣∣∫ xi+1

x
f ′
∣∣∣∣∣ ≤ ∫ xi+1

xi

| f ′|.

Moreover,

( f vh − πh( f vh))(x) =
[
f (x) − f (xi)

]
vh,iϕi(x) +

[
f (x) − f (xi+1)

]
vh,i+1ϕi+1(x).

Hence, we obtain that

|( f vh − πh( f vh))(x)| ≤ ‖vh‖∞ (ϕi(x) + ϕi+1(x))
∫ xi+1

xi

| f ′| ≤ ‖vh‖∞‖ f ′‖∞h

because ϕi(x) + ϕi+1(x) = 1 for each x ∈ (xi, xi+1). �

On the other hand, we provide an upper bound for |vh|2 in connection with ‖vh‖2 for some vh ∈ Vh.
This result will be necessary for the proof of the convergence.

Proposition 1.2.2. Let vh =
∑N

i=0 viϕi ∈ Vh, or equivalently, vh = (v0, v1, ..., vN)T , then

h |vh|
2
2 ≤ 6 ‖vh‖

2
2.

Proof. Integrating the finite elements, we deduce that

‖vh‖
2
2 =

h
3

v2
0 + 2

N−1∑
i=1

v2
i + v2

N

 +
h
6

N−1∑
i=0

2vivi+1.

Then, since
2vivi+1 = (vi + vi+1)2 − v2

i − v2
i+1 ≥ −v2

i − v2
i+1,

it follows that

‖vh‖
2
2 ≥

h
3

v2
0 + 2

N−1∑
i=1

v2
i + v2

N

 − h
6

N−1∑
i=0

(
v2

i + v2
i+1

)
≥

h
6
|vh|

2
2.

The proof is finished. �

Finally, we introduce the following inequalities between matrices and therefore also for vectors.
Given R =

{
Ri j

}
and S =

{
S i j

}
two real matrices, we denote

R ≥ S if Ri j ≥ S i j ∀ i, j, R � S if Ri j > S i j ∀ i, j,

and
R > S if R ≥ S and there exist at least i0 and j0, such that Ri0 j0 > S i0 j0 .



Chapter 2

The heterogeneous logistic equation

2.1 Introduction

Let us consider the heterogeneous logistic equation subject to general boundary conditions
−Du′′ = λc(x)u − δa(x)u2, x ∈ (0, 1),
−Du′(0) + β0u(0) = 0,
Du′(1) + β1u(1) = 0,

(2.1)

where D > 0, λ ∈ R, δ > 0, β0 ≥ 0, β1 ≥ 0, c ∈ C[0, 1] and a ∈ C[0, 1], with a(x) > 0 for all
x ∈ [0, 1]. This equation models the asymptotic behavior of a population within a spatially heteroge-
neous region, whose growth is subject to logistic self-regulation, with a nonnegative nontrivial initial
population, where u(x) represents the density of the population at location x, D > 0 is the random diffu-
sion rate, λc(x) is the spatially varying local growth rate, and δa(x) measures the strength of the density
dependence of the logistic self-limitation. In particular, if Robin boundary conditions are imposed, i.e.
β0 > 0 and β1 > 0, the surrounding medium is not considered inhospitable for the population. It is well
known that in a second stage, to simulate competition or cooperation between different populations, it
is first needed to simulate positive solutions of the logistic equation (2.1).

There has been a great progress in the study of the existence of positive solutions of the logistic
equation over the last thirty years, from the pionering modelling in [41] to the existence of metasolutions
in [38]. During this time different techniques have been applied to overcome the ongoing problems in
solving the heterogeneous logistic equation, such as sub- and supersolutions, bifurcation theory and
degree theory, see for example [28], [8], [20], [21], [2], [3] and [4]. Undoubtedly, the characterization of
the Maximum Principle established in [40], and later refined in [8], is one fundamental tool in the proof
of existence and uniqueness of u. Concerning sub- and supersolutions of (2.1), it is demonstrated in [6]
that, if there exists a supersolution, Ū ∈ H2 ((0, 1)), and a subsolution U ∈ H2((0, 1)), in the sense that

− DŪ′′ ≥ λc(x)Ū − δa(x)Ū2, −DU′′ ≤ λc(x)U − δa(x)U2 almost everywhere in (0, 1),
DŪ′(0) ≤ β0Ū(0), DŪ′(1) ≥ −β1Ū(1), DU′(0) ≥ β0U(0), DU′(1) ≤ −β1U(1), (2.2)
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and satisfying 0 < U ≤ Ū, then there exists a positive solution u ∈ H2((0, 1)) of (2.1), u > 0 (u ≥ 0 and
u , 0), such that U ≤ u ≤ Ū which is the unique positive solution by [21].

Now, consider the space of piecewise linear finite elements Vh ⊂ H1((0, 1)), h > 0. Hence, if u is
the solution of (2.1), u satisfies

D
∫ 1

0
u′v′ − λ

∫ 1

0
cuv +

∫
{0,1}

βuv + δ

∫ 1

0
au2v = 0, ∀v ∈ H1((0, 1)), (2.3)

where β(0) = β0 and β(1) = β1 and then, it follows that the approximation of u, denoted by uh ∈ Vh,
satisfies

D
∫ 1

0
u′hv′h − λ

∫ 1

0
πh(c)uhvh +

∫
{0,1}

βuhvh + δ

∫ 1

0
πh(a)u2

hvh = 0, ∀vh ∈ Vh, (2.4)

where πh is the interpolation operator onto Vh. Thus, (2.4) can be written as

Fh(uh) = 0, (2.5)

where the components of the vector uh are the coefficients of uh in the finite element basis. As in the
continuous case, we define z̄ as a positive strict supersolution of (2.5) if

Fh(z̄) > 0 with z̄ > 0, (2.6)

and z as a positive strict subsolution of (2.5) if

Fh(z) < 0 with z > 0, (2.7)

and propose the method of the sub- and supersolutions exposed in the introduction.
In this chapter, we generate via the Newton Method a decreasing sequence of supersolutions ū (k)

h
and at the same time, via a Modified Newton Method, we also get an increasing sequence of subsolutions
u (k)

h such that
u (k)

h � u (k+1)
h � ū (k+1)

h � ū (k)
h , for all k ≥ 0. (2.8)

Then, we prove that both sequences converge to uh. Moreover, we obtain explicit a priori bounds of
the error in the case that uh is bounded from below by a positive constant, because in this case the
coercivity constant does not depend on h. Also, we determine the a posteriori bounds of the distance
between each iteration of the Newton Method and the exact solution of (2.1). In addition, the a priori
bounds depend on the positive strict subsolution and the positive strict supersolution of (2.5), which in
turn depend on the maximum and minimum values of the coefficients a(x) and c(x) and the parameters δ
and λ. Nevertheless, the a posteriori bounds depend on the stopping criterion established for the Newton
Method.

The structure of the chapter is now detailed. In Section 2.2, problem (2.5) is re-written using
matrices notations and its Jacobian is calculated. In Section 2.3, sufficient conditions that ensure the
Jacobian matrix to be non-singular M-matrix are given. The existence of the principal eigenvalue is
proven for tridiagonal matrices whose element in both principal subdiagonals are negative. Meanwhile,
the characterization of the DMP is proven in Theorem 2.3.2. Thereupon, some very important properties
of the principal eigenvalue are proven and then used to obtain the uniqueness of the positive solution
of (2.5). In Section 2.4, the existence of the positive solution of problem (2.5) is proven, initiating
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Newton Method in M = M(1, 1, ..., 1) for large enough M > 0. Moreover, two sequences verifying (2.6)
and (2.7) are built, one of positive strict supersolutions and the other of positive strict subsolutions,
respectively, that also satisfy (2.8). In some situations searching for the initial subsolution u (0)

h is really
a difficult task. In Theorem 2.4.2, u (0)

h is constructed in the case λc(x) > 0 and with Neumann boundary
conditions. Henceforth, Theorem 2.4.3 deals with the general case. In Section 2.5, the convergence of
the nonlinear finite elements is proved, using sub- and supersolutions, the monotonicity in (2.8) and
the coercivity of two different bilinear forms. Finally, in Section 2.6, three very qualitatively different
examples are exposed, showing the different behaviours of the nonlinear finite element solutions. The
first one, with non constant c(x), large diffusion and mesh size guaranteeing the DMP, provides a small
approximation error. The second case corresponds to small diffusion and non constant coefficient a(x),
the simulations present oscillations when the mesh size is not sufficiently small, but once the mesh size
is less than a critical level, the DMP is fulfilled, the iterations of the Newton Method are ordered -they
do not cross each other- and the oscillations disappear. Although the mesh size has to be very small to
obtain the same error order of the first example. In the third and final example the solution is subject to
Robin boundary conditions, the coefficient c(x) is non constant and the diffusion is equal to 10−4. In this
example, even though the Newton Method converges, the discrete solution oscillates in the cases that
the DMP is not satisfied. The numerical simulations make us conjecture that if the DMP is satisfied the
oscillations disappear.

2.2 The discrete bilinear form
Throughout this chapter, given f ∈ C[0, 1], we define the following bilinear forms as

b f : H1((0, 1)) × H1((0, 1))→ R and bh
f : Vh × Vh → R

where

b f (w, v) := D
∫ 1

0
w′v′ − λ

∫ 1

0
cwv +

∫
{0,1}

βwv + δ

∫ 1

0
a f wv

and

bh
f (wh, vh) := D

∫ 1

0
w′hv′h − λ

∫ 1

0
πh(c)whvh +

∫
{0,1}

βwhvh + δ

∫ 1

0
πh(a) f whvh,

with β(0) = β0 and β(1) = β1. By (2.3), we observe that

bu(u, v) = 0 for all v ∈ H1((0, 1)), (2.9)

so that, our purpose is to find an approximation of u,

uh =

N∑
i=0

uh,iϕi, or equivalently, uh = (uh,0, uh,1, ..., uh,N)T ,

such that
bh

uh
(uh, vh) = 0 for all vh ∈ Vh. (2.10)
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Notice that (2.10) may be considered as a system of nonlinear equations. Indeed, as bh
uh

(uh, ·) is linear,
it is sufficient to check that

bh
uh

(uh, ϕi) = 0 for all i ∈ {0, 1, ...,N} .

Analogously, using that bh
uh

is also linear with respect to the first entry, (2.10) is equivalent to the non-
linear mapping

Fh : RN+1 → RN+1, Fh(z) := (Ah + Yh(z)) z, z = (z0, z1, ..., zN)T ,

where Ah ∈ R
N+1×N+1 and Yh(z) ∈ RN+1×N+1 are defined by

Ah =
{
bh

0(ϕ j, ϕi)
}N

i, j=0
and Yh(z) =

{
δ

∫ 1

0
πh(a)zϕ jϕi

}N

i, j=0
, z =

N∑
i=0

ziϕi,

where i indicates the row and j indicates the column, satisfying

Fh(uh) = 0.

Clearly, the matrices Ah and Yh(z) are easily obtained integrating the functions of the basis of finite
elements and/or their derivatives. Hence,

Ah =
D
h

Ah,2 −
λh
12

Ah,1 + Ah,0, (2.11)

where the element of the symmetric and tridiagonal matrices Ah,2, Ah,1 and Ah,0 are the following

(Ah,2)00 = 1, (Ah,1)00 = 3c0 + c1, (Ah,0)00 = β0,
(Ah,2)NN = 1, (Ah,1)NN = cN−1 + 3cN , (Ah,0)NN = β1,

if i ∈ {1, 2, ...,N − 1},

(Ah,2)i,i = 2, (Ah,1)i,i = ci−1 + 6ci + ci+1 and (Ah,0)i,i = 0,

and finally, if i ∈ {0, 1, ...,N − 1},

(Ah,2)i,i+1 = −1, (Ah,1)i,i+1 = ci + ci+1 and (Ah,0)i,i+1 = 0,

where ci = c(xi). In the same way, we obtain that

Yh(z) =
δh
60

Yh,0(z), (2.12)

where the element of the symmetric and tridiagonal matrix Yh,0(z) are

(Yh,0(z))00 = z0(12a0 + 3a1) + z1(3a0 + 2a1),
(Yh,0(z))NN = zN−1(2aN−1 + 3aN) + zN(3aN−1 + 12aN),
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if i ∈ {1, 2, ...,N − 1},

(Yh,0(z))ii = zi−1(2ai−1 + 3ai) + zi(3ai−1 + 24ai + 3ai+1) + zi+1(3ai + 2ai+1),

and if i ∈ {0, 1, ...,N − 1},

(Yh,0(z))i,i+1 = zi(3ai + 2ai+1) + zi+1(2ai + 3ai+1),

where ai = a(xi) and z = (z0, z1, ..., zN)T .
Newton Method is a fundamental tool used in this chapter, it requires the Jacobian of Fh evaluated

in some z, which is expressed as

Jh(z) :=
{
∂Fh,i(z)
∂z j

}N

i, j=0
= Ah + 2Yh(z), (2.13)

where Fh = (Fh,0, Fh,1, ..., Fh,N)T .

2.3 The Discrete Maximum Principle
In this section, we will derive an upper bound for the finite element mesh size h in order to enforce the
Jacobian Matrix Jh(z) in (2.13) to be of the form

E =



e1 −ê1 0 0 ...
−ẽ1 e2 −ê2 0 ...

0 −ẽ2 e3 −ê3 ...
0 0 −ẽ3 e4 ...
...

...
...

...
. . .


, where ẽi > 0 and êi > 0. (2.14)

Note that the matrices satisfying (2.14) can be expressed in the form

E = sI − B, where s = max {|ei|} + 1 and B is a nonnegative matrix.

Moreover, the matrix B is irreducible because it is a tridiagonal matrix with ẽi , 0 and êi , 0 (see
[31, 6.2.24]). We will provide below, as a consequence of the Perron-Frobenius theory on non-negative
matrices applied to B, some very useful properties of E. In the following theorem, we denote with ρ(B)
the spectral radius of B.

Theorem 2.3.1. Let E ∈ Rn×n be a matrix satisfying (2.14). Then,

σ0(E) := s − ρ(B)

is the unique eigenvalue of E, called the principal eigenvalue of E, that admits a real eigenvector yE > 0,
called the principal eigenvector. Moreover, yE � 0, σ0(E) is algebraically and geometrically simple,
and if τ , σ0(E) is an eigenvalue of E,

σ0(E) < Re(τ),

where Re(τ) is the real part of τ.
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Proof. As B is an irreducible and nonnegative matrix, ρ(B) is a positive algebraically and geometrically
simple eigenvalue of B associated to yB � 0 (see [31, Th. 8.4.4]). Thus, σ0(E) is an eigenvalue of E
associated to yB � 0 and it is algebraically and geometrically simple.

Now, we suppose that there exists an eigenvalue of E, µ, associated to y > 0. Since B is an
irreducible and nonnegative matrix, then (I +B)n−1 � 0 (see [31, 8.4.1]), as well as s−µ is an eigenvalue
of B associated to y, we have that

0 � (I + B)n−1y = (1 + s − µ)n−1y.

Consequently, y � 0. Moreover, applying [31, Cor. 8.1.30] to B, we obtain that µ = σ0(E) and therefore,
the uniqueness of the principal eigenvalue is proved, besides yE := y � 0.

Finally, if we suppose that τ is an eigenvalue of E, s − τ is also an eigenvalue of B and then

s − Re(τ) ≤ |s − τ| ≤ ρ(B) ⇒ σ0(E) ≤ Re(τ).

In the case that σ0(E) = Re(τ), we have that s−Re(τ) < |s− τ| because τ , σ0(E). Then, we obtain that
σ0(E) < Re(τ) which is a contradiction. �

Note that in the special case in which the principal eigenvalue of E is positive, it is guaranteed that
E is an invertible matrix. Moreover, it holds that s > ρ(B) and thus, E is a non-singular M-matrix. The
theory on M-matrices has been extensively developed, i.e., [17], [25], [43], [44] and [49]. In this sense,
the following theorem provides us with the Discrete Maximum Principle.

Theorem 2.3.2. Discrete Maximum Principle Let E ∈ Rn×n be a matrix satisfying (2.14). Then, each
of the following conditions are equivalent:

i) σ0(E) > 0.

ii) There exists y > 0 with Ey > 0.

iii) E−1 � 0.

Proof. Condition ii) follows immediately from condition i), choosing the principal eigenvector of E
given in Theorem 2.3.1. Also, due to Theorem 2.3.1 and condition iii), we prove i), multiplying EyE =

σ0(E)yE by E−1 � 0, because yE � 0. Finally, suppose condition ii). As sy > By and I + B > 0, we
have that

(1 + s)n−1y > (I + B)n−1y,

as well as (I+B)n−1 � 0 because B is an irreducible and nonnegative matrix (see [31, 8.4.1]), this implies
that y � 0. Consequently, condition iii) is deduced by [17, Th. 6.2.7]. Note that E is a irreducible matrix
with negative element in both its principal sub-diagonals. The proof is complete. �

At this regard, we obtain a principal eigenvalue comparison result for matrices satisfying (2.14).

Theorem 2.3.3. Let P, Q ∈ Rn×n be matrices, both satisfying (2.14), such that P > Q. Then

σ0(P) > σ0(Q).
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Proof. From Theorem 2.3.1, it follows that there exists the principal eigenvector of Q, yQ � 0. Let us
define R := P − σ0(Q)I. Then,

RyQ = (P − σ0(Q)I) yQ = (P − Q) yQ > 0,

because P > Q and yQ � 0. Moreover, R satisfies (2.14) because P satisfies it. Now, we can apply
Theorem 2.3.2 to deduce that

σ0(R) > 0. (2.15)

Thus, applying Theorem 2.3.1 to R and using its definition, it follows that

PyR = (σ0(Q) + σ0(R)) yR with yR � 0,

and consequently, by uniqueness of the principal eigenvalue, we conclude that

σ0(P) = σ0(Q) + σ0(R).

Finally, from (2.15), we obtain the desired result. �

The following theorem provides the critical size hM , such that, for all h < hM , Jh(z) fulfills (2.14)
for z ≤M := M(1, 1, ..., 1)T . Note that hM depends on the parameters present in problem (2.1).

Theorem 2.3.4. Let M > 0. Assume that h ∈ (0, hM), where

hM :=
(

6D
‖2δMa − λc‖∞

)1/2

, (2.16)

with hM = ∞ if the denominator is zero. Then, for all z ≤ M := M(1, 1, ..., 1)T , the symmetric and
tridiagonal matrix

Jh(z) := Ah + 2Yh(z)

fulfills (2.14).

Proof. We need to prove that Ah + 2Yh(z) has negative sub-diagonal entries. It is enough to prove that
Ah + 2Yh(M) has negative sub-diagonal entries because

Ah + 2Yh(z) ≤ Ah + 2Yh(M) when z ≤M.

Then, for i ∈ {0, 1, ...,N − 1}, using the expressions in (2.11) and (2.12), we conclude that

(Ah + 2Yh(M))i,i+1 = −
D
h
−
λh
12

(ci + ci+1) +
Mδh

6
(ai + ai+1) ≤ −

D
h

+
h
6
‖2δMa − λc‖∞ < 0,

if h ∈ (0, hM). �

In [46], the linear finite element method on a uniform grid is used to solve a simpler linear equation
with constant coefficients, i.e. c(x) = −1, δ = 0, subjected to non-homogeneous Dirichlet boundary
conditions. There, in order to avoid oscillations of the numerical solution, it is obtained (2.16) with
M = 0.

In our case, when z̄ satisfies (2.6), we will need to prove that Jh(z̄) satisfies the Discrete Maximum
Principle (Theorem 2.3.2) and hence it is non-singular. This result is shown in the following theorem.
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Theorem 2.3.5. Let M > 0 and h ∈ (0, hM), where hM is given in Theorem 2.3.4. Then,

σ0(Jh(z̄)) > 0 (2.17)

and
(Jh(z̄))−1 � 0, (2.18)

for each z̄ ≤ M(1, 1, ..., 1)T satisfying (2.6).

Proof. Due to Theorem 2.3.4, both matrices Jh(z̄) and Ah + Yh(z̄) satisfy (2.14). Moreover, as z̄ > 0, we
have the following inequality

Jh(z̄) > Ah + Yh(z̄).

Then, applying Theorem 2.3.3, we deduce that

σ0(Jh(z̄)) > σ0(Ah + Yh(z̄)). (2.19)

Now, as z̄ ∈ RN+1 satisfies (2.6), we find that σ0(Ah + Yh(z̄)) > 0 thanks to Theorem 2.3.2, and conse-
quently, by (2.19), we obtain (2.17). Finally, applying once again Theorem 2.3.2, we obtain (2.18). �

At this stage, it remains to study the uniqueness of the positive solutions uh of problem (2.5). The
uniqueness is obtained as a consequence of comparing principal eigenvalues together with Theorem
2.3.1. Moreover, we calculate the principal eigenvalues of Ah, Ah + Yh(uh) and Jh(uh).

Theorem 2.3.6. Let M > 0 and h ∈ (0, hM), where hM is given in Theorem 2.3.4. Suppose that

Fh(uh) = 0 and 0 < uh ≤ M(1, 1, ..., 1)T . (2.20)

Then, uh is the unique vector satisfying (2.20). Moreover,

σ0(Ah) < 0, σ0(Ah + Yh(uh)) = 0 and σ0(Jh(uh)) > 0. (2.21)

Proof. First of all, from (2.20) and Theorem 2.3.4 we deduce that Ah, Ah + Yh(uh) and Jh(uh) satisfy
(2.14). Then, the principal eigenvalues σ0(Ah), σ0(Ah + Yh(uh)) and σ0(Jh(uh)) are well defined. More-
over, using once again (2.20) combined with Theorem 2.3.1, it follows that

σ0(Ah + Yh(uh)) = 0. (2.22)

Now, as uh > 0, we can compare the above principal eigenvalues thanks to Theorem 2.3.3 and obtain
that

σ0(Ah) < σ0(Ah + Yh(uh)) < σ0(Jh(uh)). (2.23)

Therefore, (2.21) follows from (2.22) and (2.23).
Hereafter, we proceed by contradiction to prove the uniqueness. If we suppose that there exist two

vectors uh and vh, with uh , vh satisfying (2.20), then the following equations hold true

0 = Fh(uh) − Fh(vh) = Ah(uh − vh) + Yh(uh)uh − Yh(vh)vh = (Ah + Yh(uh + vh))(uh − vh).
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Hence, uh − vh , 0 is an eigenvector of the matrix Ah + Yh(uh + vh) associated to the eigenvalue 0.
Note that Ah + Yh(uh + vh) satisfies property (2.14) due to Theorem 2.3.4, since h < hM and uh + vh ≤

2M(1, 1, ..., 1)T . Therefore, using Theorem 2.3.1 we obtain that

σ0(Ah + Yh(uh + vh)) ≤ 0. (2.24)

On the other hand, as vh > 0, applying Theorem 2.3.3 and subsequently (2.22), it follows that

σ0(Ah + Yh(uh + vh)) > σ0(Ah + Yh(uh)) = 0,

which is a contradiction with (2.24). �

2.4 Discrete Sub- and Supersolutions Method
In this section, we prove the existence of the positive solution of the nonlinear system (2.5) by using the
sequence ū (k+1)

h provided by the Newton Method:

ū (k+1)
h = ū (k)

h − (Jh(ū (k)
h ))−1Fh(ū (k)

h ), k ≥ 0, (2.25)

where (Jh(ū (k)
h ))−1 is the inverse of the matrix Jh(ū (k)

h ) := Ah + 2Yh(ū (k)
h ). For that end, we take as initial

guess ū (0)
h a positive strict supersolution of problem (2.5) in the sense of (2.6). One of our aims is to

prove that, for this choice of the initial guess ū (0)
h , each one of the iterations of Newton Method (2.25)

is a positive strict supersolutions of problem (2.5). Then, thanks to Theorem 2.3.5 all ū (k+1)
h are well

defined and moreover,
ū (k)

h � ū (k+1)
h . (2.26)

Additionally, we consider another sequence u (k+1)
h provided by a modified Newton Method:

u (k+1)
h = u (k)

h − (Jh(ū (k)
h ))−1Fh(u (k)

h ), k ≥ 0, (2.27)

choosing in this case, as initial guess u (0)
h a positive strict subsolution of problem (2.5) in the sense of

(2.7). We will prove that all the iterations in (2.27) are positive strict subsolutions of problem (2.5), and
consequently

u (k+1)
h � u (k)

h . (2.28)

In the following theorem, we prove the above remarks by using the convexity of each component
of Fh.

Theorem 2.4.1. Let k ≥ 0. Suppose that the iterations ū (k)
h and ū (k+1)

h in (2.25) are well defined and
that (2.26) is satisfied, then

Fh(ū (k+1)
h ) � 0. (2.29)

Moreover, suppose that the iterations u (k)
h and u (k+1)

h in (2.27) are well defined, (2.28) is satisfied and
ū (k)

h ≥ u (k+1)
h , then

Fh(u (k+1)
h ) � 0. (2.30)
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Proof. First of all, note that Fh is convex in each component because

Fh,i(z) = bh
0(z, ϕi) + δ

∫ 1

0
πh(a)z2ϕi, for z = (z0, z1, ..., zN)T ∈ RN+1, z =

N∑
j=0

z jϕ j,

where the first term is linear and the second term is convex. Hence, defining

v :=
(
ū (k+1)

h + ū (k)
h

)
/2,

it follows that
Fh(v) − Fh(ū (k)

h ) ≥ Jh(ū (k)
h )(v − ū (k)

h ). (2.31)

Now, by (2.26), we have that ū (k+1)
h (s) , ū (k)

h (s) for each s ∈ [0, 1], and then,

2
(
ū (k+1)

h (s)
)2

+ 2
(
ū (k)

h (s)
)2
>

(
ū (k+1)

h (s) + ū (k)
h (s)

)2
.

Therefore, as δπh(a)ϕi is positive for s sufficiently near to xi, we obtain that

Fh(ū (k+1)
h ) + Fh(ū (k)

h ) � 2Fh(v). (2.32)

Multiplying (2.31) by 2 and applying (2.32), we find that

Fh(ū (k+1)
h ) � Fh(ū (k)

h ) + Jh(ū (k)
h )(ū (k+1)

h − ū (k)
h ) = 0,

and (2.29) follows from (2.25).
In the same way, we deduce that

Fh(u (k)
h ) � Fh(u (k+1)

h ) + Jh(u (k+1)
h )(u (k)

h − u (k+1)
h ),

and consequently, as
Jh(ū (k)

h )(u (k+1)
h − u (k)

h ) ≥ Jh(u (k+1)
h )(u (k+1)

h − u (k)
h )

because ū (k)
h ≥ u (k+1)

h and (2.28) is satisfied, it becomes apparent that

Fh(u (k)
h ) + Jh(ū (k)

h )(u (k+1)
h − u (k)

h ) � Fh(u (k+1)
h ).

Finally, from (2.27) it follows (2.30). �

From now on we focus our efforts to find the initial positive strict supersolution ū (0)
h and the

positive strict subsolution u (0)
h satisfying (2.6) and (2.7), respectively. In this sense, note that the constant

function,

M := max
x∈[0,1]

λc(x)
δa(x)

(2.33)

is a supersolution of problem (2.1) if M > 0, and also, in the particular case that β0 = β1 = 0 and
λc(x) > 0 for all x ∈ [0, 1],

ε := min
x∈[0,1]

λc(x)
δa(x)

(2.34)

is a positive subsolution of problem (2.1). In the following theorem the constants ε and M are used to
prove the existence of positive sub- and supersolutions of problem (2.5).
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Theorem 2.4.2. Let M = M(1, 1, ..., 1)T and ε = ε(1, 1, ..., 1)T where M and ε are given in (2.33) and
(2.34), respectively. Then,

a) Fh(M) ≥ 0 if M > 0.

b) Fh(ε) ≤ 0 if β0 = β1 = 0 and λc(x) > 0 for all x ∈ [0, 1].

Proof. Firstly, we prove a) using the expressions (2.11) and (2.12), M > 0 and

Mδai ≥ λci for each i ∈ {0, 1, ...,N} .

Indeed, we have that

Fh,0(M) = Mh
[
−
λ

12
(4c0 + 2c1) + β0 +

Mδ

60
(20a0 + 10a1)

]
≥ 0,

because β0 ≥ 0. Now, if i ∈ {1, 2, ...,N − 1},

Fh,i(M) = Mh
[
−
λ

12
(2ci−1 + 8ci + 2ci+1) +

Mδ

60
(10ai−1 + 40ai + 10ai+1)

]
≥ 0.

Finally,

Fh,N(M) = Mh
[
−
λ

12
(2cN−1 + 4cN) + β1 +

Mδ

60
(10aN−1 + 20aN)

]
≥ 0,

because β1 ≥ 0.
In an analogous way, it can be proved b), assuming that β0 = β1 = 0 and λc(x) > 0 for all x ∈ [0, 1].

�

In the case that λc(x) ≤ 0 for all x ∈ [0, 1] (M ≤ 0), it is not necessary to find a supersolution
because (2.1) doesn’t admit a positive solution (for more details see [28] and [37]). Therefore, if (2.1)
has a positive solution, we can choose M given in (2.33) such that M is a good candidate to start
sequence (2.25).

Now, we obtain u (0)
h in terms of a subsolution u of (2.1) satisfying

− Du′′ − λcu + δau2 ≤ −C in (0, 1), Du′(0) ≥ β0u(0), Du′(1) ≤ −β1u(1) (2.35)

for some constant C > 0 and
u(x) > 0 for all x ∈ [0, 1]. (2.36)

Note that (2.35) is more restrictive than (2.2).

Theorem 2.4.3. Suppose a, c ∈ H2((0, 1)) and u ∈ H2((0, 1)) satisfying (2.35) and (2.36). Then

Fh(πh(u)) � 0 with πh(u) = (u(x0), u(x1), ..., u(xN))T � 0, (2.37)

for each h ∈ (0, h∗) where

h∗ := 31/3

 C/2(
‖δau − λc‖∞ + δ‖a‖∞‖u‖∞

)
‖u′′‖2 + ‖u‖∞‖λc′′‖2 + δ‖u‖2∞‖a′′‖2

2/3

. (2.38)

In the case in which the denominator in (2.38) is equal to zero, h∗ = ∞.
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Proof. In this proof, we use the notation vh := πh(u). From (2.36), we know that vh = πh(u) � 0; thus,
(2.37) is satisfied if

Fh,i(vh) = bh
vh

(vh, ϕi) < 0 for each i ∈ {0, 1, ...,N} . (2.39)

We now prove (2.39). Firstly, by multiplying the first inequality in (2.35) by ϕi, we find that

−D
∫ 1

0
u′′ϕi − λ

∫ 1

0
cuϕi + δ

∫ 1

0
au2ϕi ≤ −C

∫ 1

0
ϕi.

Integrating by parts and using the remaining inequalities of (2.35), it follows that

bu(u, ϕi) ≤ −Chγi, where γi =

{
1/2, i = 0,N,
1, i ∈ {1, 2, ...,N − 1} ,

and then,
bh

vh
(vh, ϕi) ≤ bh

vh
(vh, ϕi) − bu(u, ϕi) −Chγi.

Hence, (2.39) is satisfied if
bh

vh
(vh, ϕi) − bu(u, ϕi) < Chγi. (2.40)

We finally prove that, for each h ∈ (0, h∗), (2.40) is fulfilled if h∗ is given by (2.38). Indeed, we
know both that ∫ 1

0
v′hϕ

′
i =

∫ 1

0
u′ϕ′i and

∫
{0,1}

βvhϕi =

∫
{0,1}

βuϕi,

and consequently,

bh
vh

(vh, ϕi) − bu(u, ϕi) = −λ

∫ 1

0
πh(c)vhϕi + δ

∫ 1

0
πh(a)v2

hϕi + λ

∫ 1

0
cuϕi − δ

∫ 1

0
au2ϕi.

Now, adding and subtracting λ
∫ 1

0 cvhϕi and δ
∫ 1

0 av2
hϕi and denoting E f := πh( f ) − f , we deduce that

bh
vh

(vh, ϕi) − bu(u, ϕi) =

∫ 1

0
(−λc + δa(vh + u))Euϕi − λ

∫ 1

0
Ecvhϕi + δ

∫ 1

0
Eav2

hϕi.

Subsequently, using ‖vh‖∞ ≤ ‖u‖∞, Hölder’s inequality and (1.5), we can bound the above three integrals
in the following way,∣∣∣∣∣∣

∫ 1

0
(−λc + δa(vh + u))Euϕi

∣∣∣∣∣∣ ≤ (
‖δau − λc‖∞ + δ‖a‖∞‖u‖∞

)
‖u′′‖2‖ϕi‖2h2,∣∣∣∣∣∣λ

∫ 1

0
Ecvhϕi

∣∣∣∣∣∣ ≤ ‖u‖∞‖λc′′‖2‖ϕi‖2h2 and

∣∣∣∣∣∣δ
∫ 1

0
Eav2

hϕi

∣∣∣∣∣∣ ≤ ‖u‖2∞‖δa′′‖2‖ϕi‖2h2,

to obtain that∣∣∣bh
vh

(vh, ϕi) − bu(u, ϕi)
∣∣∣ ≤[(

‖δau − λc‖∞ + ‖δa‖∞‖u‖∞
)
‖u′′‖2 + ‖u‖∞‖λc′′‖2 + ‖u‖2∞‖δa

′′‖2

]
‖ϕi‖2h2. (2.41)

Finally, as ‖ϕi‖2 = (2γih/3)1/2 and assuming that h ≤ h∗, we obtain (2.40) using γi ≥ 1/2. In the case
that the denominator in (2.38) is zero, we obtain that bh

vh
(vh, ϕi) = bu(u, ϕi) in (2.41), and therefore,

(2.40) is satisfied for all h > 0. �
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The main result of this section is stated in the following theorem. We will denote as

Mk,h := max
x∈[0,1]

ū (k)
h (x) and εk,h := min

x∈[0,1]
u (k)

h (x). (2.42)

Also, we will choose M given in (2.33) such that M = M(1, 1, ...1)T is a positive strict supersolution.
Nevertheless, if M is not a positive strict supersolution, we are in the case that either (2.5) doesn’t admit
a positive solution or M is itself a positive solution of (2.5) (see Theorem 2.4.2).

Theorem 2.4.4. Let M and hM given in (2.33) and Theorem 2.3.4, respectively, such that M satisfies
(2.6). Suppose h < hM so that there exists u (0)

h satisfying (2.7) and u (0)
h � M. Then, if ū (0)

h := M, the
sequences in (2.25) and (2.27) are well defined, σ0(Jh(ū (k)

h )) > 0 and

0 < u (k)
h � u (k+1)

h � ū (k+1)
h � ū (k)

h ≤ M (2.43)

for all k ≥ 0, and both sequences converge to uh which is the unique solution of (2.5) satisfying (2.20).
Moreover, uh satisfies that for each k ≥ 0,

εk,h(1, 1, ..., 1)T ≤ uh ≤ Mk,h(1, 1, ..., 1)T . (2.44)

Proof. First of all, note that ū (0)
h and u (0)

h satisfy (2.6) and (2.7), respectively, and u (0)
h � ū (0)

h := M.
Now, we proceed by induction. We suppose that ū (k)

h and u (k)
h are well defined and satisfy

Fh(ū (k)
h ) > 0, Fh(u (k)

h ) < 0 and 0 < u (k)
h � ū (k)

h ≤M. (2.45)

Then, applying Theorem 2.3.5, σ0(Jh(ū (k)
h )) > 0 and (Jh(ū (k)

h ))−1 � 0. Consequently, ū (k+1)
h and u (k+1)

h
are well defined and satisfy (2.26) and (2.28), respectively.

On the other hand, by (2.27), we deduce that

Jh(ū (k)
h )

(
ū (k)

h − u (k+1)
h

)
= Jh(ū (k)

h )
(
ū (k)

h − u (k)
h

)
+ Fh(u (k)

h ), (2.46)

where we have added and subtracted Jh(ū (k)
h )u (k)

h . Developing (2.46), it follows that

Jh(ū (k)
h )

(
ū (k)

h − u (k+1)
h

)
= Yh

(
ū (k)

h − u (k)
h

) (
ū (k)

h − u (k)
h

)
+ Fh

(
ū (k)

h

)
,

and owing to (2.45), we have that

Jh(ū (k)
h )

(
ū (k)

h − u (k+1)
h

)
� 0.

Then, as (Jh(ū (k)
h ))−1 � 0, we deduce u (k+1)

h � ū (k)
h . Therefore, by Theorem 2.4.1, we obtain (2.29) and

(2.30).
Now, we prove that

u (k+1)
h � ū (k+1)

h , (2.47)

and the proof by induction will be finish. Repeating a similar process to (2.46), we affirm that

Jh(ū (k)
h )

(
ū (k+1)

h − u (k+1)
h

)
= −Fh(ū (k)

h ) + Jh(ū (k)
h )

(
ū (k)

h − u (k+1)
h

)
,
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and developing the right side, adding and subtracting Yh

(
u (k+1)

h

) (
u (k+1)

h

)
, it follows that

Jh(ū (k)
h )

(
ū (k+1)

h − u (k+1)
h

)
= Yh

(
ū (k)

h − u (k+1)
h

) (
ū (k)

h − u (k+1)
h

)
− Fh

(
u (k+1)

h

)
.

Then, as u (k+1)
h � ū (k)

h , by (2.30) we obtain that

Jh(ū (k)
h )

(
ū (k+1)

h − u (k+1)
h

)
� 0

and consequently, we have (2.47) because (Jh(ū (k)
h ))−1 � 0.

The rest of the proof is a consequence of (2.43) and the uniqueness given in Theorem 2.3.6. Indeed,
as the sequence

{
ū (k)

h

}
k≥0

is strictly monotonically decreasing and bounded from below by u (0)
h > 0 and

the sequence
{
u (k)

h

}
k≥0

is strictly monotonically increasing and bounded from above by M, the following
limits exist

ūh := lim
k→∞

ū (k)
h and uh := lim

k→∞
u (k)

h , (2.48)

satisfying 0 < uh, ūh ≤M. Now, making k tend to infinity in

Jh(ū (k)
h )

(
u (k+1)

h − u (k)
h

)
= −Fh(u (k)

h ) and Jh(ū (k)
h )

(
ū (k+1)

h − ū (k)
h

)
= −Fh(ū (k)

h ),

because Fh ∈ C
∞(RN+1), we conclude that both uh and ūh are solutions of (2.5). Moreover, as 0 <

uh, ūh ≤ M, owing to Theorem 2.3.6, we obtain uh = ūh, therefore, it is the unique solution satisfying
(2.20). Finally, (2.44) is obtained from (2.43) and (2.48). The proof is completed. �

Let us remark that, as Ah is not a non-singular M-matrix, it is not possible to use the results in
[42], because σ0(Ah) < 0, as we proved in (2.21). Nevertheless, we can apply Theorem 2.3.5 in each
iteration of (2.25), to prove that (Jh(ū (k)

h ))−1 � 0.

2.5 Errors
In practice, we need reliable and accurate estimates of the error, understanding the error as the norm
of the difference between the corresponding iteration in (2.25), ū(k)

h , and the positive solution of the
problem (2.1), u. We will estimate the error using the triangular inequality

‖u − ū(k)
h ‖ ≤ ‖u − uh‖ + ‖uh − ū(k)

h ‖, k ≥ 1, (2.49)

where uh is given in the Theorem 2.4.4. Moreover the error estimates will provide us with the mesh size
h required to fulfill a previously given bound of the error. This critical size of h will depend strongly on
the parameters and coefficients appearing in (2.1) and of the a posteriori bounds, εk,h and Mk,h given in
(2.42), which become tighter bounds for uh as k → ∞. Furthermore, it will also provided us with the
exit criterion for Newton Method. Note that the norms used in this section have been defined in (1.2)
and (1.3).

Also, it is very important to highlight that, under the same conditions of Theorem 2.4.4,

0 � εk,h(1, 1, ..., 1)T ≤ uh ≤ Mk,h(1, 1, ..., 1)T �M if k ≥ 1.
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Moreover, in the cases that u (0)
h := εwhere ε is given in Theorem 2.4.2 or u (0)

h := πh(u) if the hypotheses
of Theorem 2.4.3 are satisfied, εk,h is lower bounded by ε > 0 or by minx∈[0,1] u(x) > 0, respectively.
Therefore, in the mentioned cases, εk,h and Mk,h are bounded by positive constants independently of h
and k.

To begin, we analyse the three bilinear forms b2u, bu+uh and bh
2uh

, as described in the following
theorem.

Theorem 2.5.1. Let the assumptions of Theorem 2.4.4 be satisfied. Then, for k ≥ 1, it holds that

bu(w,w) ≥ 0, bu+uh (w,w) ≥ C1,1 ‖w‖2H1 and bu+uh (w,w) ≥ C2 ‖w‖22 ∀w ∈ H1((0, 1)), (2.50)

and

bh
uh

(wh,wh) ≥ 0, bh
2uh

(wh,wh) ≥ C1,2 ‖wh‖
2
H1 and bh

2uh
(wh,wh) ≥ C2 ‖wh‖

2
2 ∀wh ∈ Vh, (2.51)

where the positive constants C1,1 = C1(u), C1,2 := C1(εk,h) and C2 are

C2 := δ min
x∈[0,1]

a(x)εk,h and C1(ϕ) := min
{

D,
DC2

D + ‖(λc − δaϕ)+‖∞

}
, (2.52)

with (λc − δaϕ)+ the part positive of λc − δaϕ.

Proof. First of all, notice that, as u is a positive solution of the problem (2.1), u is a positive eigenfunc-
tion associated with the eigenvalue 0 of the following eigenvalue problem

−Dψ′′ − λcψ + δauψ = σψ, in (0, 1),
−Dψ′(0) + β0ψ(0) = 0,
Dψ′(1) + β1ψ(1) = 0.

Thus, by [37, Th. 7.7 and Th. 7.8], 0 is the corresponding smallest eigenvalue. Now, we obtain the
first inequality in (2.50) from the Rayleigh formula applied to the symmetric form bu. Moreover, since
uh ≥ εk,h, we conclude that

bu+uh (w,w) ≥ δ
∫ 1

0
auhw2 ≥ C2 ‖w‖22, ∀w ∈ H1((0, 1)).

On the other hand, by Rayleigh-Ritz Theorem (see [31, Th. 4.2.2]) applied to Ah + Yh(uh), as it is
a symmetric matrix, and using Theorem 2.3.6, we have that

w T
h (Ah + Yh(uh))wh ≥ 0, ∀ wh ∈ R

N+1,

or equivalently, the first inequality in (2.51) is satisfied. Consequently, as uh ≥ εk,h, it follows that

bh
2uh

(wh,wh) ≥ δ
∫ 1

0
πh(a)uhw2

h ≥ C2 ‖wh‖
2
2, ∀ wh ∈ Vh.

Finally, we will prove the coercivity in H1((0, 1)). Let µ ∈ [0, 1], we know that for all w ∈
H1((0, 1)),

bu+uh (w,w) ≥ µbu(w,w) + C2

∫ 1

0
w2 ≥ µD

∫ 1

0
(w′)2 +

(
C2 − µ‖(λc − δau)+‖∞

) ∫ 1

0
w2,
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and for all wh ∈ Vh,

bh
2uh

(wh,wh) ≥ µbh
uh

(wh,wh) + C2

∫ 1

0
w2

h ≥ µD
∫ 1

0
(w′h)2 +

(
C2 − µ‖(λc − δaεk,h)+‖∞

) ∫ 1

0
w2

h.

Now, we choose µ such that both second inequalities, in (2.50) and in (2.51), hold true, considering ϕ = u
and ϕ = εk,h, respectively. In the case C2 − ‖(λc − δaϕ)+‖∞ ≥ D, we choose µ := 1 and C1(ϕ) := D.
However, when C2 − ‖(λc − δaϕ)+‖∞ < D, we have to choose µ such that

µD = C2 − µ‖(λc − δaϕ)+‖∞, or, equivalently µ :=
C2

D + ‖(λc − δaϕ)+‖∞
∈ (0, 1),

and
C1(ϕ) :=

DC2

D + ‖(λc − δaϕ)+‖∞
.

The proof is concluded. �

In the following theorem we obtain an upper bound of the error between the iteration u(k)
h and uh.

This upper bound depends on Fh(ū (k)
h ), which tends to 0 when k tends to infinity.

Theorem 2.5.2. Under the assumptions of Theorem 2.4.4, the following estimates hold

C1,2‖ū
(k)
h − uh‖H1 ≤ (3/h)1/2 |Fh(ū (k)

h )|2, and C2‖ū
(k)
h − uh‖2 ≤ (3/h)1/2 |Fh(ū (k)

h )|2, ∀ k ≥ 1, (2.53)

where C1,2 = C1(εk,h) and C2 are those described in (2.52).

Proof. As Fh is convex (see the proof of Theorem 2.4.1), we deduce that

Fh(ū (k)
h ) ≥ Jh(uh)

(
ū (k)

h − uh

)
. (2.54)

In particular, from Theorem 2.4.4 we know that ū (k)
h ≥ uh and thus, from (2.54) we have(

ū (k)
h − uh

)T
Fh(ū (k)

h ) ≥
(
ū (k)

h − uh

)T
Jh(uh)

(
ū (k)

h − uh

)
= bh

2uh
(ū (k)

h − uh, ū
(k)

h − uh). (2.55)

Now, using Cauchy-Schwarz inequality, from (2.55) it follows that

bh
2uh

(ū (k)
h − uh, ū

(k)
h − uh) ≤ |ū (k)

h − uh|2|Fh(ū (k)
h )|2. (2.56)

Since

‖ū(k)
h − uh‖

2
2 =

∫ 1

0

 N∑
i=0

(ū (k)
h,i − uh,i)ϕi

2

≥

N∑
i=0

(ū (k)
h,i − uh,i)2

∫ 1

0
ϕ2

i ≥ (h/3) |ū (k)
h − uh|

2
2,

because ū (k)
h ≥ uh, we obtain from (2.56),

bh
2uh

(ū (k)
h − uh, ū

(k)
h − uh) ≤ (3/h)1/2‖ū (k)

h − uh‖2|Fh(ū (k)
h )|2. (2.57)

Finally, (2.53) follows from (2.51) and (2.57). The proof is complete. �
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The next result provides us with the bound for the error between the solutions of (2.1) and (2.5).
We use a similar proof to the famous Céa’s Lemma applied to bu+uh . Usually in the literature the error
‖u − uh‖ is estimated by Ch, where C is a large constant. We improve this estimate by developing the
error in

‖u − uh‖ ≤ ‖u − πh(u)‖ + ‖πh(u) − uh‖,

and using the Céa’s Lemma to obtain the bound of ‖πh(u) − uh‖, which we will obtain that is O(h2) (see
[22]).

Theorem 2.5.3. Assume a, c ∈ H2((0, 1)). Then, under the assumptions of Theorem 2.4.4, for each
k ≥ 1 we have that

‖uh − u‖H1 ≤

(
C3

C1,1
h +
√

h2 + 1‖u′′‖2

)
h and ‖uh − u‖2 ≤

(
C3

C2
+ ‖u′′‖2

)
h2,

where C1,1 = C1(u) and C2 are given by (2.52) and

C3 :=
(
‖δau − λc‖∞ + δ‖a‖∞Mk,h

)
‖u′′‖2 + Mk,h‖λc′′‖2 + M2

k,h‖δa
′′‖2. (2.58)

Proof. First of all, in order to simplify the notation, we define E f := f −πh( f ). Now by (2.9) and (2.10),
we obtain

bu+uh (uh − πh(u), vh) = bu+uh (uh − πh(u), vh) + bu(u, vh) − bh
uh

(uh, vh), ∀ vh ∈ Vh,

and, adding and subtracting λ
∫ 1

0 cuhvh and δ
∫ 1

0 au2
hvh,

bu+uh (uh − πh(u), vh) = D
∫ 1

0
E′uv′h − λ

∫ 1

0
cEuvh − λ

∫ 1

0
Ecuhvh

+

∫
{0,1}

βEuvh + δ

∫ 1

0
Eau2

hvh + δ

∫ 1

0
a(u + uh)Euvh. (2.59)

Meanwhile,

D
∫ 1

0
E′uv′h = 0 and

∫
{0,1}

βEuvh = 0,

because πh(u)(xi) = u(xi) for each i ∈ {0, 1, ...,N}, (2.59) can be rewritten as

bu+uh (uh − πh(u), vh) =

∫ 1

0
(δa(u + uh) − λc) Euvh − λ

∫ 1

0
Ecuhvh + δ

∫ 1

0
Eau2

hvh.

Moreover, by Hölder’s inequality and (2.44) we deduce that

|bu+uh (uh − πh(u), vh)| ≤
[(
‖δau − λc‖∞ + δ‖a‖∞Mk,h

)
‖Eu‖2 + Mk,h‖λEc‖2 + M2

k,h‖δEa‖2

]
‖vh‖2.

Then, applying (1.5) to Eu, Ec and Ea, we obtain

|bu+uh (uh − πh(u), vh)| ≤ C3h2‖vh‖2, (2.60)
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where C3 is given by (2.58). Considering vh := uh − πh(u) in (2.60), and using the corresponding
inequality in L2((0, 1)) given by (2.50), we have

C2‖uh − πh(u)‖2 ≤ C3h2. (2.61)

Hereafter, if we bound ‖vh‖2 by ‖vh‖H1 and once again take vh := uh−πh(u) in (2.60), using the coercivity
in H1((0, 1)) given by (2.50), we infer that

C1,1‖uh − πh(u)‖H1 ≤ C3h2. (2.62)

Finally, using the triangle inequality, together with (1.5), (2.61) and (2.62), we state that

‖uh − u‖2 ≤ ‖uh − πh(u)‖2 + ‖πh(u) − u‖2 ≤
(
C3

C2
+ ‖u′′‖2

)
h2,

and

‖uh − u‖H1 ≤ ‖uh − πh(u)‖H1 + ‖πh(u) − u‖H1 ≤

(
C3

C1,1
h +
√

h2 + 1‖u′′‖2

)
h.

The proof is complete. �

Now, combining Theorem 2.5.2 with Theorem 2.5.3 in (2.49), yields

Theorem 2.5.4. Suppose a, c ∈ H2((0, 1)), under the assumptions of Theorem 2.4.4, for k ≥ 1,

‖ū(k)
h − u‖H1 ≤

(3/h)1/2 |Fh(ū (k)
h )|2

C1,2
+

(
C3

C1,1
h +
√

h2 + 1‖u′′‖2

)
h,

and

‖ū(k)
h − u‖2 ≤

(3/h)1/2 |Fh(ū (k)
h )|2

C2
+

(
C3

C2
+ ‖u′′‖2

)
h2, (2.63)

where C1,1 = C1(u), C1,2 = C1(εk,h), C2 and C3 are given in (2.52) and (2.58).

2.6 Some numerical examples
In this section, we study three problems which highlight different aspects of the theory developed in this
chapter. First, we fix the following exit criterion for the Newton Method

|Fh(ū (kexit)
h )|2 ≤ ξ and |ū (kexit)

h − u (kexit)
h |2 ≤ ξ, (2.64)

for some ξ ∈ (0, 1). As Jh(ū (k)
h ) is a tridiagonal matrix such that σ0(Jh(ū (k)

h )) > 0, Jh(ū (k)
h ) is a non-

singular M-matrix. Therefore, we can solve

(Jh(ū (k)
h ))−1Fh(ū (k)

h ) and (Jh(ū (k)
h ))−1Fh(u (k)

h ), k ≥ 0,

using Thomas algorithm due to its advantages (see [46, Section 3.7] on banded systems).
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2.6.1 Numerical results for the choice D = 1, λ = 1, δ = 1, c(x) = x + 1, a ≡ 1
and β0 = β1 = 0.

In this case, we rewrite (2.1) as follows{
−u′′ = (x + 1) u − u2, in (0, 1),
u′(0) = u′(1) = 0. (2.65)

Then, the constants M = 2 and ε = 1 defined in (2.33) and (2.34), are respectively a supersolution and
a subsolution of (2.65). Consequently, (2.65) has a unique positive solution, u, satisfying

1 ≤ u(x) ≤ 2, for all x ∈ [0, 1].

The hypotheses of Theorem 2.4.4 are satisfied if u (0)
h := ε and ū (0)

h := M (see Theorem 2.4.2). More-
over, both sequences, (2.25) and (2.27), converge to uh and since in this case hM > 1 it also holds

0 � εk,h(1, 1, ..., 1)T ≤ uh ≤ Mk,h(1, 1, ..., 1)T , for all k ≥ 0 and h > 0,

where 1 ≤ εk,h ≤ Mk,h ≤ 2. Moreover, thanks to Theorem 2.5.4, we have

‖ū(k)
h − u‖H1 ≤

(3/h)1/2 |Fh(ū (k)
h )|2

c1,2
+

4
(
1 + Mk,h

)
εk,h

h2 + 2h
√

h2 + 1 := E1, (2.66)

and

‖ū(k)
h − u‖2 ≤

(3/h)1/2 |Fh(ū (k)
h )|2

εk,h
+

(
2
(
1 + Mk,h

)
εk,h

+ 2
)

h2 := E2,

where we have used that
‖u′′‖2 ≤ ‖u′′‖∞ ≤ 2‖x + 1 − u‖∞ ≤ 2

by (2.65). Hence

C2 := εk,h, C1,1 ≥ εk,h/2, C1,2 ≥ c1,2 := min
{

1,
εk,h

3 − εk,h

}
and C3 ≤ 2(1 + Mk,h).

In the same way, if we fix the exit criterion given in (2.64), as 1 ≤ εk,h ≤ Mk,h ≤ 2, it follows that

E1 ≤ 2(3/h)1/2ξ + 12h2 + 2h
√

h2 + 1 and E2 ≤ (3/h)1/2ξ + 8h2.

Finally, we check that the derivative of v := ū (kexit)
h , obtained from the simulations, near the boundary

point x = 0, satisfies the following inequality

h|v′(x)| = |v(h) − v(0)| ≤
∫ h

0
|v′(t) − u′(t)|dt + |u(h) − u(0)| ≤ h1/2E1 + h2, for all x ∈ (0, h),

where E1 is given in (2.66), with k = kexit and |u(h) − u(0)| is estimated using Taylor’s Theorem. In
particular, Table 2.1 shows that the numerical solutions of (2.65) satisfy the above inequality for different
values of h and ξ = 10−7.
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h kexit |ū (kexit)
h (h) − ū (kexit)

h (0)| E1 h1/2E1 + h2

10−1 5 3 · 10−3 2 · 10−1 9 · 10−2

10−2 5 3 · 10−5 2 · 10−2 2 · 10−3

10−3 5 3 · 10−7 2 · 10−3 6 · 10−5

10−4 5 3 · 10−9 2 · 10−4 2 · 10−6

Table 2.1: Simulations of example 2.6.1, for ξ = 10−7.

2.6.2 Numerical results for the choice D = 10−4, λ = 1, δ = 1, c ≡ 1, a(x) =

100x + 1 and β0 = β1 = 0.

Consider now the singular perturbation problem{
−10−4 u′′ = u − (100x + 1) u2 in (0, 1),
u′(0) = u′(1) = 0. (2.67)

In an analogous way to the previous example, we deduce that the positive solution of (2.67) satisfies

ε :=
1

101
≤ u(x) ≤ 1 =: M, for all x ∈ [0, 1].

Consequently, we pick again u (0)
h := ε and ū (0)

h := M in Theorem 2.4.4, but for this example

hM ≈ 0.0017,

which implies that we can only ensure the convergence of (2.25) if h < hM . In Figure 2.1 we present
three plots, each one for a different value of h, of an iteration of the Newton Method satisfying the
same fixed exit criterion. Firstly, for h = 0.125 the Newton Method does not converge. Nevertheless,
the Newton Method converges for h = 0.0625 and h = 0.0016. In particular, for h = 0.0625, h � hM ,
the iterations of the Newton Method do not satisfy (2.43), they intersect and the numerical solution
oscillates (see Figure 2.2 (top)). But in the case h = 0.0016, h ≤ hM , the iterations of the Newton
Method are ordered and the final numerical solution does not oscillate as it can be seen in Figure 2.2
(bottom). Figure 2.1 is similar to [46, Figure 11.3].

2.6.3 Numerical results for the choice D = 10−3, λ = 1, δ = 1, β0 = β1 = 10−2,
a ≡ 1 and c(x) = 10 − (x − 0.5)2.

In this last example we consider Robin boundary conditions,
−10−3 u′′ = (10 − (x − 0.5)2) u − u2, in (0, 1),
−10−3 u′(0) + 10−2 u(0) = 0,
10−3 u′(1) + 10−2 u(1) = 0.

(2.68)

We emphasize that in this case we can not use Theorem 2.4.2 to obtain a positive strict subsolution of
problem (2.5), however, we will use Theorem 2.4.3. In that sense, firstly we prove that

u(x) = µe−10(x−0.5)2
for µ ∈ (0, 9.83) (2.69)
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Figure 2.1: Simulations of example 2.6.2, for ξ = 10−7 and number of iterations in Newton Method,
kexit ≤ 100.

satisfies (2.35). Indeed, as u satisfies the boundary conditions in (2.68), it only remains to find C > 0
such that

− 10−3u′′(x) −
(
10 − (x − 0.5)2

)
u(x) + u2(x) ≤ −C for all x ∈ (0, 1). (2.70)

Replacing u defined in (2.69) and its second derivative in the expression in the left of (2.70), we obtain
that for all x ∈ [0, 1],

u(x)
(
−9.98 + 0.6(x − 0.5)2 + u(x)

)
≤ u(x)

(
−9.83 + u(x)

)
≤ µe−5/2 (−9.83 + µ) ,

and thus, we obtain that
C = µe−5/2 (9.83 − µ)

satisfies (2.70). Then, due to Theorem 2.4.3 we have that πh(u) is a positive strict subsolution of problem
(2.5) if h ≤ h∗, where

h∗ := h∗(µ) := 31/3

 µe−5/2 (9.83 − µ) /2(
‖u − c‖∞ + ‖u‖∞

)
‖u′′‖2 + 2‖u‖∞

2/3

.

Now, using that
‖u‖∞ = µ, ‖u − c‖∞ ≤ 10 − µe−5/2 and ‖u′′‖∞ ≤ 80µ,
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Figure 2.2: Iterations of Figure 2.1: ‘dashed’ - upper iterations and ‘dotted’ - lower iterations.

we have that

h∗(µ) ≥ 31/3
(

e−5/2 (9.83 − µ) /4
401 + 40µ

(
1 − e−5/2) )2/3

:= h∗0(µ),

and, as h∗0(µ) is a decreasing function for all µ ∈ [0, 9.83], we are interested in choosing µ ≈ 0 to obtain
a larger range for h. In particular,

h ≤ h∗0(0) ≈ 0.009. (2.71)

Therefore, we start the sequence in (2.27), taking as initial guess

u (0)
h :=

(
µe−10(xi−0.5)2)

i=0,1,...,N
where µ ≈ 0, µ > 0, (2.72)

Consequently, the hypotheses of Theorem 2.4.4 are satisfied for ū (0)
h = M, for M = 10 (see Theorem

2.4.2). Also (2.72) is satisfied for all h verifying (2.71), because hM ≈ 0.024 (see (2.16)). Hence, we
obtain that both sequences, (2.25) and (2.27), converge to uh satisfying

0 � εk,h(1, 1, ..., 1)T ≤ uh ≤ Mk,h(1, 1, ..., 1)T , for all k ≥ 0,
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where 0 < µe−5/2 ≤ εk,h ≤ Mk,h ≤ M.
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Figure 2.3: Simulations for example 2.6.3, for ξ = 10−7 and µ = 0.1.

Now, we study the error in the L2-norm. Firstly, as (2.33) and (2.69) with µ = 9.83 are a subso-
lution and a supersolution of (2.68) respectively, it follows that the unique positive solution of (2.68)
satisfies

0.8 ≤ u(x) ≤ 10, for all x ∈ [0, 1].

Then, we have that
C2 := εk,h and C3 ≤ (9.2 + Mk,h)‖u′′‖2 + 2Mk,h,

where the constants are defined in (2.52) and (2.58). Moreover, by proceeding as in the first example,
we bound the second derivative by ‖u′′‖∞ ≤ 92200. Therefore, by (2.63) we obtain that

‖ū(k)
h − u‖2 ≤

(3/h)1/2 |Fh(ū (k)
h )|2

εk,h
+

(
(9.2 + Mk,h)92200 + 2Mk,h

εk,h
+ 92200

)
h2 := E2.

Table 2.2 shows E2 for k = kexit and different values of h.
Note that ε0,h = µe−5/2 is near to zero because µ ≈ 0 but this is not a problem because we expect

εexit,h to be bigger and near to the minimum of u. In the Table 2.2 we can observe this fact. Also, the
constant C3 could have been taken smaller, if we would have had more information about u.
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h kexit εkexit ,h E2

10−3 14 8.83 0.29
10−4 15 8.83 2 · 10−3

10−5 15 8.83 2 · 10−5

Table 2.2: Simulations for example 2.6.3, for ξ = 10−7 and µ = 0.1.

Finally, Figure 2.3 shows some simulations of this last example, obtained for decreasing values
of h. We highlight again, the effects in the simulations when the hypotheses of Theorem 2.4.4 are not
satisfied. Indeed, in the two cases that h > hM , Newton Method converges but the numerical solutions
oscillate. In the Figure 2.4 we have done a zoom to better observe the case h = 0.02.
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Figure 2.4: Zoom of Figure 2.3.



Chapter 3

The generalized diffusive logistic
equation

3.1 Introduction
In this chapter, we apply the discrete sub- and supersolutions method to prove the convergence of the ap-
proximate solution given by the nonlinear finite element method to the positive solution of the problem
(1.1) that we write here again

−(Du′ − αm′(x)u)′ = λm(x)u − δa(x)u2, x ∈ (0, 1),
Du′(0) = αm′(0)u(0),
Du′(1) = αm′(1)u(1),

(3.1)

where D > 0, α > 0, λ > 0, δ > 0, m ∈ C2[0, 1] such that m(x) > 0 for all x ∈ [0, 1], m′ . 0, m′(0) ≥ 0
and m′(1) ≤ 0, and a ∈ C[0, 1], with a(x) > 0 for all x ∈ [0, 1]. As we mentioned in the introduction, if
there exists a supersolution, Ū ∈ H2 ((0, 1)), and a subsolution U ∈ H2((0, 1)), in the sense that

−(DŪ′ − αm′(x)Ū)′ ≥ λm(x)Ū − δa(x)Ū2, −(DU′ − αm′(x)U)′ ≤ λm(x)U − δa(x)U2

almost everywhere in (0, 1), and

DŪ′(0) ≤ αm′(0)Ū(0), DŪ′(1) ≥ αm′(1)Ū(1),
DU′(0) ≥ αm′(0)U(0), DU′(1) ≤ αm′(1)U(1),

and satisfying 0 < U ≤ Ū, then, by [6], there exists a positive solution u ∈ H2((0, 1)) of (3.1), u > 0
(u ≥ 0 and u , 0), such that U ≤ u ≤ Ū which is the unique positive solution by [2]. Moreover, if u is
the solution of (3.1), u satisfies∫ 1

0

(
Du′ − αm′u

)
v′ −

∫ 1

0

(
λmu − δau2

)
v = 0, ∀v ∈ H1((0, 1)), (3.2)
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and then, it follows that the approximation of u, in the space of finite element, denoted by uh ∈ Vh,
satisfies ∫ 1

0

(
Du′h − απh(m′)uh

)
v′h −

∫ 1

0

(
λπh(m)uh − δπh(a)u2

h

)
vh = 0, ∀vh ∈ Vh, (3.3)

where πh is defined in (1.4). Thus, the discrete sub- and supersolutions method is proposed to approxi-
mate uh > 0 satisfying

Fh(uh) = 0, (3.4)

and compare it with the positive solution u.

3.2 The discrete bilinear form
Our aim now is to calculate the nonlinear map Fh in (3.4). In order to do so, we introduce the approxi-
mation uh of u:

uh =

N∑
i=0

uh,iϕi, or equivalently, uh = (uh,0, uh,1, ..., uh,N)T .

The weak formulations (3.2) and (3.3) can be rewritten as

bu(u, v) = 0 ∀v ∈ H1((0, 1)) and bh
uh

(uh, vh) = 0 ∀vh ∈ Vh,

respectively, where

b f (w, v) := D
∫ 1

0
w′v′ − α

∫ 1

0
m′wv′ − λ

∫ 1

0
mwv + δ

∫ 1

0
a f wv

and

bh
f (wh, vh) := D

∫ 1

0
w′hv′h − α

∫ 1

0
πh(m′)whv′h − λ

∫ 1

0
πh(m)whvh + δ

∫ 1

0
πh(a) f whvh

for w, v ∈ H1((0, 1)), wh, vh ∈ Vh and f ∈ C[0, 1]. Therefore, uh solves the nonlinear system

Fh(z) = 0, with Fh(z) := (Ah + Yh(z)) z, z = (z0, z1, ..., zN)T ,

where the matrices Ah ∈ R
N+1×N+1 and Yh(z) ∈ RN+1×N+1 are defined as follows

Ah =
{
bh

0(ϕ j, ϕi)
}N

i, j=0
and Yh(z) =

{
δ

∫ 1

0
πh(a)zϕ jϕi

}N

i, j=0
, z =

N∑
i=0

ziϕi.

Note that i indicates the row and j indicates the column. It is easily seen that

Ah =
D
h

Ah,2 −
α

6
Ah,1 −

λh
12

Ah,0, (3.5)

where the element of the tridiagonal matrices Ah,2, Ah,1 and Ah,0 are the following

(Ah,2)00 = 1, (Ah,1)00 = −2m′0 − m′1, (Ah,0)00 = 3m0 + m1,
(Ah,2)NN = 1, (Ah,1)NN = m′N−1 + 2m′N , (Ah,0)NN = mN−1 + 3mN ,
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if i ∈ {1, 2, ...,N − 1},

(Ah,2)i,i = 2, (Ah,1)i,i = m′i−1 − m′i+1 and (Ah,0)i,i = mi−1 + 6mi + mi+1,

and finally, if i ∈ {0, 1, ...,N − 1},

(Ah,2)i,i+1 = −1, (Ah,1)i,i+1 = −m′i − 2m′i+1 and (Ah,0)i,i+1 = mi + mi+1,

(Ah,2)i+1,i = −1, (Ah,1)i+1,i = 2m′i + m′i+1 and (Ah,0)i+1,i = mi + mi+1,

where mi = m(xi) and m′i = m′(xi). In the same way,

Yh(z) =
δh
60

Yh,0(z), (3.6)

where the elements of the symmetric and tridiagonal matrix Yh,0(z) are

(Yh,0(z))00 = z0(12a0 + 3a1) + z1(3a0 + 2a1),
(Yh,0(z))NN = zN−1(2aN−1 + 3aN) + zN(3aN−1 + 12aN),

if i ∈ {1, 2, ...,N − 1},

(Yh,0(z))ii = zi−1(2ai−1 + 3ai) + zi(3ai−1 + 24ai + 3ai+1) + zi+1(3ai + 2ai+1),

and, if i ∈ {0, 1, ...,N − 1},

(Yh,0(z))i,i+1 = zi(3ai + 2ai+1) + zi+1(2ai + 3ai+1),

where ai = a(xi) and z = (z0, z1, ..., zN)T .

3.3 Discrete Sub- and Supersolutions Method
In the present section we develop the main steps of the Discrete Sub- and Supersolution Method in
Chapter 2 applied to the discrete equation (3.3). The first step is to construct a suitable constant positive
strict supersolution M satisfying

Fh(M) > 0 with M := M(1, 1, . . . , 1)T > 0. (3.7)

Let Jh(z) denote the Jacobian of Fh. The second step is to obtain hM > 0 such that Jh(z) evaluated at
z ≤M possesses negative principal subdiagonals for all h < hM , i.e.

Jh(z) =



∗ − 0 0 ...
− ∗ − 0 ...
0 − ∗ − ...
0 0 − ∗ ...
...

...
...

...
. . .


. (3.8)
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Letσ0(Jh(z)) denote the principal eigenvalue of Jh(z). Property (3.8) guarantees the existence ofσ0(Jh(z)),
which is the unique eigenvalue that admits a real positive eigenvector (see Theorem 2.3.1 for more de-
tails). Moreover, this condition enable the Discrete Maximum Principle introduced in Theorem 2.3.2.

The key point through the ongoing procedure is the choice of hM , given M > 0. With this choice
and the several consequences of the DMP next theorem proves the uniqueness of the positive approxi-
mate solution uh ∈ [0,M] satisfying (3.4).

Theorem 3.3.1. Let M > 0. If

h < hM :=
6D

3α‖m′‖∞ + ‖2Mδa − λm‖∞
(3.9)

holds, then Jh(z) := Ah +2Yh(z) satisfies (3.8) for each z ≤ M := M(1, 1, . . . , 1), and the positive solution
uh of (3.4) satisfying

0 < uh ≤ M

is unique, if it exists.

Proof. Let M > 0 and h < hM . Since the N + 1 components of Fh are defined as

Fh,i(z) = bh
0(z, ϕi) + δ

∫ 1

0
πh(a)z2ϕi, z = (z0, z1, . . . , zN)T , z =

N∑
j=0

z jϕ j,

we know that

∂Fh,i(z)
∂z j

= bh
0(ϕ j, ϕi) + 2δ

∫ 1

0
πh(a)zϕi ≤ bh

0(ϕ j, ϕi) + 2δ
∫ 1

0
πh(a)Mϕi =

∂Fh,i(M)
∂z j

.

So Jh(z) = Ah + 2Yh(z) and Jh(z) ≤ Jh(M), if z ≤ M. Now we will prove that Jh(M) satisfies (3.8), and
so does Jh(z), if h < hM . From (3.5) and (3.6) we obtain that

(Jh(M))i,i+1 = −
D
h

+
α

6
(m′i + 2m′i+1) −

λh
12

(mi + mi+1) +
Mδh

6
(ai + ai+1)

and

(Jh(M))i+1,i = −
D
h
−
α

6
(2m′i + m′i+1) −

λh
12

(mi + mi+1) +
Mδh

6
(ai + ai+1)

for each i ∈ {0, 1, . . . ,N − 1}. Hence, the upper bound

−
D
h

+
α

2
‖m′‖∞ +

h
6
‖2Mδa − λm‖∞,

of the two above subdiagonals elements of Jh(M) is negative if h < hM . Since Fh(z) is the sum of the
matrix Ah and the non-linear term Yh(z)z, the proof finishes in the same way that the proof of Theorem
2.3.6.

�
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Next theorem proves that if h < hM , the sequence of the consecutive iterations of the Newton
Method applied to (3.4), with initial data M, converges and it is itself a positive monotone decreasing
sequence. The theorem also proves that if there exists a positive strict subsolution E, satisfying

Fh(E) < 0 and 0 < E �M := M(1, 1, . . . , 1), (3.10)

the iterations of the Newton Method converge to a positive solution of (3.4). Observe that M can not be
a solution of (3.4).

Theorem 3.3.2. Let hM defined in Theorem 3.3.1 and ū (k+1)
h be the sequence of supersolutions of prob-

lem (3.4) given by the Newton Method

ū (k+1)
h = ū (k)

h − (Jh(ū (k)
h ))−1Fh(ū (k)

h ), k ≥ 0, (3.11)

where Jh(ū (k)
h ) := Ah + 2Yh(ū (k)

h ). If h < hM , ū (0)
h := M,

M := M(1, 1, . . . , 1) with M :=
λ‖m‖∞ + α‖m′′‖∞
δminx∈[0,1] a(x)

, (3.12)

and Fh(M) , 0. Then ū (k+1)
h is well defined and it converges to a solution uh ∈ [0,M] of (3.4). Moreover,

0 � ū (k+1)
h � ū (k)

h � M for all k ≥ 0. (3.13)

If E satisfying (3.10) exists. Then
E � ū (k)

h for all k ≥ 0. (3.14)

Proof. First of all, we will prove that M is a positive strict supersolution of (3.4), i.e. M satisfies (3.7).
Observe that M > 0 because m(x) > 0 for each x ∈ [0, 1] and Fh(M) , 0 by hypothesis, thus, (3.7) is
satisfied if

Fh,0(M) = Mh
[
α

2h
(m′0 + m′1) −

λ

12
(4m0 + 2m1) +

Mδ

60
(20a0 + 10a1)

]
≥ 0,

Fh,N(M) = Mh
[
−
α

2h
(m′N−1 + m′N) −

λ

12
(2mN−1 + 4mN) +

Mδ

60
(10aN−1 + 20aN)

]
≥ 0

and

Fh,i(M) = Mh
[
α

2h
(m′i+1 − m′i−1) −

λ

12
(2mi−1 + 8mi + 2mi+1) +

Mδ

60
(10ai−1 + 40ai + 10ai+1)

]
≥ 0

for each i ∈ {1, 2, . . . ,N − 1}. Indeed, as

δMai ≥ λ‖m‖∞ + α‖m′′‖∞ for each i ∈ {0, 1, . . . ,N} , m′0 ≥ 0 and m′N ≤ 0,

it follows that

Fh,0(M) ≥
αMh

2

[
m′1 − m′0

h
+ ‖m′′‖∞

]
≥ 0, Fh,N(M) ≥

αMh
2

[
m′N − m′N−1

h
+ ‖m′′‖∞

]
≥ 0
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and

Fh,i(M) = αMh
[
m′i+1 − m′i−1

2h
+ ‖m′′‖∞

]
≥ 0 for each i ∈ {0, 1, . . . ,N} ,

because

m′i+1 − m′i =

∫ xi+1

xi

m′′ ≥ −h‖m′′‖∞ for each i ∈ {0, 1, . . . ,N − 1} .

Therefore, M satisfies (3.7).
Now we will prove that if h < hM and Fh(M) , 0, ū (1)

h is well defined, it holds that

0 � ū (1)
h � ū (0)

h := M.

According to Theorem 3.3.1, since h < hM , the elements of the subdiagonals of Jh(M) are negative.
Thus, as M � 0 and

Jh(M)M = (Ah + 2Yh(M)) M � Fh(M) > 0,
it follows from Theorem 2.3.2 that Jh(M) is invertible and J−1

h (M) � 0. Then, ū (1)
h is well defined and

ū (1)
h �M. Moreover, as

Jh(M)ū (1)
h = Jh(M)

(
ū (1)

h −M
)

+ Jh(M)M � −Fh(M) + Fh(M) = 0,

ū (1)
h � 0, and thus, (3.13) is satisfied for k = 0. The proof continues by induction in k. To obtain that

Fh(ū (k)
h ) � 0, since Fh is convex, we use a similar argument of the one used in the proof of Theorem

2.4.1. Thereafter, we repeat the process done before. The converge of ū (k)
h to a solution uh ∈ [0,M]

satisfying (3.4) is a consequence of both (3.13) and Fh ∈ C
∞(RN+1).

Lastly, we prove (3.14) by induction. Since E � M, (3.14) is true for k = 0. As a consequence of
Yh(z)v = Yh(v)z for all z, v ∈ RN+1, we obtain that

Jh(ū (k)
h )

(
ū (k)

h − E
)

= Ah

(
ū (k)

h − E
)

+ 2Yh(ū (k)
h )

(
ū (k)

h − E
)

= Fh(ū (k)
h ) − Fh(E) + Yh(E − ū (k)

h )E + Yh(ū (k)
h )

(
ū (k)

h − E
)

= Fh(ū (k)
h ) − Fh(E) + Yh(ū (k)

h − E)
(
ū (k)

h − E
)
,

Now by (3.11), since Fh(E) < 0 and E � ū (k)
h by hypothesis of induction, we deduce that

Jh(ū (k)
h )

(
ū (k+1)

h − E
)

= Jh(ū (k)
h )

(
ū (k+1)

h − ū (k)
h

)
+ Jh(ū (k)

h )
(
ū (k)

h − E
)

= −Fh(E) + Yh(ū (k)
h − E)

(
ū (k)

h − E
)
� 0.

Thus, using that
(
Jh(ū (k)

h )
)−1
� 0, we get E � ū (k+1)

h . �

The following theorem provides us with the positive strict subsolution of (3.4) verifying (3.10).
The key point is to use the subsolution

u := εeαm(x)/D

of the problem (3.1), where ε > 0 is sufficiently small. Hence, the interpolation in the space of finite
elements of u is the desire subsolution of (3.4). This idea was already used in Theorem 2.4.3. So, due
to the presence of the drift term in the equation (3.1), we have to adapt the argument of the proof of
Theorem 2.4.3.
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Theorem 3.3.3. Suppose m ∈ H3((0, 1)). If

h ≤ h∗ :=

 λminx∈[0,1] m(x)

4
√

2α‖e−αm/D‖∞

(
‖m′‖∞‖

(
eαm/D)′′

‖2 + ‖eαm/D‖∞‖m′′′‖2
) 2

.

Then
E := ε

(
eαm(x0)/D, eαm(x1)/D, . . . , eαm(xN )/D

)
where

0 < ε < min
{

M
‖eαm/D‖∞

,
λminx∈[0,1] m(x)
2δ‖a‖∞‖eαm/D‖∞

}
(3.15)

satisfies (3.10) for M > 0.

Proof. As

0 < εeαm(xi)/D <
Meαm(xi)/D

‖eαm/D‖∞
≤ M ∀i ∈ {0, 1, . . . ,N}

by (3.15), it follows that 0 < E �M := M(1, 1, . . . , 1), for M > 0. Now will prove that

Fh,i(E) = bh
E(E, ϕi) < 0 for each i ∈ {0, 1, . . . ,N} , (3.16)

where E = πh(u) and u := εeαm(x)/D. Indeed, as∫ 1

0

(
Du′ − αm′u

)
ϕ′i = 0 and

∫ 1

0

(
E − u

)′
ϕ′i = 0,

we have that

bh
E(E, ϕi) = −α

∫ 1

0
m′(E − u)ϕ′i − α

∫ 1

0
(πh(m′) − m′)Eϕ′i +

∫ 1

0
(δπh(a)E − λπh(m)) Eϕi. (3.17)

Moreover, by (3.15), we know that

g(ε) := δ‖a‖∞‖eαm/D‖∞ ε − λ min
x∈[0,1]

m(x) < 2δ‖a‖∞‖eαm/D‖∞ ε − λ min
x∈[0,1]

m(x) < 0.

Thus, it is possible to find an upper bound for the third term of (3.17) in the following way∫ 1

0
(δπh(a)E − λπh(m)) Eϕi ≤

(
δ‖a‖∞‖u‖∞ − λ min

x∈[0,1]
m(x)

) ∫ 1

0
Eϕi ≤

g(ε)εh
2‖e−αm/D‖∞

.

Consequently, using Hölder inequality and (1.5), we deduce that

bh
E(E, ϕi) ≤ α

(
‖m′‖∞‖u′′‖2 + ‖u‖∞‖m′′′‖2

)
‖ϕ′i‖2h2 +

g(ε)εh
2‖e−αm/D‖∞

.

Finally, as ‖ϕ′i‖2 ≤
√

2/h, (3.16) is satisfied if

g(ε) < −2
√

2α‖e−αm/D‖∞

(
‖m′‖∞‖

(
eαm/D

)′′
‖2 + ‖eαm/D‖∞‖m′′′‖2

)
h1/2,
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or equivalently, if

ε <
λminx∈[0,1] m(x) − 2

√
2α‖e−αm/D‖∞

(
‖m′‖∞‖

(
eαm/D

)′′
‖2 + ‖eαm/D‖∞‖m′′′‖2

)
h1/2

δ‖a‖∞‖eαm/D‖∞
,

which is true because h ≤ h∗ and

ε <
λminx∈[0,1] m(x)
2δ‖a‖∞‖eαm/D‖∞

.

�

3.4 Errors
In this section, we obtain the upper bounds of the L2((0, 1)) norm of the difference between the positive
solution of (3.1) and the positive solution of (3.3) and its first derivatives, respectively. As the existence
of a positive solution uh of (3.3) is guaranteed by Theorem 3.3.2, for h is sufficiently small and Theorem
3.3.3 ensures the existence of E = (E0, E1, . . . , EN) satisfying (3.10) for M > 0, if the hypothesis of
Theorem 3.3.3 are satisfied and ε satisfies (3.15), we can finally bound uh as follows

0 < εeαminx∈[0,1] m(x)/D ≤ uh(x) ≤ M :=
λ‖m‖∞ + α‖m′′‖∞
δminx∈[0,1] a(x)

∀x ∈ [0, 1]. (3.18)

Thanks to (3.18), the constants γ0, γ1 and γ2 in the next theorem are independent of h if the
hypothesis of the Theorems 3.3.2 and 3.3.3 hold true.

Theorem 3.4.1. Assume that a ∈ H2((0, 1)) and m ∈ H3((0, 1)). If u and uh are the positive solutions of
(3.1) and (3.3), respectively and uh(x) > 0 for each x ∈ [0, 1]. Then

γ0‖u − uh‖
2
2 ≤ γ2h and γ1‖ (u − uh)′ ‖22 ≤ γ2h

where

γ0 :=
δminx∈[0,1] (a(x)uh(x))

‖eαm/D‖∞
, γ1 = min

{
δminx∈[0,1] (a(x)uh(x))

‖g+‖∞
, 1

}
D

‖eαm/D‖∞
,

g := λm − αm′′ − δau, g+ is the positive part of g, γ1 = D/‖eαm/D‖∞ if g+ ≡ 0, and γ2 :=
∑4

i=1 γ2,i with

γ2,1 :=2α‖e−αm/D‖∞ (‖u‖∞ + ‖uh‖∞) ‖uh‖∞‖m′′′‖2,

γ2,2 :=α
(
‖m′′‖∞‖uh‖∞ + ‖m′‖∞ (γ̃/D)1/2

) [
‖
(
e−αm/Du

)′′
‖2h + ‖uh‖∞‖

(
e−αm/D

)′
‖∞

]
,

γ̃ := α‖m′‖∞‖uh‖
2
∞ +

α

2
(
‖m′′′‖2h + ‖m′′‖∞

)
‖uh‖

2
∞ + λ‖m‖∞‖uh‖

2
∞ + δ‖a‖∞‖uh‖

3
∞,

γ2,3 :=
(
δ‖a′′‖2‖uh‖∞ + λ‖m′′‖2

)
‖e−αm/D‖∞ (‖u‖∞ + ‖uh‖∞) ‖uh‖∞h,

γ2,4 :=
(
δ‖a‖∞‖uh‖

2
∞ + λ‖m‖∞‖uh‖∞

) [
‖
(
e−αm/Du

)′′
‖2h + ‖uh‖∞‖

(
e−αm/D

)′
‖∞

]
.

Consequently,

‖u − uh‖∞ ≤

(√
γ2

γ0
+

√
γ2

γ1

)
h1/2.
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Proof. Firstly, we will prove that

bu(eαm/Dv, v) ≥ 0 for all v ∈ H1((0, 1)). (3.19)

Indeed, deriving and simplifying, we obtain that

bu(eαm/Dv, v) = cu(v, v)

where cu is the symmetric bilinear form defined as

cu(v, v) =

∫ 1

0
Deαm/D(v′)2 +

∫ 1

0
(δau − λm) eαm/Dv2.

Now, as u is a positive solution of (3.1), we have that e−αm/Du is a positive eigenfunction associated with
the eigenvalue 0 of the eigenvalue problem − (

Deαm/Dϕ′
)′

+ (au − λm) eαm/Dϕ = σϕ, in (0, 1),
∂νϕ := Deαm/Dϕ′n = 0, on {0, 1} ,

where n(0) = −1 and n(1) = 1. Moreover, it follows from [37, Th. 7.7 and Th. 7.8] that 0 is the
corresponding smallest eigenvalue. Therefore, as cu is the symmetric bilinear form associated with(

−
(
Deαm/D·′

)′
+ (au − λm) eαm/D, ∂ν, [0, 1]

)
,

we conclude (3.19), due to the Rayleigh formula applied to cu.
Secondly, we will obtain that

γ0‖u − uh‖
2
2 ≤ bu+uh (u − uh, e−αm/D(u − uh)) (3.20)

and
γ1‖ (u − uh)′ ‖22 ≤ bu+uh (u − uh, e−αm/D(u − uh)). (3.21)

Indeed, applying (3.19) with v := e−αm/D(u − uh), it becomes apparent that

bu+uh (u − uh, v) ≥ δ
∫ 1

0
auhe−αm/D(u − uh)2 ≥ γ0‖u − uh‖

2
2

and (3.20) is proved. On the other hand, from (3.19) it follows that

bu+uh (u − uh, v) ≥ µbu(u − uh, v) + δ

∫ 1

0
auhe−αm/D(u − uh)2 (3.22)

for some µ ∈ [0, 1]. Moreover, integrating by parts, we obtain that

− 2α
∫ 1

0
m′e−αm/D(u − uh)(u − uh)′ ≥ α

∫ 1

0

(
m′e−αm/D

)′
(u − uh)2 (3.23)
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because m′(0) ≥ 0 and m′(1) ≤ 0. Thus, using (3.22) and (3.23), it follows that

bu+uh (u − uh, v) ≥
µD

‖eαm/D‖∞
‖(u − uh)′‖22 +

∫ 1

0

[
µ
(
αm′′ − λm + δau

)
+ δauh

]
e−αm/D(u − uh)2.

Now, (3.21) is satisfied if

µ := min
{
δminx∈[0,1] (a(x)uh(x))
‖ (λm − αm′′ − δau)+ ‖∞

, 1
}
,

(λm − αm′′ − δau)+ being the positive part of λm−αm′′−δau, or µ := 1 in the case that the denominator
is equal to zero.

Thridly, we will prove that

bu+uh (u − uh, e−αm/D(u − uh)) ≤ γ2h. (3.24)

It suffices to show that

−bu(uh, v) + δ

∫ 1

0
auhe−αm/D(u − uh)2 ≤ γ2h, with v := e−αm/D(u − uh),

because u satisfies (3.2). Moreover, by (3.3) we have that

bh
uh

(uh, vh) = 0, with vh := πh(v).

Thus, to show that (3.24) is verified is equivalent to prove that

bh
uh

(uh, vh) − bu(uh, v) + δ

∫ 1

0
auhe−αm/D(u − uh)2 ≤ γ2h. (3.25)

Next, we will prove (3.25). Define E f := πh( f )− f . As vh(xi) = v(xi) for each i ∈ {0, 1, . . . ,N}, it follows
that

bh
uh

(uh, vh) − bu(uh, v) + δ

∫ 1

0
auhe−αm/D(u − uh)2

= −α

∫ 1

0

(
πh(m′)v′h − m′v′

)
uh − λ

∫ 1

0
(πh(m)vh − mv) uh + δ

∫ 1

0
(πh(a)vh − av) u2

h

= −α

∫ 1

0
Em′v′huh − α

∫ 1

0
m′uhE′v +

∫ 1

0
(δEauh − λEm) vhuh +

∫ 1

0
(δauh − λm) Evuh (3.26)

where we have added and subtracted the terms α
∫ 1

0 m′v′huh, λ
∫ 1

0 mvhuh and δ
∫ 1

0 avhu2
h. Now, by (1.5),

due to
‖v′h‖∞ ≤ 2‖v‖∞/h

and applying integration by parts in the second term, to find the corresponding upper bounds, we con-
sider separately each in (3.26):

• −α
∫ 1

0 Em′v′huh ≤ α‖v′h‖∞‖uh‖∞‖Em′‖2 ≤ 2α‖e−αm/D‖∞ (‖u‖∞ + ‖uh‖∞) ‖uh‖∞‖m′′′‖2h.
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• −α
∫ 1

0 m′uhE′v = α
∫ 1

0 (m′uh)′ Ev ≤ α
(
‖m′′‖∞‖uh‖∞ + ‖m′‖∞‖u′h‖2

)
‖Ev‖2.

•
∫ 1

0 (δEauh − λEm) vhuh ≤ (δ‖Ea‖2‖uh‖∞ + λ‖Em‖2) ‖v‖∞‖uh‖∞

≤ (δ‖a′′‖2‖uh‖∞ + λ‖m′′‖2) ‖e−αm/D‖∞ (‖u‖∞ + ‖uh‖∞) ‖uh‖∞h2.

•
∫ 1

0 (δauh − λm) Evuh ≤
(
δ‖a‖∞‖uh‖

2
∞ + λ‖m‖∞‖uh‖∞

)
‖Ev‖2.

Moreover, from Proposition 1.2.1 and (1.5), we deduce that

‖Ev‖2 ≤ ‖πh

(
e−αm/Du

)
− e−αm/Du‖2 + ‖πh

(
e−αm/Duh

)
− e−αm/Duh‖∞

≤
[
‖
(
e−αm/Du

)′′
‖2h + ‖uh‖∞‖

(
e−αm/D

)′
‖∞

]
h.

Consequently, to obtain (3.25) it is enough to find an upper bound of ‖u′h‖2. For this goal we use that,
due to (3.3), uh satisfies

D
∫ 1

0

(
u′h

)2
= α

∫ 1

0
πh(m′)uhu′h +

∫ 1

0

(
λπh(m)uh − δπh(a)u2

h

)
uh.

As

2
∫ 1

0
πh(m′)uhu′h = m′u2

h

∣∣∣∣1
0
−

∫ 1

0

(
πh(m′)

)′ u2
h = m′u2

h

∣∣∣∣1
0
−

∫ 1

0

(
πh(m′) − m′

)′ u2
h −

∫ 1

0
m′′u2

h,

applying (1.5), we conclude that

D
∫ 1

0
(u′h)2 ≤ α‖m′‖∞‖uh‖

2
∞ +

α

2
(
‖m′′′‖2h + ‖m′′‖∞

)
‖uh‖

2
∞ + λ‖m‖∞‖uh‖

2
∞ + δ‖a‖∞‖uh‖

3
∞.

Finally, the proof finishes as a consequence of the inequality

‖u − uh‖∞ ≤ ‖u − uh‖2 + ‖(u − uh)′‖2.

�

We now discuss error estimates for the iterations

ū(k)
h =

(
ū(k)

h,0, ū
(k)
h,1, . . . , ū

(k)
h,N

)
, ū(k)

h =

N∑
i=0

ū(k)
h,iϕi,

of the Newton Method and the positive solution u of (3.1), in terms of Fh

(
ū(k)

h

)
. We will denote by | · |1

the 1-norm in RN+1.
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Theorem 3.4.2. Assume that a ∈ H2((0, 1)) and m ∈ H3((0, 1)). Under the assumptions of Theorem
3.3.2, the following estimates hold for each k ≥ 0,

γ0‖u − ū(k)
h ‖

2
2 ≤ γ2h + γ3

∣∣∣∣Fh

(
ū(k)

h

)∣∣∣∣
1

and γ1‖
(
u − ū(k)

h

)′
‖22 ≤ γ2h + γ3

∣∣∣∣Fh

(
ū(k)

h

)∣∣∣∣
1
,

where

γ0 :=
δminx∈[0,1]

(
a(x)ū(k)

h (x)
)

‖eαm/D‖∞
, γ1 = min

δminx∈[0,1]

(
a(x)ū(k)

h (x)
)

‖g+‖∞
, 1

 D
‖eαm/D‖∞

g := λm − αm′′ − δau, g+ is the positive part of g , γ1 = D/‖eαm/D‖∞ if g+ ≡ 0, γ2 :=
∑4

i=1 γ2,i with

γ2,1 :=2α‖e−αm/D‖∞

(
‖u‖∞ + ‖ū(k)

h ‖∞

)
‖ū(k)

h ‖∞‖m
′′′‖2,

γ2,2 :=α
(
‖m′′‖∞‖ū

(k)
h ‖∞ + ‖m′‖∞ (γ̂/D)1/2

) [
‖
(
e−αm/Du

)′′
‖2h + ‖ū(k)

h ‖∞‖
(
e−αm/D

)′
‖∞

]
,

γ̂ := ‖ū(k)
h ‖∞

∣∣∣∣Fh

(
ū(k)

)∣∣∣∣
1

+ γ̃,

γ̃ := α‖m′‖∞‖ū
(k)
h ‖

2
∞ +

α

2
(
‖m′′′‖2h + ‖m′′‖∞

)
‖ū(k)

h ‖
2
∞ + λ‖m‖∞‖ū

(k)
h ‖

2
∞ + δ‖a‖∞‖ū

(k)
h ‖

3
∞,

γ2,3 :=
(
δ‖a′′‖2‖ū

(k)
h ‖∞ + λ‖m′′‖2

)
‖e−αm/D‖∞

(
‖u‖∞ + ‖ū(k)

h ‖∞

)
‖ū(k)

h ‖∞h,

γ2,4 :=
(
δ‖a‖∞‖ū

(k)
h ‖

2
∞ + λ‖m‖∞‖ū

(k)
h ‖∞

) [
‖
(
e−αm/Du

)′′
‖2h + ‖ū(k)

h ‖∞‖
(
e−αm/D

)′
‖∞

]
.

and
γ3 :=

(
‖u‖∞ + ‖ū(k)

h ‖∞

)
‖e−αm/D‖∞.

Consequently,

‖u − ū(k)
h ‖∞ ≤

γ2h + γ3

∣∣∣∣Fh

(
ū(k)

h

)∣∣∣∣
1

γ0


1/2

+

γ2h + γ3

∣∣∣∣Fh

(
ū(k)

h

)∣∣∣∣
1

γ1


1/2

.

Proof. Let k ≥ 0. In an analogous way to the proof of (3.20) and (3.21), we have that

γ0‖w‖22 ≤ bu+ū(k)
h

(w, e−αm/Dw) and γ1‖w′‖22 ≤ bu+ū(k)
h

(w, e−αm/Dw), w := u − ū(k)
h .

Now we will prove that

bu+ū(k)
h

(w, v) ≤ γ2h + γ3

∣∣∣∣Fh

(
ū(k)

h

)∣∣∣∣
1

where v := e−αm/D(u − ū(k)
h ).

Considering vh := πh(v), it suffices to show that

bh
ū(k)

h
(ū(k)

h , vh) − bu(ū(k)
h , v) + δ

∫ 1

0
aū(k)

h e−αm/Dw2 ≤ γ2h, (3.27)

because u satisfies (3.2) and

−bh
ū(k)

h
(ū(k)

h , vh) ≤
∣∣∣vT

h Fh(ū (k)
h )

∣∣∣ ≤ (
‖u‖∞ + ‖ū(k)

h ‖∞

)
‖e−αm/D‖∞

∣∣∣∣Fh

(
ū(k)

h

)∣∣∣∣
1
.
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Therefore, it remains to prove (3.27). As in the proof of Theorem 3.4.1, we know that

bh
ū(k)

h
(ū(k)

h , vh) − bu(ū(k)
h , v) + δ

∫ 1

0
aū(k)

h e−αm/Dw2

= −α

∫ 1

0
Em′v′hū(k)

h − α

∫ 1

0
m′ū(k)

h E′v +

∫ 1

0

(
δEaū(k)

h − λEm

)
vhū(k)

h +

∫ 1

0

(
δaū(k)

h − λm
)

Evū(k)
h

≤ γ2,1h + α
(
‖m′′‖∞‖ū

(k)
h ‖∞ + ‖m′‖∞‖ū

′(k)
h ‖2

) [
‖
(
e−αm/Du

)′′
‖2h + ‖ū(k)

h ‖∞‖
(
e−αm/D

)′
‖∞

]
h + γ2,3h + γ2,4h.

Then, it is necessary to find an upper bound for ‖ū′(k)
h ‖2. Indeed, denoting z := ū(k)

h , we obtain that

D
∫ 1

0

(
z′
)2

= bh
z (z, z) + α

∫ 1

0
πh(m′)zz′ + λ

∫ 1

0
πh(m)z2 − δ

∫ 1

0
πh(a)z3. (3.28)

Consequently, as

2
∫ 1

0
πh(m′)zz′ = m′z2

∣∣∣∣1
0
−

∫ 1

0

(
πh(m′)

)′ z2 = m′z2
∣∣∣∣1
0
−

∫ 1

0

(
πh(m′) − m′

)′ z2 −

∫ 1

0
m′′z2,

and
bh

z (z, z) = zT Fh(z) ≤ ‖ū(k)
h ‖∞ |Fh(z)|1

we deduce from (3.28) and (1.5) that

D‖z′‖22 ≤ ‖ū
(k)
h ‖∞ |Fh(z)|1 + γ̃.

The proof finishes using that

‖u − ū(k)
h ‖∞ ≤ ‖u − ū(k)

h ‖2 + ‖
(
u − ū(k)

h

)′
‖2.

�

3.5 Simulations
In this section we present the results given by Theorem 3.3.1, Theorem 3.4.1 and Theorem 3.4.2 applied
to a first problem and Theorem 3.3.1 and Theorem 3.3.2 applied to a second different problem.

3.5.1 Numerical results for m(x) = cos(x), a(x) = 1 and D = α = λ = δ = 1.
We will obtain the a priori and a posteriori estimations of the error for the following problem

−(u′ + sin(x)u)′ = cos(x)u − u2, x ∈ (0, 1),
u′(0) = 0,
u′(1) = − sin(1)u(1).

(3.29)

Firstly, using the existence of the supersolution Ū and the subsolution U of (3.29),
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Ū := 2 and U = cos(1)ecos(x)−cos(1),

satisfying 0 < U ≤ Ū, we ensure the existence of a unique positive solution u of (3.29). Moreover, u is
bounded as follows

0.5 ≤ cos(1)ecos(x)−cos(1) ≤ u(x) ≤ 2 for all x ∈ [0, 1]. (3.30)

Hence, from Theorem 3.3.3, if h ≤ 0.0012 < h∗, it is true that

E := 0.0993
(
ecos(x0), ecos(x1), . . . , ecos(xN )

)
satisfies (3.10). Now, as hM > 1/2, the hypothesis of the Theorem 3.3.2 are satisfied choosing

u (0)
h := E ū (0)

h := M (1, 1, . . . , 1) , M := 2, and h ≤ 0.0012.

Thus, the sequence in (3.11) converges to a positive solution uh = (uh,0, uh,1, . . . , uh,N) of (3.4), this
solution is unique in [0,M] and it satisfies

ε := 0.17 ≤ uh(x) ≤ 2, where uh(x) =

N∑
i=0

uh,iϕi(x). (3.31)

We plot in Figure 3.1 the a priori estimates of ‖u − uh‖
2, ‖ (u − uh)′ ‖2 and ‖uh − u‖∞ given by Theorem

3.4.1. To do so we proceed as follows, using the bounds given by (3.30) and (3.31), we have that

γ0 ≥ εe−1, γ1 ≥
εe−1

2 − cos(1)e1−cos(1) , γ2,1 ≤ 16e− cos(1) sin(1), γ̃ ≤ 2 sin(1) (2 + h) + 14,

γ2,2 ≤
(
2 + sin(1)

√
γ̃
) (
ηh + 2 sin(1)e− cos(1)

)
, γ2,3 ≤ 8e− cos(1)h, γ2,4 ≤ 6

(
ηh + 2 sin(1)e− cos(1)

)
,

where η := ‖
(
e− cos(x)u

)′′
‖2. Furthermore,

η ≤ ‖
(
e− cos(x)

)′
‖∞‖u′ + sin(x)u‖∞ + ‖e− cos(x)‖∞‖

(
u′ + sin(x)u

)′
‖∞.

To estimate ‖ (u′ + sin(x)u)′ ‖∞, we use that u is a solution of (3.29). Hence

‖
(
u′ + sin(x)u

)′
‖∞ = ‖ cos(x)u − u2‖∞.

Now we integrate the corresponding equation of (3.29) to obtain that∫ x

0
u2 − cos(t)u dt =

∫ x

0

(
u′ + sin(t)u

)′ dt = u′(x) + sin(x)u(x)

holds true for each x ∈ (0, 1], because u′(0) = 0. Thus

‖u′ + sin(x)u‖∞ ≤ ‖ cos(x)u − u2‖∞,
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Figure 3.1: A priori errors for the problem (3.29).

which due to (3.30) leads to

η ≤
(
sin(1)e− cos(1) + e− cos(1)

)
‖ cos(x)u − u2‖∞ ≤ e− cos(1) (sin(1) + 1)

(
4 − cos2(1)

)
.

Finally we will obtain the estimations of ‖u − ū(k)
h ‖

2, ‖
(
u − ū(k)

h

)′
‖2 and ‖u − ū(k)

h ‖∞, given by Theorem
3.4.2 and afterwards, we will present them in Table 3.1. It is important to highlight that, in our case,
higher levels of precision (see [9] for more details) are required to obtain that∣∣∣∣Fh

(
ū(k)

h

)∣∣∣∣
1
≤ (N + 1) max

i

∣∣∣∣Fh,i

(
ū(k)

h

)∣∣∣∣→ 0 as k → ∞.

Using the following notation

εk := min
x∈[0,1]

ū(k)
h (x), Mk := max

x∈[0,1]
ū(k)

h (x), and ξ :=
∣∣∣∣Fh

(
ū(k)

h

)∣∣∣∣
1
,

we deduce that the constants in the Theorem 3.4.2 are bounded as follows

γ0 ≥ εke−1, γ1 ≥
εke−1

2 − cos(1)e1−cos(1) , γ2,1 ≤ 2(2 + Mk)Mke− cos(1) sin(1), γ̂ ≤ Mkξ + γ̃,

γ̃ ≤ sin(1)M2
k +

1
2

(sin(1)h + 1) M2
k + M2

k + M3
k , γ2,2 ≤

(
Mk + sin(1)

√
γ̂
) (
ηh + Mk sin(1)e− cos(1)

)
,
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γ2,3 ≤ (2 + Mk)Mke− cos(1)h, γ2,4 ≤ (M2
k + Mk)

(
ηh + Mk sin(1)e− cos(1)

)
, γ3 ≤ (2 + Mk)e− cos(1),

where η := ‖
(
e− cos(x)u

)′′
‖2 is estimated as before.

h k
∣∣∣∣Fh

(
ū(k)

h

)∣∣∣∣
1

‖u − ū(k)
h ‖2 ‖(u − ū(k)

h )′‖2 ‖u − ū(k)
h ‖∞

10−3 6 4.52 · 10−16 1.48 · 10−1 1.59 · 10−1 3.08 · 10−1

10−4 6 4.53 · 10−16 4.7 · 10−2 5.02 · 10−2 9.73 · 10−2

10−5 6 4.53 · 10−16 1.48 · 10−2 1.59 · 10−2 3.07 · 10−2

10−6 6 4.53 · 10−16 4.7 · 10−3 5.02 · 10−3 9.72 · 10−3

Table 3.1: A posteriori error for the problem 3.29.

3.5.2 Numerical results for the case m(x) = sin(x + 1), a(x) = 1, D = δ = λ = 1
and α = 200.

0.0 0.2 0.4 0.6 0.8 1.0
0.2

0.0
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0.4

0.6

0.8

1.0

1.2

1.4 h = 1/8
h = 1/15
h = 1/30
h = 1/50
h = 1/122

Figure 3.2: The iterations ū(14)
h for the problem (3.32) with different h.



3.5. Simulations 45

Consider the following generalized diffusive logistic equation
−(u′ − 200 cos(x + 1)u)′ = sin(x + 1)u − u2, x ∈ (0, 1),
u′(0) = 200 cos(1)u(0),
u′(1) = 200 cos(2)u(1).

(3.32)

We will study the behaviour of the iterations of the Newton Method for different choices of h. For this
problem, Theorem 3.3.2 provides M = 201 in (3.12) and ensures that the Newton Method converges
for an initial data M := 201(1, 1, . . . , 1) if h < h201 ≈ 1/121. Recall that, by (3.9), Theorem 3.3.1 yields
h201 = 1/121.

We plot in Figure 3.2 the corresponding fourteenth iteration of the Newton Method for a set of
five decreasing values of h verifying ∣∣∣∣Fh

(
ū(14)

h

)∣∣∣∣
1
≈ 10−15.

The effect in the fourteenth iteration when h > h201 is appreciated in the simulations shown in Figure 3.2
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Figure 3.3: Zoom of Figure 3.2.

and Figure 3.3. Moreover, we have done a zoom in Figure 3.3 to better observe the different cases: on the
rise (left) and in the peak (right). Thus, Theorem 3.3.2 ensures the convergence and the monotonicity of
the iterations of the Newton Method, as in (3.13), only for h = 1/122 among all h considered in Figure
3.2. It can be seen in Table 3.2 some cases in which the difference between two consecutive iterations
of the Newton Method changes sign, consequently they are not ordered as in (3.13), for h > h201 . We
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also provide in Table 3.2 the values of

min
{
ū(k)

h − ū(k+1)
h

}
:= min

i

{
ū(k)

h,i − ū(k+1)
h,i

}
(3.33)

for two different situations for each h: when (3.33) is more negative and for k = 13. Finally, we show
in Figure 3.4 that the iterations of the Newton Method are ordered if h < h201, however when h > h201
they intersect.

h k min
{
ū(k)

h − ū(k+1)
h

}
h k min

{
ū(k)

h − ū(k+1)
h

}
1/8 4 −2.09 1/30 2 −1.7 · 10−3

1/8 13 −1.42 · 10−8 1/30 13 −2.52 · 10−14

1/15 4 −0.1 1/50 5 −2.16 · 10−18

1/15 13 −8.29 · 10−10 1/50 13 −4.22 · 10−26

Table 3.2: Several cases when the iterations do not satisfy (3.13).
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Figure 3.4: Zoom of several iterations for the case h = 1/30 (left) and h = 1/122 (right).



Chapter 4

The generalized diffusive logistic
equation with change of variable

4.1 Introduction
In this chapter, we will apply the results of Chapter 2 to the problem (1.1) with α > 0 and m′ . 0. For
this goal, it should be noted that the change of variable

u = eαm/(2D)w, (4.1)

transforms (1.1) in the following heterogeneous logistic equation
−w′′ =

(
λ

D
m(x) −

α

2D
m′′(x) −

α2

4D2 (m′(x))2
)

w −
δ

D
a(x)eαm(x)/(2D)w2, x ∈ (0, 1),

−w′(0) +
α

2D
m′(0)w(0) = 0, w′(1) −

α

2D
m′(1)w(1) = 0.

(4.2)

Then, (4.2) is a self-adjoint problem and it can be rewritten as
−w′′ = c(x)w − ã(x)w2, x ∈ (0, 1),
−w′(0) + β0w(0) = 0,
w′(1) + β1w(1) = 0,

where

c(x) :=
λ

D
m(x) −

α

2D
m′′(x) −

α2

4D2 (m′(x))2, ã(x) :=
δ

D
a(x)eαm(x)/(2D)

β0 :=
α

2D
m′(0), β1 := −

α

2D
m′(1). (4.3)

Since we have assumed that D > 0, δ > 0, α > 0, m ∈ C2[0, 1], m′(0) ≥ 0, m′(1) ≤ 0, a ∈ C[0, 1] and
a(x) > 0 for all x ∈ [0, 1], it follows that β0 ≥ 0, β1 ≥ 0, c ∈ C[0, 1], ã ∈ C[0, 1] and ã(x) > 0 for all
x ∈ [0, 1]. Then, the hypotheses on the heterogeneous logistic equation (2.1) of Chapter 2 are verified.
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On the other hand, note that (4.2) has a unique positive solution, denoted by w, in the same way
that (2.1) possesses a unique positive solution u. Moreover, w satisfies∫ 1

0
w′v′ −

∫ 1

0
cwv +

∫
{0,1}

βwv +

∫ 1

0
ãw2v = 0, ∀v ∈ H1((0, 1)), (4.4)

where β(0) = β0 and β(1) = β1. Thus, considering the space of piecewise linear finite elements Vh ⊂

H1((0, 1)), h > 0, it follows that the approximation of w, denoted by wh ∈ Vh, satisfies∫ 1

0
w′hv′h −

∫ 1

0
πh(c)whvh +

∫
{0,1}

βwhvh +

∫ 1

0
πh(ã)w2

hvh = 0, ∀vh ∈ Vh, (4.5)

where πh is the interpolation operator onto Vh. Consequently, we propose

uh := πh(eαm/(2D)wh)

as the candidate to approximate to u in Vh.

4.2 Applying and improving the Chapter 2
In a similar way to Chapter 2 for D = λ = δ = 1, we define the following bilinear forms

b f (w, v) :=
∫ 1

0
w′v′ −

∫ 1

0
cwv +

∫
{0,1}

βwv +

∫ 1

0
ã f wv

and

bh
f (wh, vh) :=

∫ 1

0
w′hv′h −

∫ 1

0
πh(c)whvh +

∫
{0,1}

βwhvh +

∫ 1

0
πh(ã) f whvh,

with β(0) = β0 and β(1) = β1. Then, obtaining wh ∈ Vh satisfying (4.5) is equivalent to solve

Fh(wh) = 0 (4.6)

where Fh : RN+1 → RN+1 is defined by

Fh(z) := (Ah + Yh(z)) z, Ah =
{
bh

0(ϕ j, ϕi)
}N

i, j=0
and Yh(z) =

{∫ 1

0
πh(ã)zϕ jϕi

}N

i, j=0
,

where i indicates the row and j indicates the column, and z = (z0, z1, ..., zN)T and z =
∑N

i=0 ziϕi.
Now, we look for both a positive strict supersolution and a subsolution of (4.6) (see (2.6) and

(2.7)). Moreover, taking into account the hypothesis assumed on m(x), we have that

M = max
x∈[0,1]

c(x)
ã(x)

= max
x∈[0,1]

4Dλm(x) − 2αm′′(x) − α2(m′(x))2

4Dδa(x)eαm/(2D) > 0. (4.7)

Then, by the Theorem 2.4.2, M := M(1, 1, . . . , 1)T satisfies

Fh(M) ≥ 0 and M � 0.
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Thus, M is a positive strict supersolution if Fh(M) , 0. On the other hand, since m(x) > 0 for all
x ∈ [0, 1], we know that

w := εeαm/(2D)

is a positive subsolution on (4.2) satisfying (2.35) if ε is sufficiently small. Consequently, if h is suffi-
ciently small and m ∈ H4((0, 1)), we apply the Theorem 2.4.3 to prove that

Fh(E) � 0 with E = (w(x0),w(x1), . . . ,w(xN))T . (4.8)

The following theorem gives a positive strict subsolution of (4.6) in a similar way as Theorem 3.3.3
does.

Theorem 4.2.1. Suppose m ∈ H4((0, 1)). Then,

E := ε
(
eαm(x0)/(2D), eαm(x1)/(2D), . . . , eαm(xN )/(2D)

)
where

0 < ε <
λminx∈[0,1] m(x)
2δ‖a‖∞‖eαm/D‖∞

(4.9)

satisfies (4.8) if

h ≤ h∗ :=


√

3λminx∈[0,1] m(x)

4
√

2D‖e−αm/(2D)‖∞

((
‖c‖∞ + λ

D ‖m‖∞
)
‖
(
eαm/(2D))′′ ‖2 + ‖eαm/(2D)‖∞‖c′′‖2

) 2/3

where c(x) :=
λ

D
m(x) −

α

2D
m′′(x) −

α2

4D2 (m′(x))2.

Proof. We will prove that

Fh,i(E) = bh
E(E, ϕi) < 0 for each i ∈ {0, 1, . . . ,N} , (4.10)

if E = πh(w) and w := εeαm(x)/(2D). Note that∫ 1

0
w′ϕ′i = −

∫ 1

0
w′′ϕi for each i ∈ {1, 2, . . . ,N − 1} ,

∫ 1

0
w′ϕ′0 = −β0w(0) −

∫ 1

0
w′′ϕ0 and

∫ 1

0
w′ϕ′N = −β1w(1) −

∫ 1

0
w′′ϕN .

Thus, it is easy to obtain that

bh
E(E, ϕi) =

∫ 1

0
(E′ − w′)ϕ′i +

∫ 1

0

(
−w′′ − πh(c)E + πh(ã)E2

)
ϕi

for each i ∈ {0, 1, . . . ,N}. Moreover, since

w′′ =

(
λ

D
m − c

)
w and

∫ 1

0
(E′ − w′)ϕ′i = 0 for each i ∈ {0, 1, . . . ,N} ,
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it is enough that

bh
E(E, ϕi) =

∫ 1

0

(
cw − πh(c)E

)
ϕi +

∫ 1

0

(
πh(ã)E2 −

λ

D
mw

)
ϕi < 0 (4.11)

to prove (4.10). Thus, we deduce (4.11) if h ≤ h∗. Indeed, by (1.5) and the Hölder inequality, we have
that∫ 1

0

(
cw − πh(c)E

)
ϕi =

∫ 1

0
(c − πh(c)) wϕi +

∫ 1

0
πh(c)

(
w − E

)
ϕi ≤

(
‖w‖∞‖c′′‖2 + ‖c‖∞‖w′′‖2

)
h2‖ϕi‖2

and ∫ 1

0
m

(
E − w

)
ϕi ≤ ‖m‖∞‖w′′‖2h2‖ϕi‖2.

Then, we deduce that

bh
E(E, ϕi) ≤

(
‖w‖∞‖c′′‖2 +

(
‖c‖∞ +

λ

D
‖m‖∞

)
‖w′′‖2

)
h2‖ϕi‖2 +

∫ 1

0

(
πh(ã)E −

λ

D
m
)

Eϕi. (4.12)

Now, by (4.9), we know that

g(ε) :=
δ

D
‖a‖∞‖eαm/D‖∞ ε −

λ

D
min

x∈[0,1]
m(x) <

2δ
D
‖a‖∞‖eαm/D‖∞ ε −

λ

D
min

x∈[0,1]
m(x) < 0.

Thus, it is possible to find an upper bound for the second integral of (4.12) in the following way∫ 1

0

(
πh(ã)E −

λ

D
m
)

Eϕi ≤ g(ε)
∫ 1

0
Eϕi ≤

g(ε)εh
2‖e−αm/(2D)‖∞

. (4.13)

Consequently, by (4.12), (4.13) and ‖ϕi‖2 ≤ (2h/3)1/2, we obtain that

bh
E(E, ϕi) ≤

(
‖w‖∞‖c′′‖2 +

(
‖c‖∞ +

λ

D
‖m‖∞

)
‖w′′‖2

)
h2(2h/3)1/2 +

g(ε)εh
2‖e−αm/(2D)‖∞

.

Finally, (4.11) is satisfied if

g(ε) < −2‖e−αm/(2D)‖∞

(
‖eαm/(2D)‖∞‖c′′‖2 +

(
‖c‖∞ +

λ

D
‖m‖∞

)
‖
(
eαm/(2D)

)′′
‖2

)
h(2h/3)1/2,

or equivalently, if

ε <
λminx∈[0,1] m(x) − 2D‖e−αm/(2D)‖∞

(
‖eαm/(2D)‖∞‖c′′‖2 +

(
‖c‖∞ + λ

D‖m‖∞
)
‖
(
eαm/(2D)

)′′
‖2

)
h(2h/3)1/2

δ‖a‖∞‖eαm/D‖∞

which holds true because h ≤ h∗ and (4.9). �
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Now, according to Theorem 2.3.4, to guarantee that the elements of the subdiagonals of

Jh(z) := Ah + 2Yh(z)

are negative for all h < hM and for each z ≤M := M(1, 1, ..., 1)T , we need that

hM :=
(

24D2

‖8DδMaeαm/(2D) − 4Dλm + 2Dαm′′ + α2(m′)2‖∞

)1/2

,

with hM = ∞ if the denominator is equal to zero. Now we can apply Theorem 2.4.4. Note that the
sequence in (2.27) is not needed in this chapter. Thus, the following theorem is analogous to Theorem
3.3.2. We will omit the its proof because it is similar to the proofs of Theorem 3.3.2 and Theorem 2.3.6.
As before, the case in which M is itself a positive solution of 4.6 is excluded.

Theorem 4.2.2. If w̄ (0)
h := M = M(1, 1, . . . , 1)T , with M defined in (4.7), Fh(M) , 0 and h < hM , the

sequence
w̄ (k+1)

h = w̄ (k)
h − (Jh(w̄ (k)

h ))−1Fh(w̄ (k)
h ), k ≥ 0, (4.14)

where Jh(w̄ (k)
h ) := Ah + 2Yh(w̄ (k)

h ), is well defined, it converges to some solution of (4.6) and

0 � w̄ (k+1)
h � w̄ (k)

h � M for all k ≥ 0.

Moreover, if m ∈ H4((0, 1)), h∗ and E are as defined in Theorem 4.2.1, E � M and h ≤ h∗. Then

0 � E � w̄ (k)
h for all k ≥ 0

and consequently, (4.14) converges to the unique positive solution of (4.6) between [0,M].

As we have already seen wh = (wh,0,wh,1, . . . ,wh,N)T is a solution of (4.6) if, and only if, wh =∑N
i=0 wh,iϕi satisfies (4.5). Hence, thanks to Theorem 4.2.2, the function wh and the iterations of the

Newton Method

w̄(k)
h =

N∑
i=0

w̄(k)
h,iϕi, where w̄(k)

h =
(
w̄(k)

h,0, w̄
(k)
h,1, . . . , w̄

(k)
h,N

)
are bounded by constants that do not depend on h :

0 < εeαminx∈[0,1] m(x)/(2D) ≤ wh(x) ≤ w̄(k)
h (x) ≤ M for all x ∈ [0, 1] (4.15)

and ε satisfies (4.9). Hence, to prove that wh converges to w when h tends to 0, we may apply Theorem
2.5.3 if a ∈ H2((0, 1)).

Now, consider uh = πh(eαm/(2D)wh). We prove that uh approximates to u. Indeed, by (4.1) and
Proposition 1.2.1, it is apparent that

‖uh − u‖∞ ≤ ‖πh(eαm/(2D)wh) − eαm/(2D)wh‖∞ + ‖eαm/(2D)wh − eαm/(2D)w‖∞

≤ ‖wh‖∞‖
(
eαm/(2D)

)′
‖∞h + ‖eαm/(2D)‖∞‖wh − w‖∞. (4.16)

Moreover, by Theorem 2.5.3, there exists a constant C > 0 such that

‖wh − w‖∞ ≤ 2‖wh − w‖H1 ≤ 2
(
Ch +

√
h2 + 1‖w′′‖2

)
h. (4.17)
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Therefore, from (4.15), (4.16) and (4.17), we deduce that uh converges to u whe h tends to 0.
The next theorem provides the estimates for the norms of the difference between u and the iteration

ū(k)
h := πh

(
eαm/(2D)w̄(k)

h

)
,

and w and w̄(k)
h . These errors depend on Fh

(
w̄(k)

h

)
, that converges to 0 when k → ∞.

Theorem 4.2.3. Suppose a ∈ H2((0, 1)) and m ∈ H4((0, 1)). Under the assumptions of Theorem 4.2.2,
the following estimates hold true for each k ≥ 0,

‖ū(k)
h − u‖∞ ≤ ‖w̄

(k)
h ‖∞‖

(
eαm/(2D)

)′
‖∞h + ‖eαm/(2D)‖∞‖w̄

(k)
h − w‖∞, (4.18)

and

‖w̄(k)
h − w‖∞ ≤

(
h2 + h

√
h2 + 1

)
‖w′′‖2 +

(
γ2

γ0
+
γ2

γ1

)
h2 +

(
1
γ0

+
1
γ 1

)
(6/h)1/2

∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2
, (4.19)

where

γ0 := min
x∈[0,1]

(
ã(x)w̄(k)

h (x)
)
, γ1 = min

{
γ0

1 + ‖g+‖∞
, 1

}
and

γ2 = ‖w̄(k)
h ‖∞‖c

′′‖2 + ‖ã′′‖2‖w̄
(k)
h ‖

2
∞ +

(
‖ãw − c‖∞ + ‖ã‖∞‖w̄

(k)
h ‖∞

)
‖w′′‖2,

where ã and c are defined in (4.3) and g+ is the positive part of g := c − ãw.

Proof. Since w is a positive solution of the problem (4.2), w is a positive eigenfunction associated with
the eigenvalue 0 of the following eigenvalue problem

−ψ′′ − cψ + ãwψ = σψ, in (0, 1),
−ψ′(0) + β0ψ(0) = 0,
ψ′(1) + β1ψ(1) = 0,

where c, ã, β0 and β1 are given in (4.3). Thus, by [37, Th. 7.7 and Th. 7.8], 0 is the corresponding
smallest eigenvalue. Moreover, from the Rayleigh formula applied to the symmetric form bw, it follows
that

bw(v, v) ≥ 0, ∀v ∈ H1((0, 1)). (4.20)

Now, for k ≥ 0, we will prove that

bw+w̄(k)
h

(v, v) ≥ γ0‖v‖22 and bw+w̄(k)
h

(v, v) ≥ γ1‖v‖2H1 . (4.21)

Indeed, by (4.20), we have that

bw+w̄(k)
h

(v, v) ≥
∫ 1

0
ãw̄(k)

h v2 ≥ γ0‖v‖22.

Hence, the first inequality of (4.21) is proved. On the other hand, thanks also to (4.20) we know that

bw+w̄(k)
h

(v, v) ≥ µbw(v, v) +

∫ 1

0
ãw̄(k)

h v2
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for some µ ∈ [0, 1]. Then, as β0 ≥ 0 and β1 ≥ 0, we have that

bw+w̄(k)
h

(v, v) ≥ µ
∫ 1

0

(
v′
)2

+

∫ 1

0

(
γ0 − µ‖ (c − ãw)+ ‖∞

)
v2 (4.22)

and, choosing µ = 1 if γ0 − ‖ (c − ãw)+ ‖∞ ≥ 1, or otherwise,

µ = γ0 − µ‖ (c − ãw)+ ‖∞, i.e., µ =
γ0

1 + ‖ (c − ãw)+ ‖∞
∈ [0, 1],

we obtain from (4.22) the second inequality in (4.21).
Next, we will prove that

bw+w̄(k)
h

(vh, vh) ≤ γ2h2‖vh‖2 + (6/h)1/2‖vh‖2

∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2

where vh := πh(w) − w̄(k)
h . (4.23)

First, by the Cauchy-Schwarz inequality and Proposition 1.2.2, it follows that

−bh
w̄(k)

h
(w̄(k)

h , vh) ≤
∣∣∣vT

h Fh(w̄ (k)
h )

∣∣∣ ≤ |vh|2

∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2
≤ (6/h)1/2‖vh‖2

∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2
.

Moreover, as w satisfies (4.4), it is enough to obtain that

bw+w̄(k)
h

(vh, vh) − bw(w, vh) + bh
w̄(k)

h
(w̄(k)

h , vh) ≤ γ2h2‖vh‖2. (4.24)

Now, we will prove (4.24). Indeed, defining E f := πh( f ) − f , we have that∫ 1

0
E′wv′h = 0 and

∫
{0,1}

βEwvh = 0.

Therefore, it follows that

bw+w̄(k)
h

(vh, vh) − bw(w, vh) + bh
w̄(k)

h
(w̄(k)

h , vh)

= −

∫ 1

0
Ecw̄(k)

h vh +

∫ 1

0
Eã

(
w̄(k)

h

)2
vh +

∫ 1

0

[
ã
(
w + w̄(k)

h

)
− c

]
Ewvh.

Consequently, by the Hölder’s inequality and (1.5), we obtain (4.23).
Finally, if v := πh(w) − w̄(k)

h in (4.21), from (4.23) it is apparent that

γ0‖πh(w) − w̄(k)
h ‖

2
2 ≤ γ2h2‖πh(w) − w̄(k)

h ‖2 + (6/h)1/2‖πh(w) − w̄(k)
h ‖2

∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2

(4.25)

and
γ1‖πh(w) − w̄(k)

h ‖
2
H1 ≤ γ2h2‖πh(w) − w̄(k)

h ‖2 + (6/h)1/2‖πh(w) − w̄(k)
h ‖2

∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2
. (4.26)

Then, removing terms in (4.25), we deduce that

γ0‖πh(w) − w̄(k)
h ‖ ≤ γ2h2 + (6/h)1/2

∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2
, (4.27)
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and thus, by (1.5), we have that

‖w − w̄(k)
h ‖2 ≤ ‖w − πh(w)‖2 + ‖πh(w) − w̄(k)

h ‖2 ≤ h2‖w′′‖2 +
γ2

γ0
h2 +

(6/h)1/2

γ0

∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2
. (4.28)

And, in the same way, since
‖πh(w) − w̄(k)

h ‖2 ≤ ‖πh(w) − w̄(k)
h ‖H1 ,

we obtain from (4.26) and (1.5) that

‖w − w̄(k)
h ‖H1 ≤ ‖w − πh(w)‖H1 + ‖πh(w) − w̄(k)

h ‖H1 ≤ h
√

h2 + 1‖w′′‖2 +
γ2

γ1
h2 +

(6/h)1/2

γ1

∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2
.

Therefore, (4.19) follows from

‖w − w̄(k)
h ‖∞ ≤ ‖w − w̄(k)

h ‖2 + ‖w − w̄(k)
h ‖H1 .

Moreover, replacing wh and uh by w̄(k)
h and ū(k)

h , respectively, (4.16) implies (4.18). �

4.3 Simulations
We will apply the results of this chapter to the problem

−(u′ + sin(x)u)′ = cos(x)u − u2, x ∈ (0, 1),
u′(0) = 0,
u′(1) = − sin(1)u(1).

(4.29)

First, we propose the change of variable

u = ecos(x)/2w

that transforms (4.29) into
−w′′ = 0.25

(
6 cos(x) − sin2(x)

)
w − ecos(x)/2w2, x ∈ (0, 1),

w′(0) = 0, w′(1) + 0.5 sin(1)w(1) = 0.
(4.30)

Note that (4.30) possesses a unique positive solution w, because (4.29) has a unique positive solution as
we have proved in the Subsection 3.5.1. Moreover, we know that

W̄ := 1.5e−1/2 and W = cos(1)e0.5 cos(x)−cos(1)

are a supersolution and a subsolution of (4.30), respectively, and they satisfy 0 < W ≤ W̄. Moreover,

0.41 ≤ cos(1)e0.5 cos(x)−cos(1) ≤ w(x) ≤ 1.5e−1/2 ≤ 0.91 for all x ∈ [0, 1]. (4.31)

Second, from the Theorem 4.2.1, we deduce that

E := 0.0993
(
ecos(x0)/2, ecos(x1)/2, . . . , ecos(xN )/2

)
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satisfies (4.8) if h ≤ 0.141 < h∗. Now, if M := W̄ and h ≤ 0.141 < h∗ the hypothesis of the Theorem
4.2.2 are satisfied because hM > 1/2. Thus, the sequence in (4.14) converges to a positive solution
wh = (wh,0,wh,1, . . . ,wh,N) of (4.6). This solution is unique in [0,M] and it satisfies

0.13 ≤ wh(x) ≤ 0.91, where wh(x) =

N∑
i=0

wh,iϕi(x). (4.32)

Now we will obtain the estimations of ‖ū(k)
h − u‖∞, given by Theorem 4.2.3. Afterwards, we will

present these estimations in Table 4.1. Using the notation

εk := min
x∈[0,1]

ū(k)
h (x) and Mk := max

x∈[0,1]
ū(k)

h (x),

we have that the constants in the Theorem 4.2.3 are bounded as follows

γ0 ≥ εkecos(1)/2, γ1 ≥
εkecos(1)/2

2.5 − cos(1)e1−cos(1) , γ2 ≤ 2Mk +0.5e1/2M2
k + (1.5−cos(1)e1−cos(1) +e1/2Mk)η,

where η := ‖w′′‖2 is estimated from problem (4.30) and (4.31) as follows

‖w′′‖2 ≤ ‖w′′‖∞ = ‖cw − ãw2‖∞ ≤ 2.25e−1/2 − cos2(1)e1.5−2 cos(1) ≈ 0.92

h k
∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
2

‖w − w̄(k)
h ‖∞ ‖u − ū(k)

h ‖∞

10−2 4 1.4 · 10−8 1.05 · 10−2 2.07 · 10−2

10−3 4 4.44 · 10−9 9.35 · 10−4 1.87 · 10−3

10−4 4 1.41 · 10−9 9.36 · 10−5 1.87 · 10−4

10−5 5 1.30 · 10−16 9.2 · 10−6 1.84 · 10−5

Table 4.1: A posteriori error for the problem 4.29.

Finally, it is important to comment that 128-bit floating-point arithmetic (quad precision) is re-
quired for the case h = 10−5 because of the bad influence of the rounding errors appearing if 64-bit
floating-point arithmetic (double precision) is used. In particular, the results of Theorem 4.2.2 are not
satisfied for k = 4 and it is not possible to obtain∣∣∣∣Fh

(
w̄(k)

h

)∣∣∣∣
∞
< 10−11

for some k ≥ 0 if the double precision is activated. Fortunately, the problems are eliminated using quad
precision.
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Chapter 5

Conclusions

This thesis introduces the discrete sub- and supersolutions method to simulate the positive solutions
of the generalize logistic diffusive equation. This new method provides exactly an algorithm with all
the necessary details, like the initial data, the step size and the stop criterion among others, to approx-
imate the positive solution of a current research problem. In addition the method calculates explicitly
the difference between the approximated solution and the solution. Consequently, the discrete sub and
supersolutions method provides the keys to optimize the finite element mesh size when applied to non-
linear equations with varying coefficients.

The necessary and sufficient conditions that guarantee that the Discrete Maximum Principle (DMP)
is fulfilled are the key tools throughout the thesis. The DMP in this thesis is the discrete version of the
characterization of the Maximum Principle in [40], [8] and [37] that has inspired us. To ensure the con-
vergence of the Newton Method, it is enough that the iterations are positive, are ordered and do not
intercross. For all this to be fulfilled, it is required to restrict the mesh size so that the DMP is satisfied.
Also, it is required the initial data of the Newton Method to be a positive strict supersolution. In this
thesis, we provide this mesh size and one positive strict supersolution for each discrete problem studied.

Once the converge of the Newton Method is guaranteed, it is necessary to find a positive constant
limiting below all iterations, independently of the mesh size. This constant ensures that the coercivity
constant does not depend on the mesh size which is essential to prove that the approximate solution
effectively converges to the solution of the problem. In this thesis, we prove that, thanks to the DMP,
a positive strict discrete subsolution limits bellow all iterations but it would be necessary to check that
this subsolution is bounded below by a positive constant, independently of the mesh size. Fortunately, if
the mesh size is less that a second threshold, a theoretical subsolution, maybe more restrictive, provides
us this positive constant. In addition, in this thesis, the second threshold is provided for each discrete
problem.

The discrete sub- and supersolutions was introduced for the first time in the recent paper [5] for
a heterogeneous diffusive logistic equation, which is written up in Chapter 2. The referee of this paper
exposed:

“This works considers the stationary logistic equation, set in one spatial dimension, with variable
coefficients and Neumann or Robin boundary conditions. The authors establish some conditions to
ensure that the discretization of the problem via the nonlinear finite elements method converges to and
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has the same shape of the solution of the original continuous problem.
The main novelty is the use of discrete sub- and supersolutions to guarantee that the Newton

(or modified Newton) method converges to the solution of the discrete problem. The key for that is
a characterization of the validity of the discrete maximum principle, which is a counterpart of the
continuous version established in [40] and later refined in [8].

The techniques developed in this work are very innovative since they build an easily implementable
bridge between continuous and discrete problems, that can be extended to many other differential prob-
lems of elliptic type. Moreover, the mathematical presentation of the results is pretty clear and the
simulations of Section 6 help to understand how the developed theory works. For all this reasons, I
recommend this work for publication in the Journal of Differential Equations.”

The main goal of this thesis is to approximate the positive solution of the generalized diffusive
logistic equation. In Chapter 3, we apply the discrete sub- and supersolutions method to this model
and successfully achieved our goal. Similar results to those of Chapter 2 are achieved depending on the
parameters of the model. The great difficulty of this problem is that is not self-adjoint, but it is possible
to apply a change of variable to obtain the coercivity constant and thus, to prove the convergence. Also,
a different strategy is considered in Chapter 4. Applying a change of variable, we transform the model
in a self-adjoint problem in order to use the results of Chapter 2.

The two strategies provide methods to approximate the positive solution of the generalized dif-
fusive logistic equation. It is important to highlight that each strategy either provides different initial
data, step size, stop criterion and explicit error. We provide them for the same example in Chapter 3 and
Chapter 4. Clearly, the errors in infinity norm are better for “normal” parameters if we apply the change
of variable because in this case the error is bounded above by a constant dependently of h against h1/2

without the change of variable. Nevertheless, when we apply the change of variable using the expo-
nential function, the underflow and overflows have to be checked. Also, it is necessary to approximate
the second derivative of m, thus more regularity on m is needed. Consequently, we suggest taking into
account both strategies and to calculate both errors.

Finally, we would like to comment that the discrete sub- and supersolutions method opens the
possibility of being able to use it with other numerical methods different to the Finite Element Method
and also to apply it to many others nonlinear partial differential equations. Moreover, the following step
is to treat the case of several dimensions, but we have preferred to choose it in one dimension, because
the method is new.
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[37] J. López-Gómez, Linear Second Order Elliptic Operators, World Scientific Publishing, Singapore,
2013.
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