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ABSTRACT 

This study focuses on the development of a three dimensional numerical model, based 

on the lattice Boltzmann method (LBM), for two-phase fluid flow dynamics employing 

a multiple-relaxation-time (MRT) pseudopotential scheme. The numerical model is 

applied in the investigation of acoustic interactions with microscale sessile droplets (1-

10 µl), under surface acoustic wave (SAW) excitation, through the introduction of 

additonal forcing terms in the LBM scheme. In the study, a range of resonant frequencies 

(61.7 - 250.1 MHz) are studied and quantatively compared to existing studies and 

experimental findings to verify the proposed model. The modelling predictions on the 

roles of forces (SAW, interfacial tension, inertia and viscosity) on the dynamics of 

mixing, pumping and jetting of a droplet are in good agreement with observations and 

experimental data. 

Further examination of the model, through parameter study, identified that the relaxation 

parameters considered free to tune in the MRT, play an important role in model stability, 

providing large reductions in spurious velocities, in both the liquid and gas phases, when 

the values are specified correctly. It has also been discovered that employing a dynamic 

contact angle hysteresis model increased the adhesion between the liquid droplet and the 

substrate, improving the agreement with experimental findings by up to 20%. Lastly, an 

investigation of various equation of state implementations revealed some fascinating 

differences in droplet dynamics and behaviours, owing primarily to the physical 

underpinning of which each is based upon. 

The developed model is successfully applied in the examination of various scenarios 

including SAW-droplet interactions on an inclined slope, droplet impact on flat 

(horizontal) and inclined surfaces with and without SAW interactions, and dual SAW 

interactions on a droplet at several configurations. The findings indicate the importance 

of applied SAW power, especially in inclined slope scenarios, to overcome the inertia and 

gravitational forces which act to counteract the droplet motion initiated by the acoustic 

wave direction of travel.  

Furthermore, a new multi-component multi-phase multi-pseudopotential (MCMP MPI) 

LB model is proposed. The study details initial model development and verification for 

classical benchmark cases, comparing to both the single-component (SCMP MPI) and 

publicised data. Similar to its SCMP MPI counterpart, the model displays excellent 



stability, even at high density ratios, and thermodynamic consistency. Comparison to the 

SCMP MPI model reveals lower spurious velocities are generated in the proposed MCMP 

model, approximately one order of magnitude lower. Close inspection of the interaction 

force implementation shows they are analogous whilst similar surface tension values are 

presented for both models. The proposed scheme signifies a new class of MPI model 

capable of simulating realistic fluid compositions for use in applications of scientific and 

engineering interest. 
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Chapter 1 – Introduction 

1.1 Perspective 

In recent years, due to technological advances, there has been a move towards 

incorporating complete laboratory analysis procedures on to the surface of a microfluidic 

device, known as Lab-on-a-Chip (LOC) [1]. The objective being that analysis processes 

such as DNA detection or sequencing [2], which conventionally occurs in a laboratory 

setting consisting of multiple pieces of equipment, can be simplified in scale and lead-

time, allowing for evaluation to be conducted in the field. The shorter processing time 

would also provide more instantaneous outcomes to potential patients hence diagnosis 

could be quicker. In the literature, a microfluidic “platform” is described as providing a 

set of fluidic operations which are designed to be easily incorporated into defined 

fabrication practices to set a basis for miniaturisation, integration and automation of bio-

chemical processes [3]. 

The performance and control of chemical and biological processes in a microscale system 

can throw up some challenges, for example, mixing processes are generally required to 

be fast and effective, however mixing by diffusion, at this scale, is inherently slow and 

requires relatively long channels to achieve sufficient mixing due to low Reynolds 

number [4,5]. Additionally, the reduced volume of fluid being examined can be 

technically difficult since, at the microscale, pumping becomes more difficult due to a 

significant increase in viscous and capillary forces [6].  

Recently, surface acoustic waves (SAW) have been shown to demonstrate features that 

could have positive implications for the development of microfluidic devices [7]. 

Pumping, mixing, jetting and nebulisation of microdroplets can all be induced through 

manipulation of the applied power of the SAW [8]. As the acoustic wave propagates in 

the path of a liquid droplet, the energy is transferred into the liquid medium causing the 

aforementioned phenomena to occur. This interaction coupling mechanism between the 

SAW and the fluid is not yet fully understood, hence further investigation is required [9–

11]. 

1.2 Research Objectives 

The focus of this thesis is to provide understanding of the underlying mechanisms which 

dictate droplet behaviours in the presence of SAW interaction. A three-dimensional 
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numerical model has been constructed to study the hydrodynamic effects of SAW-droplet 

coupling, with the aim of providing insight and guidance to the microfluidics community. 

A comprehensive analysis of SAW parameters and configurations has been investigated 

for droplets on horizontal and inclined substrates, and droplet impact on horizontal 

substrates.  

It is also the objective of this thesis to examine the choice of numerical schemes and 

provide insight into its influence on model stability, applicability, and performance for 

SAW-droplet interactions. 

1.3 Thesis structure 

The thesis has been arranged into chapters described below: 

Chapter 1 – Introduction: Provides a brief introduction to the research topic and an 

overview of the objectives. 

Chapter 2 – Literature Review: Reviews the current research centred around SAW-based 

microfluidics themes, highlighting background theories and fundamentals. Experimental 

and numerical studies are introduced, with any research or knowledge gaps being 

emphasised. 

Chapter 3 – Pseudopotential LB Multiphase Models: Introduces the theory of the 

pseudopotential LB and provides analysis on the current models. Fluid-solid interactions 

are studied with some recommendations provided to the community. 

Chapter 4 – Development of lattice Boltzmann model for surface acoustic wave 

interactions in sessile droplets: Reports the construction and development of a numerical 

model for examining the interactions between SAW and microscale sessile droplets. 

SAW and LB parameters are investigated and their outcome on droplet behaviours and 

dynamics is described. 

Chapter 5 – Influence of configuration parameters on SAW-droplet interactions: Further 

examination of the effect model configuration parameters have on droplet dynamics 

during SAW-droplet coupling.  

Chapter 6 – Investigation of the dynamics of surface acoustic wave interactions in sessile 

droplets: Studies on droplet behaviours during SAW interactions for different 
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applications; droplet on inclined slope, droplet impact on flat slope with/without SAW, 

and dual SAW interactions from opposing sides of the droplet. 

Chapter 7 – Multi-component Multi-phase Multi-Pseudopotential lattice Boltzmann 

model: Introduces a newly proposed numerical model for multi-component fluids with 

multiple phases using the multi-pseudopotential LB framework. 

Chapter 8 – Conclusions and Future Work: Provides a summary of the research work 

completed as part of the thesis and indicates potential avenues for future work. 
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Chapter 2 – Literature Review 

2.1 Introduction  

Fluids are essentially substances which cannot withstand shear forces when at rest, and 

when subject to external stresses, undergo continuous deformation. Liquids (water) and 

gases (air) are typical examples. Fluids are constructed from a large number of atoms or 

molecules which can move around and interact with one another. At the microscopic scale 

(<10-3 m), the dynamics of the fluid molecules can be extremely complex due to 

fluctuations and strong inhomogeneity. Conversely, at the macroscopic scale (~101 m) 

the opposite is demonstrated. The dynamics are achieved through averaging the motion 

of the molecules, culminating in a continuous, homogeneous system. 

The manipulation of droplets at small scale has been a field of study which has had 

widespread popularity in scientific and engineering contexts [12–15]. Advances in 

technology and computational resources have unlocked new possibilities which could 

have positive repercussions in fields such as chemical and biological analysis. Major 

advancements in the field of microfluidics (the manipulation of fluids at length scales less 

than a millimetre [16,17]) gave rise to the production of miniaturised devices, enabling 

areas such as DNA analysis to become integrated into the device [18]. A popular area of 

research within the community is concentrated around micro-Total Analysis Systems (µ-

TAS) where the objective is to integrate whole laboratory processes on to a single chip. 

This has also been termed LOC [3,19]. The precise manipulation of small volumes of 

liquids requires the network of channels within the device to be on the scale of typically 

10 to 100 µm. The channels are normally fabricated on the surface of substrates, ranging 

from glass, silicon and piezoelectric crystal. Although it may seem as though a LOC 

device is merely a network of microchannels, it does however serve other functions 

depending on the intended application. It should then be seen as a multifaceted 

microsystem involving mechanical, electronic and fluid functions [20]. 

It is the objective of this thesis to explore, understand and develop new modelling 

techniques for SAW interactions on microscale sessile droplets, ranging in diameter 1 to 

10 mm. Consequently, it is only appropriate that the basic concepts are presented in order 

to provide the necessary understanding of acoustic wave propagation and excitation in 

the presence of liquid droplets. 
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2.2 Surface Acoustic Wave Generation and Propagation in Solid, Liquid and 

Solid-Liquid Interfaces 

Surface acoustic waves can be categorised depending on their mode. Conditional on the 

type of substrate and resonant frequency, SAWs can be defined as Rayleigh, Sezawa, 

Shear-horizontal and Love wave [21]. The most widely known form is the Rayleigh 

SAW. It was first postulated by Lord Rayleigh in 1885 where he described the behaviour 

of waves entering an isotropic elastic solid [22]. It was discovered that the wave energy 

was confined to a region close to the free surface, decaying with depth inside the substrate 

until it becomes negligible in a few wavelengths of the surface [23]. Generally, this type 

of surface acoustic wave is generated using an interdigital transducer (IDT) where the 

electrical field generated is coupled to a piezoelectric substrate. This is commonly known 

as a SAW device consisting of an IDT and a piezoelectric substrate. The IDT fingers are 

arranged resembling a comb shape and are usually produced in pairs; one to act as a 

transmitter, connected to an excitation source, and the other as a receiver. The electrical 

signal applied to the transmitter is converted to mechanical energy, producing the SAW 

along the substrate. The mechanical energy is then converted back to electrical energy at 

the receiver. 

There are various IDT shapes and designs depending on the intended application. Straight 

IDT’s are conventionally used in SAW devices where the fingers are organised in parallel, 

presented in Figure 2-1 (a), however focused devices use curved IDT’s to concentrate the 

SAW energy to a single point in the device, illustrated in Figure 2-1 (b). Other forms 

include tapered and flexible devices [24].  

            

Figure 2-1. Illustration of different IDT shapes; (a) straight IDT for coventional SAW 

device [25] (b) curved IDT for focused SAW device [26] 

 

(a) (b) 
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Similarly, there are a multitude of substrate materials commonly used in the manufacture 

of SAW devices. The most commonly used include lithium niobate (LiNbO3) and quartz. 

Additionally, devices incorporating thin-film piezoelectric materials such as zinc oxide 

(ZnO) and aluminium nitride (AlN) can be utilised to modify the sound wave velocities 

and hence alter the Rayleigh angle [27]. 

2.2.1 Rayleigh wave characteristics 

A Rayleigh wave consists of two translational components; one is longitudinal which 

causes horizontal displacement, and the other is transverse producing vertical translation 

of the SAW. Propagation in the lateral direction is assumed uniform. It is found that for 

a typical isotropic material (i.e., piezoelectric) the motion of the material particles is 

elliptical in shape. The rotation direction of the surface particles is anticlockwise which 

is in contrast to the propagation direction. Interestingly, the rotation direction is reversed 

at a depth of approximately one fifth from the surface [28]. 

As indicated in Figure 2-2, the motion of the surface particles is elliptical in a Rayleigh 

wave. When a liquid medium is loaded on to the free surface of the piezoelectric substrate 

the vertical component of the acoustic wave couples with the liquid layer adjacent to the 

surface. 

 

Figure 2-2. Rayleigh wave characteristics in a piezoelectric material. Displacement field 

distribution as a function of depth [28] 
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This coupling leads to the emission of longitudinal waves into the liquid, known as the 

Leaky Rayleigh wave or Leaky SAW (LSAW), as shown in Figure 2-3. Due to a 

difference in velocity of the longitudinal sound wave 𝑉" and the Rayleigh wave in the 

solid substrate 𝑉!, the resultant wave is radiated in the fluid at an angle, known as the 

Rayleigh angle 𝜃! [9] 

 

For a 128º YX-LiNbO3 substrate, the SAW velocity is about 3994 ms-1 and the velocity 

of the water is approximately 1500 ms-1 resulting in a Rayleigh angle is roughly 23º [29].  

 

Figure 2-3. Sketch of acoustic wave attenuation from solid substrate into liquid at 

Rayleigh angle qR [30] 

2.3 Experimental Principles and Observations of SAW in Microfluidics 

Over the past few years there have been many studies employing SAW devices for 

various scientific applications. In the subsequent sections, a review of the current 

experimental progress and insights in SAW driven microfluidics is presented, with special 

interest in SAW-based microfluidics applications focused on deformation and translation 

of sessile droplets. 

2.3.1 SAW Streaming, Pumping, Jetting and Atomisation 

The term streaming is defined as the internal circulation generated inside the liquid 

medium due to the leakage of acoustic energy from the SAW, as depicted in Figure 2-4. 

𝜃! = sin)*
𝑉"
𝑉!

 2–1 
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The acoustic reflections within the droplet translate into a hydrodynamic circulatory 

motion which is driven by the leaky SAW. 

SAW-driven acoustic mixing in sessile droplets can be difficult due to the  small volumes 

of liquid involved [31]. At the microscale, capillary and viscous forces become more 

dominant over gravitational and inertial forces, leading to less efficient mixing as the 

diffusion timescale is increased significantly. The work of Shilton et al. [31] revealed 

evidence of chaotic advection in a SAW-driven system through tracking particles 

trajectories. It was observed that an increase in fluid viscosity leads to a less chaotic flow, 

with the particle trajectories exhibiting a bulk rotational flow pattern.  

 

Figure 2-4. Illustration of acoustic streaming induced by SAW due to leakage of the 

acoustic energy into the liquid at the Rayleigh angle [32] 

SAW streaming is also found to be dependent on several other factors, including; SAW 

power, frequency, liquid volume and surface condition [29]. Du et al. [21] demonstrated 

that the applied voltage has a direct impact on the magnitude of streaming velocity within 

the droplet, approximately linear for both wave modes, Rayleigh and Sezawa, for ZnO 

thin film devices. Shilton et al. [33] present a new approach for the miniaturisation of 

nanoscale microreactors. They demonstrated that in order to achieve effective vortical 

streaming in nanolitre volume droplets, frequency plays an important role. At lower 

frequency ranges, the outcome is standing wave formations, with a ring pattern emerging 

as presented in Figure 2-5 (a). To restore the vortical streaming pattern, high frequencies 

are required, on the order of GHz, illustrated in Figure 2-5 (b). 
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Figure 2-5. Acoustic streaming in nanolitre droplets; (a) 47.9 MHz case demonstrates a 

ring-like pattern emerging due to standing wave formations (b) 1107 MHz case 

illustrates streaming pairs forming in each droplet size [33] 

SAW streaming and mixing is generated at relatively low radio frequency (RF) powers, 

ranging from milliwatt (mW) to low watts (W), which can be beneficial for mixing 

chemical or biological reactants. Further increase of RF power can initiate deformation 

and translation of the droplet along the substrate if the surface has been chemically 

treated. This mode, frequently referred to as pumping, may seem like a relatively simple 

process however it involves complex interfacial dynamics and intricate internal streaming 

patterns. Guo et al. [34] investigated the effects of SAW frequency, power and substrate 

material to characterise the microfluidic performance of SAW devices. The results reveal 

that an increase in resonant frequency raises the threshold power required to achieve 

specified modes (i.e., streaming, pumping, and jetting). For pumping mode this is 

increased from 0.7 W at 61.7 MHz to 4.8 W at 250.1 MHz for a LiNbO3 substrate. 

Additionally, it is shown that a LiNbO3 substrate demands significantly less power than 

a ZnO/Si substrate to initiate the respective modes [34]. 

Additionally, Brunet et al. [35] experimentally studied the effects of SAW on droplets 

composed of different liquids (deionised water and water/glycerol mixtures) on LiNbO3 

substrate. The findings reveal the importance of viscosity on droplet velocity, with an 

(a) 

(b) 
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increased viscosity resulting in a lower velocity due to viscous dissipation [35]. Tan et 

al. [32] explored the possibility of utilising the movement of sessile droplets to collect 

microparticles deposited on a contaminated surface, as shown in Figure 2-6. They report 

collection efficiencies of up to 68% for pollen and 70% for E. coli bacteria, compared to 

55% for synthetic particles. The reasoning for this disparity has been partially attributed 

to the surface roughness of pollen and the spiked surface of the bacteria enhancing the 

collection capacity over the artificial particles. It has been envisioned that this type of 

device could be beneficial in the collection of airborne microorganisms owing to the 

irregularity of the surface bioparticles [32]. 

 

Figure 2-6. Sequential images showing particle collection using droplet movement over 

surface; (a) melamine (hydrophilic) particles (b) polystyrene (hydrophobic) particles. 

Droplet movement is from top to bottom. Further magnification (bottom images) shows 

polystyrene particles left behind gathered in ring-like structures rather than in random 

clusters [32]  

The movement of droplets can be carefully manipulated to allow it to follow a 

predetermined path on the chip. Wixforth [7] demonstrated that several droplets of 

different fluids (or reagents) can be acoustically guided along chemically defined tracks 

(a) 

(b) 
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on the chip where they can be merged, split or mixed depending on the desired 

application. Zhang et al. [36] present a method for contactless droplet transport and 

processing using programmable, acoustic-based devices. The technology allows for 

precise droplet manipulation via a trap and release mechanism where a pre-programmed 

sequence is executed, see Figure 2-7, allowing for multi-step reactions where it is 

imperative that reactants are added sequentially. 

 

Figure 2-7. Sequencial images of droplet merging using a digital acoustic-based device; 

a-d merging of two droplets [36] 

Droplet jetting is achievable when the acoustic radiation is large enough to overcome the 

surface tension of the droplet. A large surface acceleration is produced which serves to 

destabilise the air-liquid interface, culminating in an elongated column of fluid 

emerging [26]. Shiokawa et al. [30] reported jet streams with SAW excitation where the 

water is continuously ejected from the substrate, along the Rayleigh angle, until all the 

fluid has been depleted. Jetting phenomenon can be achieved from a single propagating 

SAW, where the acoustic wave travels along the device from left to right for example. 

Moreover, the use of focused SAW devices has been exploited in this area as the energy 

is concentrated to a single point [26]. Two opposing acoustic waves focused towards the 

liquid droplet at the centre of the device causes deformation in a consistent manner, with 

an extended column being produced normal to the surface, illustrated in Figure 2-8. Tan 

et al. [26] experimentally investigated the nature of jetting phenomena in a bid to provide 

a greater understanding of the fluid behaviour to the microfluidics community. The study 
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reveals the existence of various regimes, as a consequence the acoustic energy radiated 

to the droplet, which can result in pinch-off of single or multiple droplets, leading to total 

drop breakup. Additionally, the author present a derivation for predictive jet velocity, 

based on a jet momentum balance derived by Eggers [37], comparing it to experimental 

findings. The results demonstrate a good agreement with the measure values; hence a new 

predictive approach has been developed. This type of device could be have advantages in 

ink-jet or soft biological printing applications where there is no longer any need for a 

nozzle [38]. 

 

Figure 2-8. Initial jet formation sequence due to concentrated acoustic radiation arising 

as a consequence of the convergence of two SAWs produced by curved focused IDTs 

placed on both sides of the drop [26] 

Atomisation or nebulisation of fluids has a wide range of applications including 

agriculture [39,40], medical [41,42] and automotive [43–45]. The obliteration of liquids 

into miniscule particles is beneficial in the delivery of drugs into the lungs, in asthma 

patients for example, where particle size is important in being able to penetrate the lung 

cavity more effectively to dispense the intended dosage [46]. 

The SAW atomiser was first proposed by Kurosawa et al. [47] in the 1990’s, where owing 

to advances in material technologies, they were able to increase the operational frequency 

of their device to 10 MHz. The authors observe a coupling between the Rayleigh wave 

and the thin liquid film, which when the power is intensified, the vibrating surface 

transfers into the liquid, triggering capillary waves at the free surface. An atomised mist 

is then detected at the crest of the capillary waves once the intensity is high enough [47]. 
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Recently, Qi et al. [48] proposed a device capable of extracting protein molecules and 

live yeast cells through an ‘extraction of fluid from paper’ technique. The process 

involves extracting fluid from narrow strips of paper, through SAW atomisation, which 

could have promising applications in mass spectrometry, medical diagnosis and drug 

delivery [48]. The contribution by Ho et al. [49] substantiated the application of a paper-

based SAW atomisation device to mass spectrometry as they were able to successfully 

detect low levels of heavy metals in tap water as well as drugs in whole human blood. 

Alvarez et al. [50] investigated the use of a SAW atomiser for drug delivery purposes, 

where microparticles are encapsulated inside Poly-ε-caprolactone (PCL). The findings 

reveal that frequency and concentration of PCL have a strong influence on final 

microparticle size, with smaller particles (~3 µm) being generated at lower evaporation 

rates which are suitable for effective respiratory drug delivery. 

2.3.2 SAW Devices for Particle Concentration and Sorting 

Besides droplet manipulation on a SAW device, acoustic internal streaming has been used 

to concentrate microparticles to a specific region within the liquid. Li et al. [51] revealed 

that by inducing a bulk azimuthal circulatory flow via asymmetrical positioning of the 

droplet in the path of the propagating SAW radiation, particles can be focused towards 

the centre of the droplet, as can be seen Figure 2-9. Redispersion of particles can also be 

achieved when the input power is intensified further such that shear-induced migration is 

overcome by outwardly orientated centripetal acceleration [51]. 

Many other studies have reported exploiting SAW-driven induced internal streaming for 

the concentration of microparticles in droplets [52–54]. However, there has been much 

interest in the development of efficient and effective particle and cell actuation devices 

utilising microfluidic channels. Shi et al. [55] presented a novel manipulation technique 

for focusing particles in microfluidic channels using standing SAWs (SSAW). SSAWs 

can be generated when a pair of IDTs, aligned on either side of the channel, propagate 

acoustic waves towards the centre, from opposing directions. The interference of the two 

waves culminates in a standing wave, together with the periodic distribution of pressure 

nodes and anti-nodes, shown in Figure 2-10. The fluctuating pressure generates an 

acoustic radiation (along the X axis) which drives the suspended particles towards either 

pressure nodes or anti-nodes, depending on the density and the compressibility between 

particles and the fluid [56]. Devices can be specifically designed in order to focus 
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particles to the channel centre, through careful consideration of the channel width to 

encapsulate only a single pressure node. This allows the distributed particles entering the 

channel to be funnelled towards the channel centre once they pass the SSAW interaction 

area between the opposing IDTs (Figure 2-10). 

 

Figure 2-9. Images showing rapid concentration of 1 µm spherical fluorescent 

polystyrene particles at RF power 330 mW [51] 

More recently, Wu et al. [57] demonstrated that nanoparticles can be successfully 

separated, in a continuous flow, based on volume through tilting the angle of the IDTs on 

the microfluidic device. The results show that, at a constant input power, the larger 

particles are moved further from the original stream whilst the smaller particles are moved 

less, allowing for the collection of each at opposing outlets.  

 

Figure 2-10. Schematic of SSAW particle focusing device. Insert demonstrates working 

principle of SSAW [55] 
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2.3.3 Thermal Impact Induced by SAW 

Although thermodynamic heating effects is a widely known problem in SAW 

microfluidics, there has been very limited research dedicated to the topic. The consensus 

from the community is that the thermal effect is a consequence of both losses in the 

substrate and viscous dissipation of acoustic energy in the liquid [58]. These effects are 

exacerbated as the RF power of the IDT is increased which can cause issues, especially 

in applications involving biological matter such as tissue or cells where they are 

particularly sensitive to temperature [59]. 

Recently, an experimental study by Mehmood [60] investigated the connection between 

kinetic and thermal impacts of SAW-droplet interactions for a thin-film piezoelectric 

substrate. The author proposed an analytical model, based on mass, momentum, and 

energy conservation, to describe a coupling mechanism between the internal streaming 

and the temperature distribution within the droplet. As illustrated in Figure 2-11, in the 

model kinetic sources from streaming, Kst, and friction, Kf, are considered whilst thermal 

sources include heat transfer from the substrate to the droplet, Qs, radiated energy at the 

SAW interaction point, Qr, and heat transfer from the droplet to the surroundings, Qair.  

 

Figure 2-11. Schematic explaining thermodynamic energy conservation of SAW-droplet 

interactions indicating heat transfers and kinetic change inside the droplet [60] 

The findings from the study reveal that the temperature rise inside the droplet is directly 

proportional to the reasonant frequency of the SAW device. Depending on the applied 

power, wave (Rayleigh or Sezawa) and time during experiment, there can be heat transfer 

from the droplet back to the substrate as the temperature of the bottom layer of fluid in 
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the droplet is greater than that of the substrate. Lastly, the contribution of thermal energy 

within the droplet is found to vastly exceed that of the kinetic energy, hence the majority 

of input power from the IDT is converted to heat. 

2.4 Numerical Techniques for SAW-Liquid Interactions 

As previously shown, experimental studies of SAW-liquid coupling have allowed for 

mixing, pumping, jetting and atomisation of microfluids to be achieved through careful 

manipulation of the input parameters [38]. Recently, computational modelling has been 

employed to aid in the understanding of underlying hydrodynamic mechanisms and 

behaviours. Numerical studies can be an effective tool in the manufacturer of microfluidic 

devices since behaviours can be predicted and mechanisms can be revealed, allowing for 

more effective and efficient utilisation of device design. 

Numerical modelling can be categorised according to scale, progressing from the 

Continuum scale down to the nano scale where particles or molecules are simulated. 

Beyond this scale, a quantum mechanics approach is required where individual atoms are 

considered and the distinction between solid and liquid no longer applies [61]. Well 

established computational techniques, centred around the Continuum scale, have been 

widely available for several years. On the other hand, modelling based on microscopic 

interactions of particles has seen less popularity and thus minimal exposure. In the 

following, acoustic streaming theory is introduced followed by a review of numerical 

modelling techniques, with special interest in studies focused on SAW interactions in 

microfluidics, detailing novelty and findings which have progressed the overall 

understanding of the field. 

2.4.1 Acoustic streaming theory 

The flow (momentum) of continuum fluids can be represented by equations based on the 

Navier-Stokes (N-S) equations, 

 

where 𝜌 is the density of the fluid, 𝑷 is the pressure, 𝒖 is the velocity, 𝜂 and 𝜇 are the 

bulk and shear viscosities, respectively. Mass conservation is satisfied by the continuity 

equation, 

𝜌
𝜕𝒖
𝜕𝑡 + 𝜌

(𝒖 ∙ ∇)𝒖 = −∇𝑷 + 𝜇∇+𝒖 + Q𝜂 +
1
3𝜇T ∇

(∇ ∙ 𝒖) 2–2 
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Assuming wave propagation is an adiabatic process [62] and after expansion, through 

conservation of momentum Eq. 2–2 may be written as  

 

Taking the time average of Eq. 2–4, the acoustic streaming equation, derived by 

Nyborg [63,64] for an incompressible fluid, is then defined as, 

 

where 𝐹 = −𝜌〈(𝒖 ∙ ∇)𝒖 + 𝒖(∇ ⋅ 𝐮)〉, is the acoustic streaming force, 𝒖 is the velocity of 

the Rayleigh wave in the fluid and 〈⋅〉 represents the time-averaged mean value over a 

large number of cycles. From Eq. 2–5, it is clear that once the velocity is known, the non-

linear streaming force can be calculated.  

A propagating SAW will change its mode to LSAW when it comes into contact with a 

liquid medium. A longitudinal wave, established from the conversion of SAW to LSAW, 

is transmitted in the fluid along the Rayleigh angle, as described in Figure 2-3. The 

particle displacement (𝑢, , 𝑢-) can be represented by [29], 

 

where A is the SAW amplitude and 𝜔 = 2𝜋𝑓 is the angular frequency. The Rayleigh 

wave number 𝑘! is a real number while the Leaky SAW 𝑘. is complex, with the 

imaginary part representing energy dissipation in the liquid. According to [30], 𝑘. can be 

calculated by extending the method of Campbell and Jones [65] to liquid/solid structures 

assuming that the boundary conditions of stress and displacement at z = 0 are continuous. 

The attenuation constant, a, is found from, 

 

𝜕𝜌
𝜕𝑡 + ∇ ∙ 𝜌𝒖 = 0 2–3 

𝜕(𝜌𝒖)
𝜕𝑡 + 𝜌(𝒖 ∙ ∇)𝒖 + 𝒖∇ ⋅ 𝜌𝐮 = −∇𝑷 + Q𝜂 +

4
3𝜇T∇

(∇ ∙ 𝒖) − 𝜇∇+𝒖 2–4 

𝜇∇+𝒖 − ∇𝑷 + 𝐹 = 0 2–5 

𝑢, = 𝐴𝑒𝑥𝑝(𝑗𝜔𝑡) ⋅ 𝑒𝑥𝑝(−𝑗𝑘.𝑥) ⋅ 𝑒𝑥𝑝(𝛼𝑘.𝑧) 

       𝑢- = −𝑗𝛼𝐴𝑒𝑥𝑝(𝑗𝜔𝑡) ⋅ 𝑒𝑥𝑝(−𝑗𝑘.𝑥) ⋅ 𝑒𝑥𝑝(𝛼𝑘.𝑧) 2–6 

𝛼+ = 1 − b
𝑉.
𝑉"
c
+

 2–7 
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with 𝑉. and 𝑉" symbolising the Leaky SAW velocity and sound velocity in the liquid, 

respectively. 

Through replacing the particle displacement (𝑢, , 𝑢-) with the particle velocity 𝑣 =

𝛿𝑢 𝛿𝑡⁄ , and substituting into Eq. 2–5, the components of streaming force (𝐹, , 𝐹-) can be 

expressed as [29], 

 

where 𝛼 = 𝑗𝛼* and 𝑘. = 𝑘/ + 𝑗𝑘#. Since the total SAW streaming force is given by 

𝐹0%1 = g𝐹,+ + 𝐹-+, it can be shown that the derivation of the force is equal to [29], 

 

The direction of the SAW force in the liquid is similar to the radiation of the LSAW, 

along the Rayleigh angle. The exponential decay of the longitudinal wave restricts the 

impact of the SAW force in the fluid to a few microns of the interface point between the 

SAW and the liquid medium. The above theory and derivation provide a framework from 

which SAW induced acoustic streaming, within a liquid medium (droplet), can be 

numerically predicted with or without the implementation of the  dynamics of the acoustic 

field. In this research, the SAW transportation is decoupled in the solid and liquid, hence 

no acoustic field is applied, instead a body force (modelled according to Eq. 2–9) is 

employed. Further details can be found in Section 4.2. 

2.4.2 Continuum scale models 

With the advent of computational technologies in the early 20th Century, methodologies 

providing solutions to the above set of equations was vastly accelerated. Since its 

inception, computational fluid dynamics (CFD) [66] has grown to become the most 

successful and popular method for simulating fluid dynamics. Numerical approaches such 

as Finite Volume (FV) [67,68], Finite Difference (FD) [69,70] and Finite Element 

(FE) [71,72] discretise space and time to approximately solve the system of governing 

equations. 

𝐹, = −𝜌(1 + 𝛼*+)𝐴+𝜔+𝑘# 	𝑒𝑥𝑝	2(𝑘#𝑥 + 𝛼*𝑘#𝑧) 

    𝐹- = −𝜌(1 + 𝛼*+)𝐴+𝜔+𝛼*𝑘# 	𝑒𝑥𝑝	2(𝑘#𝑥 + 𝛼*𝑘#𝑧) 2–8 

𝐹0%1 = −𝜌(1 + 𝛼*+)2 +⁄ 𝐴+𝜔+𝑘# 	𝑒𝑥𝑝	2(𝑘#𝑥 + 𝛼*𝑘#𝑧) 2–9 
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Multiphase flow models at the continuum scale aim to solve the governing equations 

whilst differentiating between phases. To satisfy these conditions there have been several 

methodologies proposed such as volume-of-fluid (VOF) [73], level set method 

(LSM) [74] and phase field (PF) [75]. 

To date, there have been many studies concerning the interaction between SAW’s and a 

liquid medium to investigate the dynamic behaviour of the fluid. Kӧster [76] presented a 

mathematical model to study the coupling mechanism between the LSAW and the fluid. 

The basic premise is to define to sub-categories; one based on the acoustic field and the 

other on the streaming field, to elevate the problem of extreme disparity between 

timescales (i.e., approximately 10-8 s for acoustics and 10-3 s for streaming). The author 

briefly describes a method to capture surface deformation in sessile drops which preserves 

the volume, however this is a very restricted study, consisting of only one special case. 

Antil et al. [77] similarly performed numerical simulations associated with acoustic 

streaming in microfluidic biochips. They corroborated the mathematical procedure with 

qualitative and quantitative comparison against experimental data, demonstrating good 

agreement for acoustic streaming behaviour. More recently, Alghane and co-

workers [78–80] comprehensively studied the effects SAW-driven acoustic streaming in 

sessile droplets on a 128º YX-LiNbO3 substrate experimentally and numerically, by 

means of a three dimensional FV modelling scheme (see Figure 2-12).  

 

Figure 2-12. Comparison of experimental and numerical modelling for 30 µl droplet. 

Top row depicts trajectories of particles inside drop. Bottom row shows streaming 

patterns from numerical simulations. Arrow denotes SAW propagation direction [78] 
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The authors provide a numerical correlation between SAW amplitude, A (required in 

calculating the SAW streaming force in the numerical model), SAW wavelength, l, and 

the applied experimental RF powers (in Watts), 𝑃4, by matching the streaming 

velocities [78]. 

 

The proposed relationship provides a tool to link the simulated input parameters to actual 

RF powers used in the experiments. Additionally, the findings reveal the importance of 

SAW width to droplet radius, concluding that the maximum streaming velocities are 

achieved when this aspect ratio is approximately equal to half [79]. Moreover, the authors 

report strong nonlinearity in the flow inertia, suggesting the Stokes model is only valid 

for very small acoustic powers [80]. Unlike multiphase flow models, the interface region 

is considered rigid in their study, hence it was restricted to low power regimes where 

droplet deformation was insignificant. Riaud et al. [81] investigated the influence of 

viscosity and caustics on acoustic streaming in droplets both experimentally and 

numerically. The findings from the study suggest viscosity influences the flow structure 

as well as the velocity magnitude, whereas caustics appear to drive the flow.  

Lately, Biroun and co-workers [82–85] have studied both experimentally and numerically 

droplet deformation and jetting on a ZnO/Si thin film device, excited by SAW, over a 

range of resonant frequencies. The numerical model, based on a coupled level set volume 

of fluid (CLSVOF) method, is validated against experimental data, with an empirical 

correlation for 𝐴 𝜆⁄ , similar to Alghane et al. [78], presented for ZnO/Si substrates. The 

developed model captures complex multiphase fluid interactions which span a broad 

range of SAW powers, allowing for intricate droplet deformation as a direct consequence 

of SAW induced internal flow, to be captured, as shown in Figure 2-13. Interestingly, it 

has been demonstrated that SAWs can be implemented to reduce the contact time (up to 

35%) of droplets impacting a surface [84]. When an inclined surface is employed, the 

droplet rebound direction can also be manipulated through careful consideration of the 

SAW propagation [83]. 

𝐴
𝜆 = 8.15 × 10)5𝑃46.++8 + 5 × 10)5𝑃46.9 2–10 
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Figure 2-13. Comparison between experimental and numerical results for droplet jetting 

at frequency 271.32 MHz [82] 

2.4.3 Particle-based models 

In the field of numerical modelling and simulation of SAW induced streaming and mixing 

of fluids in microchannels and droplets, there exist very limited studies utilising particle-

based dynamics models. The lattice Boltzmann (LB) methodology, a mesoscopic 

modelling technique, has been used in the study of acoustic streaming and attenuation-

driven acoustic streaming for single phase fluids [86,87]. Tan and Yeo [88] studied 

acoustic streaming in micro and nanochannels under SAW excitation by means of a 

hybrid numerical scheme comprising of FD for elastic solid and LB method for fluid 

flows. The findings show good agreement with the analytical solutions, demonstrating a 

viability of using the LB in the exploration of SAW effects on liquids. More recently, 

Sheikholeslam Noori et al. [89] developed a two-dimensional (2D) two-component 

droplet-based SAW interaction model using the colour-gradient LB methodology. The 

study reported the minimum amplitude required to initiate streaming, pumping and jetting 

states for a LiNbO3 substrate at various resonant frequencies (20 MHz to 200 MHz). In a 

further study, the authors investigated numerically the comparison between ZnO/Si and 

LiNbO3 devices, revealing that the former is more suited to pumping/transport 

applications due to a shorter wet length and hence faster movement along the 

substrate [90].  
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In the proceeding section, the LB methodology will be introduced, focussing on the 

concepts and underlying theories from which the foundations are based upon.  

2.5 Lattice Boltzmann method 

The lattice Boltzmann method (LBM) has, in recent years, gained increased interest in 

the scientific community as a viable alternative for simulating complex hydrodynamic 

phenomena. LBM lies at the interface between continuum and particle-based dynamics, 

resulting in a scheme which has a relatively high computational demand but also a high 

physical insight. 

 

Figure 2-14. A hierarchy of modelling and simulation approaches, providing definition 

of Knudsen number Kn [91] 

LBM has been able to successfully simulate various regimes comprising; porous 

media [92–94], multiphase flows [95–97], turbulence [98–100] and compressible 

flows [101–103] amongst others. Before proceeding further, it is only appropriate that a 

theoretical background is presented primarily in order to provide an understanding of 

main concepts and fundamentals of the methodology. 

Essentially, the LBM is a description of a collide and stream process where fictious 

particles continuously interact and propagate along discrete pathways, on a lattice 
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structure, to reproduce hydrodynamic behaviour. Distribution functions 𝑓#(𝒙, 𝑡) provide 

a quantification of the likelihood of finding a particular particle, with a particular speed, 

at a particular location and a particular time. Particles can move from their initial position 

𝒙 along discrete lattice velocities 𝑐# to neighbouring positions 𝒙 + 𝑐#. The evolution of 

the distribution functions leads to the lattice Boltzmann equation (LBE), 

  

where 𝑡 is the time and Ω# represents the collision operator, which redistributes particles 

amongst the populations, relaxing them towards an equilibrium state. The local 

equilibrium distribution function is, 

 

where 𝑤# are the weights specific to the lattice implemented and 𝑐$ is the isothermal lattice 

speed of sound which provides the relationship between pressure and density 𝑝 = 𝑐$𝜌. 

The macroscopic fluid density 𝜌 and velocity 𝒖 can be found from, 

 

It is conventional to name the velocity set (model) with respect to the number of special 

dimensions d and discrete velocities q, i.e., DdQq. The most common models are D2Q9 

and D3Q19, which describe a 2D lattice with 9 discrete velocities and a 3D lattice with 

19 discrete velocities, respectively.  

It is necessary for a model to adhere to a general set of requirements which include mass 

and momentum conservation, whilst providing sufficient isotropy to properly describe 

the underlying physics. To satisfy the N-S equations, all moments of the weight 𝑤# up to 

fifth order must be isotropic and non-negative, which specifies the following 

conditions [104], 

𝑓#(𝒙 + 𝑐#∆𝑡, 𝑡 + ∆𝑡) = 𝑓#(𝒙, 𝑡) + Ω#(𝒙, 𝑡) 2–11 

𝑓#
:;(𝒙, 𝑡) = 𝑤#𝜌b1 +

𝒖 ⋅ 𝑐#
𝑐$+

+
(𝒖 ⋅ 𝑐#)𝟐

2𝑐$=
−
𝒖 ⋅ 𝒖
2𝑐$+

c 2–12 

𝜌 =q𝑓#
:;

#

=q𝑓#
#

 

			𝜌𝒖 =q𝑐#𝑓#
:;

#

=q𝑐#𝑓#
#

 
2–13 
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It has been noted, that for advection-diffusion problems a lower level of isotropy may be 

sufficient such that only the first four of Eq. 2–14 are necessary [104]. LB simulations 

involving the energy equation often require large velocity sets, i.e., D3Q27, since higher 

order moments are required to be solved. 

As previously mentioned, the most common lattice structures are the D2Q9 and D3Q19 

models. Apart from the above, there exist many alternatives however symmetrical lattices 

are most widely used. In 2D popular models are D2Q7 and D2Q9, while in 3D the D3Q15, 

D3Q19 and D3Q27 are most favoured. The D2Q9 velocity set is described as 

 

where the lattice weights are 

 

q𝑤#
#

= 1, 

q𝑤#𝑐#>
#

= 0, 

q𝑤#𝑐#>𝑐#?
#

= 𝑐$+𝛿>? , 

q𝑤#𝑐#>𝑐#?𝑐#@
#

= 0, 

q𝑤#𝑐#>𝑐#?𝑐#@𝑐#A
#

= 𝑐$=r𝛿>?𝛿@A + 𝛿>@𝛿?A + 𝛿>A𝛿?@s, 

q𝑤#𝑐#>𝑐#?𝑐#@𝑐#A𝑐#B
#

= 0 

2–14 

[𝑐6, 𝑐*, 𝑐+, 𝑐2, 𝑐=, 𝑐8, 𝑐5, 𝑐C, 𝑐9] 

= v
0 1 0 −1 0 1 −1 −1 1

0 0 1 0 −1 1 1 −1 −1
w 

2–15 

𝑤# =	x

4 9,						⁄

1 9,					⁄

1 36,			⁄

𝑖 = 0

𝑖 = 1, 2, 3, 4

𝑖 = 5, 6, 7, 8

 2–16 
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Figure 2-15. Scematic of D2Q9 velocity set. Note, rest velocity (c0 = 0) is not 

shown [104] 

After studying the LBE it is not immediately obvious how it relates to solving 

hydrodynamics problems. Through a perturbation and expansion process, it can be shown 

that the macroscopic N-S equations can be resolved. Chapman-Enskog  [105] analysis is 

one such technique in which the distribution function 𝑓# is expanded around the 

equilibrium distribution function 𝑓#
:; through utilising the Knudsen number Kn as an 

expansion parameter. Through this process, terms are able to be grouped more easily 

according to their Kn, such that [104] 

 

where the parameter 𝜖 provides an indication of the order of Kn. Terms above 𝜖* are often 

neglected under the assumption that only the two lowest orders are required to recover 

the N-S equations.  

2.5.1 From Lattice Gas Automata to Lattice Boltzmann Equation 

The LBE is an evolution of the Lattice Gas Automata (LGA), first proposed by 

McNamara and Zanetti [106]. To overcome the statistical noise associated with the 

Boolean nature of the LGA, distribution functions were introduced. In its early 

formulation, the LBE had inherent complexity as a result of non-linearity. This was 

quickly amended with the introduction of a quasi-linear collision operator. Assuming 𝑓# 

is close to equilibrium 𝑓#
:; (𝑓# =	𝑓#

:; + 𝑓#
D:;) then the collision operator can be described 

as,  

𝑓# =	𝑓#
:; + 𝜖𝑓#

(*) + 𝜖+𝑓#
(+) +⋯ 2–17 
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where 𝐴#G is the collision matrix governed by underlying LGA dynamics. The collision 

matrix, simplified by Chen et al. [107] and others, gave rise to a similar formulation as 

the Bhatnagar-Gross-Krook (BGK) [108] method in kinetic theory. The BGK collision 

operator, owing to intrinsic simplicity, improves the computational efficiency of the LBE. 

Consequently, the LBGK method is conceivably the most prevalent in the LB community.  

2.5.2 From Boltzmann Equation to Lattice Boltzmann Equation 

It has been demonstrated recently that the LBE can be directly derived from the 

continuous Boltzmann equation by special discretisation of time and space [109]. This 

implies, at least theoretically, that the LBE is independent of the LGA.  

The continuous Boltzmann equation, with BGK collision operator, takes the following 

form [109], 

 

where 𝑓 ≡ 𝑓(𝒙, 𝜉, 𝑡) is the single-particle distribution function, 𝜉 is the microscopic 

velocity, 𝜏 is the relaxation rate and 𝑔 is the Boltzmann-Maxwell distribution function 

given by [109], 

 

where 𝑅 is the ideal gas constant, 𝐷 is the number of spatial dimensions and 𝜌, 𝒖,	and	𝑇 

are the macroscopic density, velocity and temperature. The macroscopic variables can be 

found through moments of the distribution function, 

 

∆#𝑓# =	𝐴#Gr𝑓# −	𝑓#
:;s 2–18 

𝜕𝑓
𝜕𝑡 + 𝜉 ⋅ ∇𝑓 = −

𝑓 − 𝑔
𝜏  2–19 

𝑔 ≡
𝜌

(2𝜋𝑅𝑇)4 +⁄ 𝑒H)
(I)𝒖)!
+!K L 2–20 

𝜌 = �𝑓	𝑑𝜉 

𝜌𝒖 = �𝜉𝑓	𝑑𝜉 

𝜌𝜀 =
1
2�

(𝜉 − 𝒖)+𝑓	𝑑𝜉 

2–21 
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Discretisation of the moments, in momentum space, is approximated by quadrature [109] 

 

where 𝜓(𝜉) is a polynomial of 𝜉, 𝑊# is the weight coefficient, and 𝜉# is the discrete 

velocity set. Therefore, the hydrodynamic moments (Eq. 2–21) can be expressed in a 

similar form to, 

 

and hence the macroscopic quantities (Eq. 2–13) are derived. An interesting quantity 

surrounding the Boltzmann equation is the notion of entropy or the so-called H 

function [104].  

 

It was demonstrated by Boltzmann that the H function is not a conserved property, in fact 

it is monotonically decreasing over time, 𝑑𝐻 𝑑𝑡⁄ ≤ 0 [110], analogous with the 

thermodynamic quantity of entropy. The concept of entropy and H-Theorem is still a 

much-debated topic. Some have commented that a system which merely demonstrates 

these qualities does not necessarily mean that it is equivalent to the 2nd Law of 

Thermodynamics [111]. Nonetheless, this quality has been shown to assist in the stability 

of Boltzmann models. 

2.5.3 Lattice Bhatnagar-Gross-Krook Method 

While there are many different collision operators Ω# available, the most popular model 

is based on the simple collision operator suggested by Bhatnagar, Gross and Krook 

(BGK) [108] 

 

It is evident that the BGK collision model only utilises a single relaxation rate, 𝜏, for all 

corresponding hydrodynamic moments, related to the kinematic viscosity through, 

�𝜓(𝜉)𝑓(𝒙, 𝜉, 𝑡)	𝑑𝜉 =q𝑊#𝜓(𝜉#)𝑓(𝒙, 𝜉# , 𝑡)	
#

 2–22 

𝜌 = �𝑓	𝑑𝜉 =q𝑓#
#

 2–23 

𝐻 = �𝑓 ln 𝑓	𝑑2𝜉 2–24 

Ω#(𝒙, 𝑡) = −
∆𝑡
𝜏 �𝑓#

(𝒙, 𝑡) − 𝑓#
:;(𝒙, 𝑡)� 2–25 
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𝜈 = 	 𝑐$+ Q
1
𝜏 −

1
2T 2–26 

 

Physical properties, such as bulk and shear viscosity, are therefore unfortunately not able 

to be set independently of one another. 

Additionally, the accuracy of single-relaxation-time (SRT) models is inescapably linked 

to the relaxation rate. Despite this, the method is able to reproduce the continuity and N-

S equations, providing the catalyst for broadening the interest in LBM.  

2.5.4 Multiple-Relaxation-Time Schemes 

Developed by d’Humieres [112] around the same time as the LBGK model, the multiple-

relaxation-time (MRT) scheme overcomes some of the limitations of the original mode, 

such as fixed Prandtl number [113], by using multiple relaxations. The basic premise of 

MRT is to modify the collision operator to allow moments, instead of populations, to be 

relaxed with individual rates. The transformation between velocity space and moment 

space can be accomplished by [104], 

𝑚M =q𝑀M#𝑓#

;)*

#N6

				for	𝑘 = 0,… , 𝑞 − 1 2–27 

 

where 𝑀 is the transformation matrix. The LBE can therefore be expressed in a modified 

form,  

𝑓#(𝑥 + 𝑐#∆𝑡, 𝑡 +	∆𝑡) − 𝑓#(𝑥, 𝑡) = 	−𝑀)*𝑆[𝑚(𝑥, 𝑡) −	𝑚:;(𝑥, 𝑡)]∆𝑡 2–28 

 

where 𝑚(𝑥, 𝑡) and 𝑚:;(𝑥, 𝑡) are vectors of moments, and 𝑆 is the relaxation matrix, 

usually diagonal 𝑆 = diag	r𝑠6, 𝑠*, … , 𝑠;)*s. These individual relaxation rates can be 

regulated to enhance model stability and accuracy. Although there is no prescribed 

manner in which the rates should be set, it has been mentioned that conserved moments, 

i.e., mass and momentum, should be set to a non-zero value in order to retain trapezoidal 

integration [114]. Transformation back to velocity space is attained by [104], 
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𝑓# =q𝑀#M
)*𝑚M

M

 2–29 

 

Similar to the LBGK model, the streaming (propagation) step is carried out in velocity 

space. It is only the collision operation which is performed in moment space. The 

conversion process can be achieved using Hermite polynomials or Gram-Schmidt 

procedure, with the latter being widely favoured due to its orthogonality [104]. The 

Gram-Schmidt procedure consists of constructing a set of orthogonal vectors to occupy 

the transformation matrix, based on underlying physical properties. The outcome is a set 

of equilibrium moments which are a function of density and velocity. For a D2Q9 velocity 

set, the moments are [113,115], 

𝜌:; = 𝜌 

𝑒:; = −2𝜌 + 3𝜌r𝑢,+ + 𝑢O+s 

𝜖:; = 𝜌 − 3𝜌r𝑢,+ + 𝑢O+s 

𝑗,
:; = 𝜌𝑢, 

𝑞,
:; = −𝜌𝑢, 

𝑗O
:; = 𝜌𝑢O 

𝑞O
:; = −𝜌𝑢O 

𝑝,,
:; = 𝜌r𝑢,+ − 𝑢O+s 

𝑝,O
:; = 𝜌𝑢,𝑢O 

2–30 

 

The dependence of kinematic viscosity on relaxation-time can be removed due to the 

introduction of multiple relaxations to control the fluid. The low viscosity limit, inherent 

in LBGK models, can be lifted since there are additional relaxation parameters in control 

of the viscosity. Additionally, kinematic 𝜈 and bulk 𝜁 viscosities to be chosen independent 

of each other. 

𝜈 = 	 𝑐$+ Q
1
𝑠P
−
1
2T		 , 𝜁 = 	 𝑐$+ Q

1
𝑠:
−
1
2T 2–31 

 

It goes without saying, with the additional steps required for MRT, the computational 

overhead is increased compared to the original model. D’Humieres et al. [116] 

demonstrated that the MRT scheme is around 20% slower than the LBGK for tests carried 
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out on a D3Q15 model. This computational overhead can be offset by reducing the 

domain size (coarser mesh) and setting the viscosity to a small value, thus a reduction in 

perceivable timescale. With that being said, MRT has been comprehensively developed 

and extensively applied to a range of flow regimes. The additional stability has allowed 

for the simulation of high Reynolds number flows [117,118], droplet collision and 

breakup [119,120] and porous media [121–123]. It is particularly suitable to multiphase 

flow simulations involving large density and viscosity differences due to viscosity 

independence and reduced spurious artifacts.  

2.5.5 Two-Relaxation-Time Schemes 

The two-relaxation-time (TRT) Lattice Boltzmann model is a simplified version of the 

MRT model capable of reproducing solutions of the Navier-Stokes equations [104]. It 

benefits from the simplicity of the original LBGK but also numerical stability and 

accuracy of MRT. Unlike MRT, where there can be numerous tuneable free parameters, 

TRT only has two hence the name two-relaxation-time. The first relaxation is associated 

with the shear viscosity, leaving the other as a free parameter.  

Proposed by Ginzburg et al. [124], the TRT collision model reduces the complexity of 

MRT by only having two relaxation rates. Having only two relaxation rates can help 

improve the accuracy of the LBGK model by reducing the numerical error associated 

with relaxation 𝜏 dependence, whilst remaining simple enough to mathematically analyse. 

The basic concept of the TRT collision operator is to decompose the populations into its 

symmetric and asymmetric components. A so-called magic parameter 𝛬 is shown to 

control the accuracy and stability through, 

𝛬 = 	Q
1

𝜔Q∆𝑡 −	
1
2T Q

1
𝜔)∆𝑡 −	

1
2T 2–32 

 

where 𝜔) is a free parameter and 𝜔Q modifies the kinematic viscosity through, 

𝜈 = 	 𝑐$+ Q
1

𝜔Q∆𝑡 −	
1
2T 2–33 

 

The choice of magic parameter 𝛬	can lead to the emergence of distinguishing features. It 

has been demonstrated that certain selections can result in more stable simulations, 
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cancellation of third and fourth-order spatial errors, and enhanced boundary 

implementation [125].  

2.5.6 Multiphase/multicomponent LB models 

Multiphase fluid flows appear in a multitude of science and engineering fields. These can 

manifest as single component multiphase fluids, e.g. liquid water and its vapour, and 

multicomponent multiphase fluids, e.g. oil and water.  

Over the past few decades, many multiphase LB models have been suggested. The 

majority of these models fall into one of the following categories: colour-gradient 

method, free energy method, phase-field method and pseudopotential method.  

Rothman and Keller [126] were the first to extend the FHP model to multiphase flows. 

Coloured particles were introduced to differentiate between phases and a nearest-

neighbour interaction used to enable interfacial dynamics such as surface tension to 

transpire. 

Gunstensen et al. [127] proposed an improved multiphase scheme by combining the work 

by Rothman and Keller, and the newly formed LBE. The scheme involves two particle 

distributions, often represented by the colours Red and Blue, to describe two immiscible 

fluids. The model describes two phases occupying the same space, however it is the 

collision rule which enforces preferential grouping of like phases. During the collision, 

there is no distinction between the two colours. The major innovation comes in the form 

of a perturbation step. The step is applied to the nodes containing mixed densities in such 

a way as to recuperate a surface tension. Mass is depleted on lattice nodes parallel to the 

interface and redistributed to the nodes perpendicular to the interface, thus conserving 

mass and momentum at the site. The recolouring step enforces the segregation of the two 

fluids, where particles move preferentially towards similar coloured particles and repel 

opposing colours. 

Although the model was used for many applications, it suffers from some unfavourable 

qualities. The model does not solve the exact governing equations of two-phase flow, 

even though Galilean invariance is still recovered by correct assignment of rest particles. 

Also, the model can be computationally inefficient due to the fact that the fully linearised 

collision operator involves complex matrix multiplication at each position and time step. 

This adds computational expense to the simulations, especially in three dimensions. 
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Finally, the model lacks the capability of incorporating variable densities and viscosities, 

thus restricting simulations to fluids with the same densities and viscosities.  

Grunau et al. [128] proposed an extension of the model to allow for fluids with variable 

density and viscosity. This was achieved through a combination of a space-dependent 

relaxation process and the freedom of the rest particle equilibrium distribution. Latva-

Kokko and Rothman [129] identified a problem with the recolouring step in the original 

Gunstensen model. At the interface between fluids, if there is insufficient velocity to 

move particles from one site to another, the interface cannot move thus it is pinned to the 

lattice. To overcome the problem of lattice pinning they suggested an alternative 

algorithm for the recolouring step, allowing fluids to mix slightly at the tangent of the 

interface. This alteration has been shown to alleviate this unwanted side-affect whilst also 

providing a reduction in spurious velocities. Reis and Phillips [130] recommend an 

improvement to the collision operator to help restore correct surface tension in the 

macroscopic limit. 

In an attempt to establish thermodynamic consistency in LBM, Swift et al. [131] 

developed a method using a free-energy approach. A non-ideal pressure tensor is 

implemented directly into the collision operator resulting in phase transition which is 

pressure driven. Thermodynamic consistency is established through correct choice of 

EOS which coincides with proper selection of the bulk term. Although the free-energy 

model satisfies local conservation of mass and momentum, it was shown to suffer from a 

lack of Galilean invariance in multiphase fluid flows due to the addition of some non-

Navier-Stokes terms. In [132], the authors offered some improvement by including 

additional terms in the pressure tensor however they found that the lack of Galilean 

invariance could not be completely removed.  

To restore Galilean invariance Inamuro et al. [133] applied asymptotic theory to the free-

energy method. Droplet deformation and breakup were used to show Galilean invariance 

had been reinstated. In an effort to extend the applicability of free-energy-based models 

to flows analogous with nature, Inamuro et al. [134] suggests a model with large density 

differences. The approximate pressure Poisson equation must be solved which is used to 

obtain the pressure. It was noted that although density ratios of up to 1000 can be 

achieved, solving the Poisson equation iteratively requires more computational time as 

the density ratio increases [135]. 
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Similarly, Zheng et al. [95] proposed a Galilean invariant free-energy-based model 

capable of replicating multiphase flows with large density ratios. Fakhari and 

Rahimian [136] analysed the model and concluded that it is only valid for density-

matched fluids. The authors hence proposed an improved model, based on phase-field 

theory, with the aim of overcoming the apparent shortcomings of multiphase flows with 

large density differences. The method involves solving two distribution functions, one for 

capturing interfacial dynamics and another to predict hydrodynamics, to describe 

immiscible fluid interactions. Interface capturing equations such as Cahn-Hilliard [137] 

or Allen-Cahn [138] are often favoured in phase-field models, with the latter receiving 

more interest in recently [139,140]. 

Moreover, the pseudopotential model, developed by Shan and Chen (SC) [141], 

introduces the notion of non-local interactions between particles at neighbouring sites. 

The concept, based in kinetic theory, describes the interaction forces required to simulate 

non-ideal gases and mixtures. As a result, phase separation emerges naturally averting the 

need for interface tracking or capturing, which is mandatory for many other models. The 

original definition came associated with some unwanted artifacts such as lack of 

thermodynamic consistency, large spurious velocities and small density ratios. 

The pseudopotential model can be incorporated into both single and multiple component 

flows, utilising multiphase or single-phase scenarios. Single component, multiphase 

(SCMP) models are more stable than their multiple components, multiphase (MCMP) 

counterpart, hence have attained much more attention in the LB community. Nonetheless, 

MCMP models have been employed in the study of realistic fluid interactions involving 

porous media [142,143], and fuel cell applications [144–146]. MCMP models aim to 

solve a set of populations 𝑓#,S for each component 𝜎,  

 

where Ω#,S is the collision operator of each component. The key difference comes in the 

definition of the equilibrium distributions 𝑓#,S
:;, where density 𝜌S is the component density 

and velocity 𝑢S
:; is the velocity of the fluid mixture [104]. The description of 𝑢S

:; 

generally follows two methods; SC and Guo, however only the latter will be discussed 

here. For more in depth analysis see [104]. The Guo method involves the use of a 

𝑓#,S(𝒙 + 𝑐#∆𝑡, 𝑡 + ∆𝑡) = 𝑓#,S(𝒙, 𝑡) + Ω#,S(𝒙, 𝑡) 2–34 
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barycentric velocity, which is second order accurate in time and space, to define not only 

the equilibrium velocity but also the physical velocity of the fluid mixture [104]. 

 

2.6 Scope for progress 

The application of SAW-based devices in microfluidics has demonstrated to have 

tremendous consequences for chemical and biological sciences. Extensive research, 

described in this chapter, has already been done to try and better understand the effects 

of device parameters (IDT type, substrate material, frequency and RF power range) whilst 

investigating the underlying physical mechanisms responsible for the complex fluid 

behaviours due to acoustic excitation. Although much has been studied, there still remains 

room for progress, especially in numerical modelling of SAW-fluid interactions to further 

enhance understanding of the coupling mechanisms. Modelling fluid flows at the 

continuum scale using N-S based equations have been widely developed, providing 

researchers with a more complete idea of the SAW-based interactions of liquids, 

especially in low power applications where droplet deformation can be neglected. 

However, since interfacial dynamics are represented at the microscale, it only seems 

appropriate that numerical models should reflect this. Hence, the development of meso 

or microscale computational models could provide more realistic interfacial deformation 

and thus more accurate fluid transport of sessile droplets due to SAW excitation.  

𝑢T =
1
𝜌q�q𝑓#,S𝑐# +

𝑭S∆𝑡
2

#

�
S

,							𝜌 =q𝜌S
S

,							𝑢T = 𝑢S
:; 	 2–35 
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Chapter 3 – Pseudopotential LB Multiphase Models 

3.1 Introduction 

As previously described, the pseudopotential model [141], introduces the notion of non-

local interactions between particles at neighbouring sites. To introduce the effects from 

inter-particle forces an additional momentum forcing term is added to the velocity field 

at each time step. It is assumed that a momentum force changes the momentum of the 

fluid after each collision, resulting in a new equilibrium state. Hence, the new equilibrium 

velocity is found from [147], 

 

where the term 𝐹 is the total force on the system (𝐹 = 𝐹#D' + 𝐹UV$ + 𝐹T) which includes 

the inter-particle force 𝐹#D', interactions between the fluid and solid 𝐹UV$	and any external 

body forces 𝐹T such as gravity for example. The inter-particle force is defined as, 

 

where 𝜓 is the pseudopotential, 𝑤(|𝒄𝒊|") are the weights and 𝐺 controls the strength of the 

interaction, whilst the sign determines whether it is attractive or repulsive. The equation 

of state (EOS) of the SC multiphase model is [104], 

 

Despite the success of the model, it has been the object of widespread criticism. In the 

original model, the effective mass is represented by, 

 

where 𝜌6 is a reference density. This was later demonstrated by He and Doolen [148] to 

be thermodynamic inconsistent. They pointed out that any choice of 𝜓 other than 𝜓 ∝ 	𝜌 

will result in a violation of the thermodynamic consistency condition for the SC LBM. In 

𝑢:; = 	𝑢 +	
𝐹𝜏
𝜌  3–1 

𝐹#D'(𝑥) = 	−𝐺𝜓(𝒙)q𝑤#(|𝒄#|+)𝜓(𝒙 + 𝒄#𝛿𝑡)𝑐#

W

#N*

 3–2 

𝑝(𝜌) = 	 𝑐$+𝜌 +
𝑐$+∆𝑡+𝐺
2 𝜓+(𝜌) 3–3 

𝜓(𝜌) = 	𝜌6[1 − 𝑒𝑥𝑝(−𝜌 𝜌6⁄ )] 3–4 
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an attempt to re-establish consistency in a binary fluid, Shan and Chen offered an 

alternative form of the pseudopotential [149]. Once again, He and Doolen revealed that 

since 𝜓 ∝ 	𝑒𝑥𝑝(−𝜌6 𝜌⁄ ) instead of	𝜓 ∝ 	𝜌, the correct pressure tensor would not be 

recovered resulting in thermodynamic inconsistency. Another problem with the original 

SC model was the lack of flexibility in the adjustment of the surface tension independent 

of EOS. This can cause complications in applications which require an adjustable surface 

tension. Also, similar to other LBM multiphase models, the dynamics at the interface near 

curved interfaces is plagued by spurious velocities. These unphysical currents are 

understood to be caused by insufficient isotropy in the gradient operator [150]. An 

imbalance of the discretised forces provides some additional momentum to the fluid, 

resulting in unphysical velocity fields being generated near curved interfaces. From the 

forcing mechanism, it can be identified that the magnitude of spurious velocities is 

proportional to the surface tension, which is modelled by the forcing scheme, and 

inversely proportional to the viscosity [151]. 

Sbragaglia et al. [152] demonstrated that these deficits could be overcome by extending 

the spatial range of the interactions from nearest-neighbours to next-nearest. Huang et 

al. [147] did some comprehensive analysis on several forcing schemes proposed for the 

SC LBM. They found that thermodynamic consistency could be restored by adjusting the 

strength of the surface tension to match the Maxwell construction curve. Li et al. [153] 

also carried out a broad study regarding the forcing scheme in the pseudopotential model, 

however they also suggest improvements. They propose a modification to the velocity in 

the Guo et al. [154] forcing scheme to include additional terms which can adjust the 

mechanical stability condition. The amended forcing model demonstrates better 

agreement with the Maxwell construction curve for both flat interface and circular droplet 

tests. 

An aspect of the original SC model which has restricted its applicability is its inability to 

simulate large density ratio problems. This is partly due to the simple EOS employed and 

also the effect from spurious velocities. Increasing the density ratio inevitably results in 

an increase in spurious velocity which can lead to an unstable simulation. Yuan and 

Schaefer (YS) [155] successfully incorporated several different EOS’s into the 

pseudopotential model. In their study, they reveal the density ratio can be significantly 

extended, to a more favourable region to allow for realistic fluids to be studied, by simply 

choosing an appropriate EOS. The Exact Difference Method (EDM) developed by 
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Kupershtokh et al. [156] similarly can achieve high density ratios by incorporating 

arbitrary EOS’s. 

A modification to the pseudopotential model has been recently proposed by Khajepor and 

co-workers [157,158] to allow for the EOS of real fluids to be implemented without 

compromising thermodynamic consistency. The authors recognised that the only 

thermodynamically consistent SC model, capable of reproducing a free-energy model, is 

limited due to the fact that the EOS is unique. Unlike other SC models, the scheme 

involves multiple-pseudopotential interactions (MPI) to help capture the complex 

properties of two-phase fluid flow.  

 

Each potential must satisfy the thermodynamic requirement in order to preserve 

consistency. Matching the mechanical stability to the Maxwell equal area rule, the 

pseudopotential is established by, 

 

where λ is an arbitrary parameter. The consistent pseudopotential in general form is 

shown to be, 

 

where 𝐶G is a constant and 𝜀G is a flexible parameter used to release the constraint of the 

MPI.  

The MPI scheme, although only utilising a single relaxation-time, has been shown to be 

capable of significantly reducing spurious velocities as well as improving accuracy in 

liquid/vapour coexistence curves over the original SC. Recently, the MPI scheme has 

been combined with the MRT collision operator which provides an additional level of 

𝐹XYZ =	𝐹* + 𝐹+ +⋯+ 𝐹D 3–5 

𝐹XYZ =	q−𝐺G𝜓G(𝑥)q𝑤#(|𝒄#|+)
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flexibility in the model [159]. At low reduced temperature, the coexistence densities 

obtained by the MPI deviate from the Maxwell curve. To overcome this shortcoming, it 

has been shown that by splitting the free parameter 𝜀G in Eq. 3–8 into two parts; one for 

the EOS and the other for forcing scheme, the thermodynamic consistency can be vastly 

improved over a large range of density ratios. 

3.2 Analysis of Pseudopotential models 

In the following a range of pseudopotential models are investigated, highlighting their 

advantages and disadvantages in respect to application to the study of surface acoustic 

wave research. 

There have been many adaptations of the original SC model to help overcome the 

aforementioned limitations such as large spurious velocities, restricted density ratio and 

thermodynamic consistency. To allow for the study of more realistic fluids Yuan and 

Schaefer [155] proposed a methodology to incorporate various EOS’s through modifying 

the definition of the pseudopotential to a square-root formulation, 

 

where 𝑝]^0  is the pressure form of non-ideal EOS (𝑝]^0 = 𝑝(𝜌)). Unlike the original SC 

method where 𝐺 controls the strength of interactions, in the YS formulation, the only 

requirement for 𝐺 is to ensure the term inside the square root remains positive, hence it is 

usually set to 𝐺 = −1. As a consequence, the terms of the EOS control the interactions, 

with several choices being available, i.e., cubic, viral-like, etc. In the LB community, 

there are two EOS’s which have been most widely preferred, namely Carnahan-Starling 

(CS) [160] and Peng-Robinson (PR) [161]. The CS EOS can be expressed as [155], 

 

while the PR EOS is given as [155], 

𝜓(𝒙) = g2(𝑝]^0 − 𝜌𝑐$+) 𝐺𝑐+⁄  3–9 

𝑝]^0,_0 = 𝜌𝑅𝑇
1 + 𝑏𝜌 4⁄ + (𝑏𝜌 4⁄ )+ − (𝑏𝜌 4⁄ )2

(1 − 𝑏𝜌 4⁄ )2 − 𝑎𝜌+ 3–10 

𝑝]^0,Y! =
𝜌𝑅𝑇
1 − 𝑏𝜌 −

𝑎𝛼(𝑇)𝜌+

1 + 2𝑏𝜌 − 𝑏+𝜌+ 
3–11 
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Variables 𝑎 and 𝑏 represent the attraction and repulsion forces in a cubic EOS [155]. They 

can be carefully set to control the interface thickness and hence the impact from spurious 

velocities [162]. The additional parameter 𝜔 in Eq. 3–11, known as the acentric factor, 

allows for different fluids to be modelled. The notion of reduced properties was also 

introduced to relate the physical properties to lattice units [155]. Properties such as 

density, pressure and temperature can all be expressed as 𝜌! = 𝜌 𝜌`⁄ , 𝑝! = 𝑝 𝑝`⁄  and 

𝑇! = 𝑇 𝑇⁄ , where subscripts R and c denote reduced and critical values, respectively. 

This new formulation provides a framework for large density ratios to be simulated 

(>1000), thus realistic fluid models could be studied. Similarly, the EDM suggested a 

scheme to incorporate various EOS’s however to ensure correct thermodynamic 

consistency, with the Maxwell construction, modification to the forcing implementation 

was proposed. Also, EDM alleviates the density dependence on non-dimensional 

relaxation time which is intrinsic with the velocity shifted method used in the original SC 

method. Guo et al. [154] developed a discrete forcing scheme which can also release this 

unphysical dependence on relaxation time. The incorporation of forces is implemented 

through a source term in the LBE. Finally, the newly proposed MPI scheme was 

developed to overcome the thermodynamic consistency of the original SC. By 

introducing multiple potentials, it was proposed that it will provide a more accurate 

description of realistic fluid flows. 

To analyse the above methodologies, conventional benchmark problems are investigated 

to provide an overall picture of how each suppresses spurious velocities, enhances 

stability and ensures thermodynamic consistency. All tests are conducted using the CS 

EOS unless stated otherwise. 

3.2.1 Thermodynamic consistency and density dependence 

Firstly, to analyse the thermodynamic consistency of the models, the coexistence 

densities of a two dimensional (2D) flat interface is considered. Numerical simulations 

were carried out on a domain Nx x Ny = 200 x 200 lu (lu represents lattice length units) 

with interfaces at x = 50 and x = 150, and periodic boundary conditions on all four 

𝛼(𝑇) =  1 + (0.37464 + 1.54226𝜔 − 0.26992𝜔+) × �1 − g𝑇 𝑇⁄ �¡
+
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directions. The computation is initiated with the liquid and vapour densities close to their 

respective coexistence values, and hence evaluated once the simulation has commenced. 

To ensure thermodynamic consistency a model must be able to replicate the liquid-

vapour-equilibria expressed from the Maxwell equal-area construction. The Maxwell 

construction is given as, 

 

where 𝑝(𝜌, 𝑇) is the EOS of the system. Any EOS which can fulfil the above relation is 

said to be thermodynamically consistent. The problem exists in the deviation of the 

vapour branch densities, from the Maxwell, as the reduced temperature is decreased. In 

order to maintain consistency both densities must satisfy the mechanical stability 

condition expressed by [163], 

 

Violation of the above requirement is often the cause of thermodynamic inconsistency. 

Li et al. [153] explored the possibility of improving the thermodynamic consistency 

through modification of e, in the mechanical stability condition, by using the relation 𝜀 =

−2(𝛼 + 24𝛿'𝐺𝜎) 𝛽⁄ . Using nearest neighbours (𝛼 = 0	and	𝛽 = 3), the relation reduces 

to 𝜀 = −2(24𝛿'𝐺𝜎) 3⁄  for a D2Q9 lattice. Through careful tuning of s Li demonstrated 

compliance with the analytical thermodynamic consistency [153].  
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Figure 3-1. Maxwell construction for CS EOS 

As shown in Figure 3-1, the thermodynamic consistency can be vastly altered between 

each scheme. Focusing on the SRT models; EDM and MPI models provide good 

agreement with the Maxwell construction, however the YS model quickly deviates as the 

reduced temperature decreases or density ratio increases. Beyond TR ~ 0.8, the vapour 

branch loses consistency with the Maxwell as the coexistence density increases into the 

superheated region of the phase diagram. On the contrary, the liquid branch remains 

steady throughout the range of simulations. The major cause of this deviation can be 

attributed to the use of the velocity-shifted method which can cause large fluctuations in 

the densities. Guo’s discrete forcing term was further improved by Li et al. [153] where 

the velocity is modified hence there are no longer unwanted additional terms in the 

macroscopic equations. The MPI scheme incorporates the modified Guo forcing into the 

model, which can explain why it matches so well with the Maxwell construction. Again, 

the EDM scheme used is based on suggestions by Kupershtokh et al. [156], where the 

interaction is modified to decrease thermodynamic consistency, thus it provides excellent 

agreement with the Maxwell. 

To improve on thermodynamic consistency, the introduction of MRT allows for minor 

adjustment of the forcing, where an additional parameter s can be adjusted.  
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Figure 3-2. Density dependence on relaxation-time 

Moreover, there has been much detailed on the dependence of density on the non-

dimensional relaxation time in the original SC model. The velocity-shifted (VS) method 

intrinsically links them both together, hence adjustment of one leads to the modification 

of the other. To help demonstrate this effect the liquid branch will be investigated using 

three common forcing techniques, namely VS, EDM and Guo. Numerical simulations 

were carried out on a domain Nx x Ny = 200 x 200 lu with droplet of radius, R = 40 centred 

at (x,y) = (Nx/2, Ny/2), periodic boundary conditions on all four directions and a reduced 

temperature TR = 0.8. 

It is clear from Figure 3-2 that only the VS method alters the density when the relaxation 

is adjusted. The other two methods maintain an almost unchanged density over the range 

of relaxations investigated. 

Before continuing with the analysis, it is worthy of noting the convergence criteria which 

has been used in the tests. Dependent on the aspect being considered (density, spurious 

velocities, etc), the criteria for evaluation will follow a similar approach. To evaluate the 

convergence of the liquid density during the simulation, the maximum is obtained at each 

timestep and compared to the previous, to determine the fluctuation with time, 

represented by 
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where 𝑛 and 𝑛 + 1 represent the parameter value at the previous and new timesteps, 

respectively. The value of 𝜍 determines the acceptable convergence criteria, set to 10-6 in 

this study to provide adequate convergence without incurring additional computational 

overhead. This strategy has been adopted for all static testing, with a steady state or 

equilibrium state denoted once this criteria has been fulfilled. 

 

Figure 3-3. Convergence of liquid density during thermodynamic consistency test 

An example of convergence has been provided for illustration, shown in Figure 3-3. 

Within approximately 10000 timesteps the criteria has been met, with the fluctuations in 

density being less than 10-6. In the remaining tests, once the criteria is met the simulation 

is terminated however, for illustrative purposes, the full runtime has been included. 

3.2.2 Spurious velocities and model stability 

Finally, to ensure suitable stability in pseudopotential models it is essential to reduce 

numerical artifacts emerging from the forcing between phases. Spurious velocities at the 

liquid-vapour interface can have a dramatic effect on the stability of simulations. High 

spurious velocities can introduce areas of numerical uncertainty in the domain. To 

examine how implementation of EOS strategy in the pseudopotential model, three 

techniques are scrutinised, namely Piecewise, MPI and YS. To ensure fairness in the cross 

examination, densities and interface thickness is maintained constant throughout the tests. 

Numerical simulations were carried out on a domain similar to Section 3.2.1 with a free 

droplet, however the reduced temperature is set as TR = 0.5.  
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Briefly, the piecewise linear EOS method is introduced [164]. To compensate for 

numerical errors caused by the discretisation in phase space, the spinodal region is self-

tuning during computation, resulting in a dynamically optimised EOS. The piecewise 

linear EOS is defined as [164], 

 

Similar to other EOS’s, the piecewise linear EOS is inserted into Eq. 3–9 via the 𝑝]^0 

term in the YS method. A set of five free parameters (𝜃P , 𝜃X , 𝜃. , 𝜌*	and	𝜌+) exclusively 

determine the EOS, where 𝜃P is the slope of pressure of the vapour branch, 𝜃.	is the slope 

of pressure of the liquid branch and 𝜃X is the slope of pressure of the unstable 

region [164]. Once these variables have been chosen then the spinodal points (𝜌*	and	𝜌+) 

can be acquired by solving two sets of equations, one for determining the mechanical 

equilibrium and another for chemical equilibrium [164], 

 

 

Looking firstly at the trend of both sets of data, the largest magnitude of spurious velocity 

occurs at the lowest relaxation-time, which is to be expected. As t approaches 0.5 the 

stability is vastly impacted as the viscosity of the fluid is reduced.  

Focusing on Figure 3-4 (a), it is interesting to see that there appears to be an optimum 

relaxation-time, for each methodology, which results in a minimum spurious velocity. 

This is generally in the range of t = 0.7-0.75 for all implementations studied. For the 

whole domain, it appears as the piecewise EOS generates slightly higher spurious 

velocities over the range of t, with MPI and then YS methods performing more 

favourably. However, at low relaxations, i.e., >0.6, all methods demonstrate similar 

spurious velocity outcomes.  

𝑝(𝜌) = 	x

𝜌𝜃P
	𝜌*𝜃P + (𝜌 − 𝜌*)𝜃X

		𝜌*𝜃P + (𝜌+ − 𝜌*)𝜃X + (𝜌 − 𝜌+)𝜃.

						

if	𝜌 ≤ 𝜌*
if	𝜌* < 𝜌 ≤ 𝜌+
if	𝜌 > 𝜌+

 3–15 

� 𝑑𝑝
a%

a&
= (𝜌* − 𝜌P)𝜃P + (𝜌+ − 𝜌*)𝜃X + (𝜌. − 𝜌+)𝜃. = 0 3–16 

�
1
𝜌𝑑𝑝

a%

a&
= log(𝜌* 𝜌P⁄ )𝜃P + log(𝜌+ 𝜌*⁄ )𝜃X + log(𝜌. 𝜌+⁄ )𝜃. = 0 3–17 
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Looking at Figure 3-4 (b) a different trend is observed, with the lowest velocities inside 

the drop being observed when the relaxation-time is equal to 1. Also, in the liquid region 

there is a larger difference between the sets of data being examined. It is clearly shown 

that the YS method generates the largest currents inside the drop, approximately 1.7 times 

and 4 times larger than MPI and Piecewise, respectively, over the range of t. 

3.3 Investigation of Fluid-Solid Interactions 

When a solid wall is encountered, an adhesive force between the fluid and solid should 

be considered. Incorporating wetting behaviour into pseudopotential models can be 

achieved in a few different ways. In the literature, the most common techniques proposed 

to mimic the adhesive force in the pseudopotential method are; density-based 

interactions [165,166] and pseudopotential-based interactions [167,168].  

The density-based method, proposed by Martys and Chen [165], takes the following 

form, 

 

where 𝐺c controls the strength of the adhesion and 𝑠(𝑥 + 𝑐#) is a switch function, with s 

= 1 at the solid boundary and s = 0 in the fluid phase. In addition, Kang et al. [166] 

proposed a density-based interaction model based on the assumption of a constant number 

density (𝑛c) at the wall, where 𝑛c(𝑥 + 𝑐#) is equal to zero elsewhere. 

 

It was pointed out in [169] that 𝑛c(𝑥 + 𝑐#) = 𝑛c𝑠(𝑥 + 𝑐#) hence the two methods 

provide a similar fluid-solid interaction. 

The major difference between the former and the pseudopotential-based models is the 

introduction of the pseudopotential as the presum factor instead of the density. Sukop and 

Thorne [167] reformulated the work by Raiskinmäki et al. [168] to give, 

 

𝐹UV$ =	−𝐺c𝜌(𝑥)q 𝑤#𝑠(𝑥 + 𝑐#)𝑐#
#

 3–18 

𝐹UV$ =	−𝐺c𝑛(𝑥)q 𝑛c(𝑥 + 𝑐#)𝑐#
#

 3–19 

𝐹UV$ =	−𝐺c𝜓(𝑥)q 𝑤#𝑠(𝑥 + 𝑐#)𝑐#
#

 3–20 
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Figure 3-4. Maximum spurious velocities as a function of relaxation-time. (a) whole 

domain, (b) inside droplet 

Alternatively, Benzi et al. [170] introduce a parameter 𝜓(𝜌c) to fix the pseudopotential 

at the wall, leading to the following 

 

The density constraint at the solid nodes (𝜌c) can be adjusted to vary the wettability, 

whereas in Eq. 3–20, 𝐺c controls the adhesion. Again, it was made clear in [169] that 
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these two methods provide a similar outcome since 𝜌c is a constant hence it can be 

absorbed into 𝐺. Additionally, Li et al. [169] suggested a modification to the 

pseudopotential-based interaction, 

 

where 𝑆(𝑥 + 𝑐#) = 𝜙(𝑥)𝑠(𝑥 + 𝑐#). Unlike in Eq. 3–21, the choice of 𝜙(𝑥) is not static at 

the solid boundary, hence when 𝜙(𝑥) = 𝜓(𝑥) the solid-fluid interactions appear to mimic 

the fluid-fluid interactions in the bulk fluid.  

More recently, the geometric formulation [171] of wetting boundary has been adopted 

into pseudopotential models [172,173]. Unlike an adhesive force from solid-fluid 

interactions, the geometric formulation is based on the geometric properties of the model, 

allowing for desired contact angles to be inputted resulting in the desired wettability 

conditions. The density-based geometric formulation, in two-dimensional space, is given 

as [171], 

 

where 𝜌#,6 represents a layer of ghost cells adjacent to the solid boundary and 𝜃 is the 

prescribed static contact angle. The first and second subscripts denote coordinates along 

and normal to the solid wall.  

 

Figure 3-5. 2D schematic of geometric formulation 

 

𝐹UV$ =	−𝐺c𝜓(𝑥)q 𝑤#𝑆(𝑥 + 𝑐#)𝑐#
#

 3–22 

𝜌#,6 =	𝜌#,+ + tan �
𝜋
2 − 𝜃� «𝜌#Q*,* − 𝜌#)*,*« 3–23 

dx 
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The scheme requires a layer of ghost nodes adjacent to the solid boundary in order to 

calculate the value of density. Figure 3-5 provides a simplistic schematic of the system, 

providing details of the coordinate system and layout of each node (fluid, solid or ghost). 

The fluid layers are located at j = 2 and the solid boundary at j = 1, with the ghost layer 

located at the bottom of the domain j = 0. Unlike the fluid-solid methods detailed 

previously, the only requirement for this scheme is the definition of desired contact angle, 

hence no additional forcing is implemented. Calculation of the density in the ghost, solid 

and adjacent fluid nodes is added to the rest the of the computational domain, resulting in 

a more accurate wettability condition.  

It has been noted in the literature [174,175] that density-based fluid-solid interactions can 

lead to unphysical mass transfer along the wall boundary, especially at contact angles 

close to 0º and 180º.  

           

Figure 3-6. Comparison of wetting boundary conditions (a) density-based interaction (b) 

geomtric formulation 

As shown in Figure 3-6, the density-based interaction scheme leads to some unphysical 

mass transfer near the solid boundary (solid boundary shown as black area at bottom of 

domain). In contrast, when the geometric formulation is employed, no such anomaly is 

observed. Looking closer at the density profiles through the centre of the domain for each 

wetting condition (Figure 3-7), it is evident that there is unphysical mass transfer at the 

wall. For the density-based scheme, within approximately 6 lattices of the solid boundary, 

the density deviates drastically.  

(a) (b) 
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Figure 3-7. Comparison of density profiles, through centre of domain in vertical 

direction, for different wetting boundary conditions. Reduced temperature of TR = 0.8. 

As for the geometric formulation, the density profile is exact regardless of the wall. 

Khajepor et al. [176] also researched the influence of wall boundary conditions on domain 

characteristics. They report that the pseudopotential-based interaction, coupled with 

standard bounce-back, results in the largest density fluctuation near the solid wall, as 

compared to the other schemes investigated. 

There are two main techniques of calculating the contact angle of a liquid on a solid 

boundary; the first involves utilising the geometry of the droplet whilst the other focuses 

on the interface region to distinguish between phases. The first method, often referred to 

as the spherical cap method, calculates the apparent contact angle 𝜃 from the base 𝐿 and 

height 𝐻 of the droplet. If the radius is found from 𝑅 = (4𝐻+ + 𝐿+) 8𝐻⁄  then the contact 

angle can be estimated by tan 𝜃 = 𝐿 2(𝑅 − 𝐻)⁄ . This method is quick and convenient 

since determining the base and height is relatively straightforward, hence this method is 

conventionally used in benchmark tests where gravity is neglected. 
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Figure 3-8. Illustration of the measurement of contact angle on mesoscopic scale. Black 

spots are the intersections of droplet surface and gas-liquid links. Blue circles indicate 

first and second points, and the red line represents the tangential line of the droplet at 

the triple-phase contact point [177] 

Alternatively, employing the location of the triple-phase contact point can allow for a 

local contact angle to be measured irrespective of droplet deformation due to external 

forcing. As shown in Figure 3-8, it is necessary to capture points inside the interface, 

between liquid and gas, to establish a tangential line which connects the region to the 

triple-point on the surface. Firstly, a point on the surface is found to represent the triple-

phase contact point (y = 1) then a set of discrete points are employed to allow for the 

angle to be calculated. From [177], the most accurate estimation of contact angle is found 

when the second point is set at (y = 2) or one lattice above the solid boundary. To establish 

the precise location of the points, a linear interpolation formula is employed [177], 

 

where 𝑥& and 𝑥d are the liquid and gas nodes in the interface region, 𝜌UP is the average of 

the liquid and gas density, and 𝑑 represents the direction from gas to liquid. This scheme 

provides a more flexible approach to contact angle measurement since it is not dictated 

only from basic droplet geometry, allowing for asymmetry to be captured in the presence 

𝑥 = 𝑥d +
𝜌UP − 𝜌r𝑥ds
𝜌(𝑥&) − 𝜌r𝑥ds

𝑑 3–24 
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of external forcing. Owing to its flexibility, the method will be employed in this study to 

ensure irregularity can be observed. 

Adopting the geometric formulation, the measured contact angles in the domain agree 

well with the analytical solution, seen in Figure 3-9. Departure can be witnessed at contact 

angles above approximately 120º, however over the range of angles studied the deviation 

is within 2%. A further validation of the schemes ability to correctly implement static 

contact angles is through scrutinising the equilibrium shape of the drop. In the absence of 

gravity, Dupont and Legendre [178] demonstrate that by conservation of volume, it is 

possible to geometrically calculate the equilibrium quantities of the droplet; radius 𝑅, 

spreading length 𝐿 and height 𝑒, through, 

 

with 𝑅6 representing the initial droplet radius. Figure 3-10 reports the numerical values 

for dimensionless wet length (𝐿 𝑅6⁄ ) and height (𝑒 𝑅6⁄ ) against the static contact angle 

𝜃$. The values correspond well to the analytical solution for the range of angles 

investigated. This is comparable with the findings in [178] where contact angles between 

30º and 120º follow the analytical trend, whereas above or below sees a departure.  

𝑅 = 𝑅6­
𝜋

2(𝜃$ − sin 𝜃$ cos 𝜃$)
,				𝐿 = 2𝑅 sin 𝜃$ ,					𝑒 = 𝑅(1 − cos 𝜃$) 3–25 
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Figure 3-9. Measured contact angles for geometric formulation at high density ratio (TR 

= 0.5) 

 

 

Figure 3-10. Dimensionless wet length L/R0 and height e/R0 of a droplet at equilibrium 

as a function of static contact angle qs 

Additionally, the magnitude of spurious velocities is investigated to see if the surface 

wettability plays a key role. As can be seen in Figure 3-11 (a), there appears to be no 

tangible effect of contact angle on spurious velocities in the whole domain. For all 

methodologies examined there is no distinct change in the size of spurious velocities when 
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the surface wetness is altered. Likewise, when looking at the maximum spurious 

velocities inside the droplet (Figure 3-11 (b)), there is not a substantial change across the 

range of contact angles investigated.  

 

 

Figure 3-11. Maximum spurious velocities as a function of contact angle; (a) whole 

domain (b) inside droplet 

Finally, the size of the droplet radius is scrutinised to determine its effect on the 

magnitude of spurious velocities in the whole domain as well as inside the droplet. The 

droplet radius is increased from 30 to 45 whilst keeping the domain size constant. Again, 

as can be seen in Figure 3-12 there is no significant effect from altering the radius of the 
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drop, with the magnitude of spurious velocities remaining fairly constant over the range 

of cases. 

From these findings it can be concluded that surface wettability and size of droplet radius 

do not play an important role in the generation of spurious velocities, when the geometric 

formulation method is adopted. 

 

 

Figure 3-12. Maximum spurious velocities as a function of drop radius; (a) whole 

domain (b) inside droplet 
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3.4 Droplet on an Inclined Slope  

Droplet adhesion and motion on inclined solid walls is another interesting area which has 

many applications in engineering. Droplets can be intentionally or unintentionally 

restricted from moving along sloping surfaces as a result of the type of coating added to 

the solid wall. It has been demonstrated that by increasing the hysteresis window, the 

droplet can be pinned in place, in the presence of external forces such as gravity. 

Wang et al. [179] investigated the effects of ideal and non-ideal walls on droplet slipping 

under gravity. They conclude that for an ideal wall, the droplet will slip along the surface 

however when a hysteresis window is introduced, the droplet will deform and remain in 

place. Contact angle hysteresis (CAH) is defined as the difference between advancing and 

receding contact angles [180], with 𝐶𝐴𝐻	(∆𝜃) = 𝜃% − 𝜃!. A force balance between the 

gravitational component tangential to the wall and the surface tension allows the droplet 

to stick to the surface [179], as presented in Figure 3-13. When the gravitational force 

exceeds the surface tension, the droplet will begin to slip. To overcome this, a larger 

hysteresis window can be implemented, by increasing 𝜃% or decreasing 𝜃!. 

 

Figure 3-13. Sketch of droplet on an inclined slope, illuminating advancing and 

receding contact angles 

Implementation of CAH in the model is relatively straightforward. When the contact 

angle 𝜃 is within a hysteresis window, it is defined as, 

 

𝜃! ≤ 𝜃 ≤ 𝜃% 3–26 
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To realise the hysteresis effect, at each timestep the local contact angle is obtained and 

compared to the receding and advancing angles. The computational procedure is as 

follows [171]: 

• If 𝜃 ≤ 𝜃! the contact angle in Eq. 3–23 is replaced with 𝜃! 

• If 𝜃 ≥ 𝜃% the contact angle in Eq. 3–23 is replaced with 𝜃% 

• Else 𝜃 in Eq. 3–23 is unchanged  

In the SC fluid-solid forcing methods mentioned previously, there is no immediate way 

of implementing a hysteresis window into the model since it only relies on the interaction 

strength to control the wettability of the solid. Some may see this as an advantage since 

the contact angles do not have be known a priori to the start of the simulation, hence the 

droplet shape is a consequence of only the surface tension against external forces. 

Conversely, the geometric formulation provides limitations on size of the hysteresis 

window but does not restrict a moving contact line. This can allow simulated droplets to 

be pinned to a slope in the presence of a gravitational force, based on experimental data 

to set the appropriate CAH. 

To test the opposing approaches, the density-based method and the geometric formulation 

will be examined for a droplet on a 90º inclined slope in the presence of a gravitational 

force. All tests were carried out using the MRT CS YS method, described previously, on 

a domain Nx x Ny = 100 x 300 lu with a droplet of radius R = 40 centred at (x,y) = (5, 

Ny/2). Periodic boundary conditions were applied in the y direction whilst the side walls 

are treated as solid boundaries with no-slip condition.  

Initially, the contact angle is set to ~100º and the droplet is allowed to reach equilibrium 

before the gravitational force is applied. The gravity force is added to the model 

through [96], 

 

where 𝑔 is the gravitational acceleration and 𝜌d is the density of the gas. Similar to [179], 

the Eotvos number, defined as 𝐸𝑜 = a#d!!

S
, is used to characterise the magnitude of 

gravity in the simulations. In all cases 𝐸𝑜 = 0.5, with a hysteresis window of (𝜃! , 𝜃%) =

(60,120) implemented for the geometric formulation.  

𝐹d = 𝑔r𝜌 − 𝜌ds 3–27 
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Figure 3-14. Numerical droplet behaviour on an ideal wall for Eo = 0.5. Droplet 

movement over time is depicted, with the black outline representing the latter timestep. 

As can be seen in Figure 3-14, when an ideal wall is assumed, the droplet is unable to 

remain in place as the gravity force overcomes the surface tension between the fluid and 

the solid. Once the droplet starts to move downwards (t1) it is unable to counteract which 

results in the droplet slipping further down the surface (t2). In an attempt to remedy this, 

an artificial friction force is proposed and added to the bottom of the droplet to counteract 

the gravitational force, helping to fix the droplet in place on the inclined wall.  

The basic premise behind the scheme is to specify a reference point 𝑥/:", here the right 

contact point is defined at the interface between the droplet and the solid surface, to 

monitor throughout the simulation. As the point deviates from the reference point, a force 

is applied to correct the abnormality, either positive or negative, depending on the 

direction of the drop. The formulation takes the form, 

 

𝐹" = −𝑎r𝑥/:" − 𝑖s		 °		
𝑖𝑓	𝐹" > 𝐹",eU,	 → 	𝐹" = 𝐹",eU,					
𝑖𝑓	𝐹" < −𝐹",eU,	 → 	𝐹" = −𝐹",eU,

 3–28 
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Figure 3-15. Illustration of artificial friction force acting on droplet on inclined slope. 

Red zone shows area where artificial friction force is implemented. 

where a is an arbitrary constant and 𝐹#,%&' is a maximum allowable force. By imposing 

the above relation, the contact point fluctuates around the reference point until it once 

again reaches a steady state. The force only acts on the fluid nodes inside the droplet 

which are adjacent to the solid boundary, ensuring the forcing is only functional at the 

interface, as shown in Figure 3-15. 

Although the two opposing techniques result in the droplet being pinned on the inclined 

surface, the deformation due to gravity is vastly different. In the artificial friction forcing 

case there is minimal deformation from the equilibrium shape, with a slight elongation in 

the direction of the gravity force (Figure 3-16  (a)). Comparing the shape to the geometric 

formulation (Figure 3-16 (b)), the droplet is much more deformed in the downward 

direction, as the advancing and receding angles adjust to prevent any slippage.  

Looking more closely at the evolution of the front (𝜃%) and rear (𝜃!) contact angles for 

both cases, again there are vast differences. From Figure 3-17, it is clear that for the 

geometric formulation the contact angles evolve towards their respective limits, i.e., the 

hysteresis window, to counteract the gravitational force. After approximately 2500 

timesteps, the advancing angle has reached its limit whilst the receding eventually reaches 

an equilibrium value of slightly higher than its minimum at around 4000 timesteps. In 

contrast, the contact angles for the artificial friction force, implemented into the fluid-

solid interaction, do not vary much from the static contact angle. Since the hysteresis 
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window is not responsible for ensuring droplet pinning, the contact angles are not required 

to dynamically adjust, hence the minor departure from static angle is purely a 

consequence of the fluid momentum inside the droplet due to gravity and the newly 

defined friction force. Similarly, an equilibrium state is reached after approximately 4000 

timesteps where both contact angles remain almost constant. 

       

Figure 3-16. Droplet behaviour on non-ideal wall for Eo = 0.5; (a) droplet pinned due to 

artificial friction force (b) droplet deforms and remains stationary due to hysteresis 

(qR,qA) = (60,120) 

While the artificial friction force can achieve droplet pinning behaviour, the large 

discrepancy between deformation and contact angles to those witnessed in nature remedy 

it unsuitable to simulations which involve a direct comparison to experimental or physical 

data. If the only objective of the model is to immobilise a droplet on an inclined slope, 

then this could be a potential alternative approach, however for the purposes of this study, 

droplet deformation and CAH can play an important role in the transport of the droplet 

across the solid surface, especially when excited by an external source such as a SAW. 

y 

x 

(a) (b) 
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Figure 3-17. Comparison of advancing and receding contact angles over time for 

geometric formulation and fluid-solid interaction with artificial friction force. Eo = 0.5 

and (qR,qA) = (60,120) 

3.5 Summary 

In this chapter the pseudopotential method has been briefly investigated to determine the 

most suitable approaches for investigation of SAW-droplet interactions. Initially, several 

methods were studied to reveal their ability to capture thermodynamic consistency, 

especially at high density ratios. It was revealed that most models, except SRT YS, were 

consistent with the Maxwell construction for the majority of the range of reduced 

temperatures examined, hence all are suitable. Additionally, the dependence of density 

on non-dimensional relaxation-time was considered for SRT models. Only the VS method 

exhibits dependence whereas the Guo and EDM methods are independent. MRT models 

have intrinsic independence of relaxation parameters and density.  

Moreover, the stability of various EOS implementation techniques was examined to 

determine their disparities with respect to spurious velocities both inside and outside of a 

free droplet. The overall stability of pseudopotential models is inescapably linked to the 

magnitude of spurious velocities in the model. Large parasitic currents at the 
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liquid/vapour interfaces pose a potential problem for dynamic simulations involving high 

density ratios. It is therefore one of the most important aspects of the model to inspect. 

Of the three techniques tested, the YS method performed the best for spurious velocities 

in the whole computational domain. Interestingly, at low relaxation-time all methods 

converge around a similar value. However, when only the inside of the droplet is 

considered, the piecewise linear method exhibits the lowest spurious velocities.  

Additionally, the implementation of solid wettability into the pseudopotential model was 

investigated. Considering the fluid-solid interactions, the density-based method was 

demonstrated to have undesirable mass transfer near the solid boundary, with large 

density fluctuations. In comparison, the geometric formulation maintains an exact density 

profile even near to the solid boundary, demonstrating superior compliance. Moreover, 

the measured static contact angle is compared to the prescribed angle, with only a 

deviation of 2% observed over the range of angle tested. Further, agreement with 

analytical solutions for dimensionless wet length and height reveal the geometric 

formulation to be an excellent candidate for solid wettability implementation. Finally, the 

effect of contact angle and droplet size on spurious velocities was investigated for several 

EOS implementations. The outcome suggests that contact angle and droplet size do not 

play an important role in creation of spurious velocities, with little deviation being 

witnessed over the ranges tested.  

Lastly, droplet pinning on an inclined slope, due to gravity, was considered. When the 

fluid-solid interaction scheme is employed, an ideal solid boundary is assumed hence 

when a droplet is subject to external gravitational forcing, it will slide and continue to do 

so for the duration of the computation. However, as indicated in the literature, when a 

non-ideal surface is implemented, the droplet can be pinned in place similar to what is 

witnessed in nature. This pinning is attributed to the contact angle hysteresis window, the 

size of which can dictate the magnitude and tilt angle of the slope allowable for the droplet 

to remain stationary. In opposition to the CAH method, an artificial friction forcing has 

been presented which can be easily integrated into the fluid-solid interaction scheme to 

counteract against the gravitational force, rendering the droplet static. The two techniques 

were scrutinised and the outcomes were quite different. Both methods successfully pinned 

the droplet on an inclined slope for 𝐸𝑜 = 0.5 similar to those detailed in the literature, 

however that is where the similarity ends. For the artificial friction force method, the 

contact angles (advancing and receding) do not evolve much away from the static contact 
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angle, whereas for the geometric formulation they tend towards the limits of the CAH 

window as the simulation advances. The intrinsic nature of the geometric formulation 

allows the momentum inside the droplet to dynamically alter the contact angles in order 

to balance against external forces, providing a much more realistic interface deformation, 

more suited to validation against experimental datasets. 

Therefore, considering the above, MRT will be applied in this study due to its enhanced 

accuracy and compliance with the Maxwell construction. Furthermore, the geometric 

formulation will be employed to introduce solid boundary wetting conditions as it has 

been demonstrated to have excellent agreement with all analytical tests completed. 

Additionally, for cases involving droplets on inclined slopes, the CAH model will be 

implemented into the geometric formulation due to its dynamically moving contact 

angles. 
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Chapter 4 – Development of lattice Boltzmann model for surface 

acoustic wave interactions in sessile droplets 

4.1 Introduction 

Based on the discussions of the pseudopotential LB models in the previous chapter, the 

application of such methodology, in the context of surface acoustic waves, will be 

explored. The aim of this Chapter is to introduce a novel numerical scheme which can be 

used in the research and innovation of SAW-droplet devices. 

The three-dimensional two-phase lattice Boltzmann model presented in this work is 

constructed and applied to simulate the kinetic impact from a SAW on a microscale 

sessile drop. SAW parameters (amplitude and frequency) are investigated and their 

influences on mixing, pumping, and jetting are analysed. It is the objective of this study, 

in additional the model development, to provide a comprehensive understanding of the 

roles that each parameter plays on SAW induced streaming and deformation.  

4.2 Surface Acoustic Wave (SAW) droplet interaction and model assumptions 

Before moving to the developed model, a brief outline of the physics of SAW-droplet 

interactions is introduced which will aid in the discussion of the model setup and the 

results obtained.  In general, it can be summarised as, SAW propagates along the substrate 

in the direction of the liquid droplet. Upon entering the droplet, the acoustic wave is 

dampened exponentially, causing longitudinal pressure waves to be emitted through the 

liquid (See Figure 4-1) at a Rayleigh angle , 𝜃! = sin)* _'
_(

, where 𝐶" and 𝐶! are the sound 

velocity in the liquid and the Rayleigh SAW velocity on the SAW substrate, 

respectively [181,182]. This initiates complex streaming patterns to emerge which can 

cause mixing, translation or jetting of the droplet. It is assumed that the dynamics shown 

in Figure 4-1 are decoupled into the dynamics of SAW transportation in solid and the 

dynamics of droplet impacts of leaked SAW acting on the liquid droplet. The one-way 

coupling interaction, from the SAW on the solid surface to the fluids, is modelled by the 

body force, described by Eq. 2–9. No thermal impacts are considered, and the fluids are 

considered as incompressible fluids. 

Due to the limitations of the experimental setup, these processes can be difficult to 

thoroughly study empirically, therefore it is necessary that computational methods are 

developed which can capture the two-phase flow pattern within the droplet, the 
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deformation, and jetting. Due to the microscopic nature of these flow patterns, it only 

seems fitting that the chosen numerical model should be also. Consequently, the LB 

methodology has been specifically chosen for this work. The LBM is a kind of 

mesoscopic model, lying between macroscopic and microscopic regimes, providing 

relatively high physical insight without the computational overhead of particle-based 

models, Molecular Dynamics (MD) for example [183]. Additional benefits of the LBM 

are its ability to model complex boundary conditions, predict interfacial dynamics, and 

implement external forces with ease. This could be particularly beneficial in the 

exploration of SAW-based microfluidics involving curved or complex shaped devices. 

 

Figure 4-1. (a) 2D illustration of SAW propagation along substrate (b) 3D schematic of 

wave orientation and propagation 

In the following sections, the numerical model will be outlined and validated before SAW 

interactions are introduced. Numerical results will then be compared with experimental 

observations, validating the constructed model, and culminating in a study of various LB 

parameters to determine their impact on droplet shape and motion. 

4.3 Model description 

Based on the discussion in Section 4.2, the liquid droplet is considered as an 

incompressible fluid, for which the LBM, derived from incompressible Navies-Stocks 

equations, can be applied. 

4.3.1 Three dimensional multiple-relaxation-time two-phase LB model 

In the present study, the multiple-relaxation-time scheme is employed in the 

pseudopotential lattice Boltzmann framework to simulate multiphase fluid flows. In the 
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LB community, the evolution equation with MRT collision operator can be written 

as [115], 

 

where 𝑓( is the density distribution function, 𝒙 is the spatial position, 𝒄( is the discrete 

particle velocity along the ith direction, 𝛿) is the time step, 𝐹( is the forcing term in discrete 

velocity space and 𝑆̅(* is the collision matrix, expressed by [184] 

 

where 𝑴 is the orthogonal transformation matrix (given in Appendix A) and 𝑺 is the 

relaxation matrix, 𝑺 = diag3𝑠+, 𝑠, , 𝑠- , 𝑠* , 𝑠. , 𝑠* , 𝑠. , 𝑠* , 𝑠. , 𝑠/ , 𝑠/ , 𝑠/ , 𝑠/ , 𝑠/ , 𝑠'016. For the D3Q15 

lattice, the lattice velocities (𝒄() are given by, 

 

where 𝑐 = 𝛿! 𝛿"⁄ = 1 is the lattice constant. 

The density distribution function 𝑓( and equivalent equilibrium distribution 𝑓(
,. can be 

found through projecting the distributions onto moment space via 𝒎 = 𝑴𝒇, where 𝒎 =

𝒎𝒆𝒒. Therefore, the right-hand-side of Eq. 4–1 can be re-written as, 

 

where 𝑰 is the unit tensor, 𝑴𝑭² is the forcing term in moment space with (𝑰 − 𝑺 2⁄ )𝑴𝑭² =

𝑴𝑭b, and the equilibrium moments 𝒎,. are given by, 

𝑓#(𝒙 + 𝒄#𝛿' , 𝑡 + 𝛿') = 𝑓#(𝒙, 𝑡)−Sµ#G �𝑓G(𝒙, 𝑡) − 𝑓G
:;(𝒙, 𝑡)� + b1 −

𝑆#̅G
2 c𝐹#𝛿' 

4–1 

𝑺· = 𝑴)*𝑺𝑴 4–2 

[𝒄6, 𝒄*, 𝒄+, 𝒄2, 𝒄=, 𝒄8, 𝒄5, 𝒄C, 𝒄9, 𝒄f, 𝒄*6, 𝒄**, 𝒄*+, 𝒄*2, 𝒄*=] 

= 𝑐 #

0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1

0 0 0 1 −1 0 0 1 1 −1 −1 1 1 −1 −1

0 0 0 0 0 1 −1 1 1 1 1 −1 −1 −1 −1

' 
4–3 

𝒎∗ = 𝒎− 𝑺(𝒎−𝒎:;) + 𝛿' Q𝑰 −
𝑺
2T𝑴𝑭

² 4–4 
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where 𝑢', 𝑢0 and 𝑢1 are the velocity components of the fluid in the x, y, and z directions, 

respectively. The magnitude of velocity is calculated through |𝒖|# = 𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2. The 

streaming process of the MRT LB equation is implemented in velocity space as [184] 

 

where 𝒇∗ = 𝑴)𝟏𝒎∗. The macroscopic density 𝜌 and velocity 𝒖 are acquired through, 

 

where 𝑭 is the total force exerted on the system which includes, in this study, the 

interparticle force 𝑭#D' , adhesive force from solid boundaries, which can be treated 

through boundary conditions,  and any external forces, e.g. the SAW force acting to the 

droplet, 𝑭$Uc, with 𝑭 = 𝐹(8) + 𝑭𝑠𝑎𝑤 = 3𝐹' , 𝐹0 , 𝐹16.  

4.3.2 Fluid-fluid interactions 

In the pseudopotential model [141,149], multiphase flow phenomena is established via 

an interaction force which aims to mimic molecular interactions. For a single component, 

the interaction force is given by Eq. 3–2 with the weights 𝑤(|𝒄𝒊|"), given by 𝑤(1) = 1 3⁄   

and 𝑤(2) = 1 24⁄  with 𝑁 = 14 for nearest-neighbour interactions on a D3Q15 lattice. The 

thermodynamic pressure, p, related to the pseudopotential in the pseudopotential model, 

is given by 𝑝 = 𝜌𝑐9" +
:;!

"
𝜓" with the lattice sound speed 𝑐9 = 𝑐 √3⁄ . 

To introduce adjustable interfacial tension into MRT models, Li et al. [184] suggest the 

addition of a source term 𝑪 into the MRT LB equation, 

𝒎:; = 𝜌 Q1,−1 + |𝒖|+	, 1 − 5|𝒖|+, 𝑢, , −
7
3 𝑢, , 𝑢O , −

7
3 𝑢O , 𝑢- , −

7
3 𝑢- , 2𝑢,

+

− 𝑢O+ − 𝑢-+, 𝑢O+ − 𝑢-+, 𝑢,𝑢O , 𝑢O𝑢- , 𝑢,𝑢- , 0T
K

 
4–5 

𝑓#(𝒙 + 𝒆#𝛿' , 𝑡 + 𝛿') = 𝑓#∗(𝒙, 𝑡) 4–6 

𝜌 = 	q𝑓#
#

		,			𝜌𝒖 = 	q𝒄#
#

𝑓# +
𝛿𝑡
2 𝑭 4–7 
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where the forcing term in moment space 𝑴𝑭J is defined as [185],  

 

with the parameter 𝜎 used to alter the mechanical stability of the model [162], ensuring 

thermodynamic consistency. Additionally, the source term 𝑪 is defined to adjust the 

interfacial tenson [185], 

 

with variables 𝑄'', 𝑄00, 𝑄11, 𝑄'0, 𝑄01 and 𝑄'1 obtained from [185], 

 

where 𝜅 is used to adjust the interfacial tension g. According to [184], the addition of 

(1 − 𝜅) in the discrete form pressure tensor is intended to allow the interfacial tension to 

decrease and approach zero as 𝜅 increases from 0 to 1. The above methodology provides 

flexibility and stability in the model to simulate fluid flows at high density ratio and low 

viscosity, whilst allowing for adjustable interfacial tension. 

𝒎∗ = 𝒎− 𝑺(𝒎−𝒎:;) + 𝛿' Q𝑰 −
𝑺
2T𝑴𝑭

² + 𝑪 4–8 
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4.3.3 Fluid-solid interactions 

As mentioned previously, incorporating adhesive effects between solids and fluids in the 

pseudopotential LB scheme has been widely studied. Generally, there have been two main 

methodologies developed to mimic fluid-solid interactions, namely the density-based 

interaction [165,166] and the pseudopotential-based interaction [169,170]. For the 

density-based interaction models a fictious wall density is introduced at the solid nodes, 

whereas for pseudopotential-based interactions schemes, a pseudopotential is adopted at 

the solid nodes. Recently, the geometric wetting condition [171], originating in the phase-

field LB method, has been adopted to incorporate wetting phenomena in multiphase 

pseudopotential LB method. In three-dimensions (𝑥, 𝑦, 𝑧) = (𝑖, 𝑗, 𝑘), the scheme takes the 

following form, 

 

where, 

 

The first and second subscripts denote directions along the solid boundary, whereas the 

third gives coordinates normal to the solid, and 𝜃 is the prescribed contact angle for 

adjustment of the wetting condition. The scheme requires a layer of ghost nodes adjacent 

to the solid boundary in order to calculate the value of density. The fluid layers are located 

at k = 2 and the solid boundary at k = 1, with the ghost layer located at the bottom of the 

domain k = 0. Unlike the fluid-solid methods detailed previously, the only requirement 

for this scheme is the definition of desired contact angle, hence no additional forcing is 

implemented. Calculation of the density in the ghost, solid and adjacent fluid nodes is 

added to the rest the of the computational domain, resulting in an accurate wettability 

condition. This scheme will be applied in this study. 

4.3.4 Fluid-SAW interactions 

As discussed in Section 2.2 the emitted pressure waves generated from the SAW devices 

induce a body force in the liquid medium, instigating a circulatory motion within the 

fluid. The magnitude of SAW force 𝐹0%1 can be expressed by Eq. 2–9, with horizontal 

and vertical components being specified from Eq’s 2–8.  

𝜌#,G,6 =	𝜌#,G,+ + tan �
𝜋
2 − 𝜃� 𝜁 4–12 

𝜁 = ¾r𝜌#Q*,G,* − 𝜌#)*,G,*s
+ + r𝜌#,GQ*,* − 𝜌#,G)*,*s

+
 4–13 
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The SAW force is implemented in the numerical scheme as an external force in the 

pseudopotential method through F. In physics, as discussed in Section 2.2, the surface 

acoustic wave enters the liquid droplet upon reaching the interface, where the difference 

in sound speeds between the liquid and substrate causes it to radiate momentum into 

liquid along the Rayleigh angle. To introduce these effects into the model, a set of 

conditions are imposed to allow the forcing to only be active in the liquid phase. This is 

achieved via the average density of the domain which allows the model to distinguish 

between liquid and gas/vapour. By doing so a sharp cut-off is achieved through the 

interface and into the droplet, preventing any SAW forcing from being active in the 

gas/vapour phase. Additionally, the contact points of the droplet are continuously 

monitored to ensure the droplet is still in contact with the SAW substrate. Once the droplet 

leaves the surface, the forcing (SAW) is inactive as that in the physical experiments. 

4.4 LB model validation 

In the following, the model is validated using conventional benchmark tests to 

demonstrate its capability and applicability to the current study. Note, the Yuan and 

Schaefer [155] method, described previously in Section 3.2, is chosen with CS EOS for 

all cases unless stated otherwise. The parameters 𝑎, 𝑏 and 𝑅 are set to 𝑎 = 0.25, 𝑏 = 4 and 

𝑅 = 1, respectively. 

4.4.1 Evaluation of thermodynamic consistency 

To evaluate the thermodynamic consistency of the model, the numerically obtained 

coexistence curves are compared against the analytical Maxwell construction through 

simulating flat interfaces. 

A domain size of 𝑁' × 𝑁0 × 𝑁1 = 100 × 100 × 100 is implemented, with periodic 

boundary conditions applied in all directions. The density field is initialised as, 

 

where 𝑧= = 2(𝑧 − 25) 𝑊⁄  and 𝑧" = 2(𝑧 − 75) 𝑊⁄ , with 𝑊 = 5  as the initial interface 

thickness. The value of s in Eq. 4–9 is set to 0.12 in all simulations unless stated 

otherwise. 

𝜌(𝑥, 𝑦, 𝑧) = 𝜌d +
𝜌& − 𝜌d
2

[tanh(𝑧*) − tanh(𝑧+)] 4–14 
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The coexistence curves shown in Figure 4-2 agree with the Maxwell construction, 

demonstrating the schemes capability of capturing the saturate phase behaviour of the 

fluid, even at large density ratios. 

 

Figure 4-2. Comparison of numerical coexistence curve with the analytical curve 

predicted by Maxwell construction 

4.4.2 Evaluation of spurious velocities 

In this study, spurious velocities are evaluated to determine the performance of the current 

MRT model compared to the SRT model. Following [185], the parameters in the 

relaxation matrix 𝑺 = diag3𝑠+, 𝑠, , 𝑠- , 𝑠* , 𝑠. , 𝑠* , 𝑠. , 𝑠* , 𝑠. , 𝑠/ , 𝑠/ , 𝑠/ , 𝑠/ , 𝑠/ , 𝑠'016 are selected as 

𝑠+ = 𝑠* = 1.0, 𝑠, = 𝑠- = 𝑠. = 1.1,		and	𝑠'01 = 1.2 for the MRT model, while the relaxation 

rates in the SRT model are equal to each other 𝑠+ = 𝑠* = 𝑠, = 𝑠- = 𝑠. = 𝑠'01 = 𝑠/ . A lattice 

size of 𝑁' × 𝑁0 × 𝑁1 = 120 × 120 × 120 is adopted in the simulations, with a spherical 

droplet of radius 𝑅? = 30 initially positioned in the centre of the domain. Periodic 

boundary conditions are applied in all three directions and the density field is initialised 

as follows, 
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where 𝑅 = d(𝑥 − 𝑥?)" + (𝑦 − 𝑦?)" + (𝑧 − 𝑧?)", with (𝑥?, 𝑦?, 𝑧?) being the centre of the 

computational domain, and 𝑊 = 5 is the initial interface width. The reduced temperature 

is set to 𝑇@ = 0.5 which corresponds to a density ratio of 𝜌A 𝜌B⁄ ≈ 750.  

 

Figure 4-3. Maximum spurious velocities for whole domain and inside droplet at TR = 

0.5 

The maximum spurious velocities for the whole domain, as well as those inside the 

droplet, at 𝑇! = 0.5	are plotted against 𝑠C<=, shown in Figure 4-3. It is found that the 

maximum spurious velocity in the whole domain is smaller than 0.04 for 𝑠C<= ≥ 0.65 , 

however as 𝑠C<= < 0.65 this increases to around 0.06 then finally to approximately 0.14 

for 𝑠C<= = 0.53. Conversely, the magnitude inside the droplet is small and remains fairly 

constant over the range of 𝑠C<= only increasing once 𝑠C<= < 0.6. The spurious velocities 

inside the droplet and the effects on simulation SAW-droplet interactions will be 

discussed in Section 4.5.1. 

Table 4-1. Maximum spurious velocities for SRT and MRT methods (TR=0.5) 

  k = 0 k = 0.5 k = 0.95 

𝑠B)* = 0.6 SRT - - - 
MRT 0.055411 0.056327 0.067002 

     

𝑠B)* = 1.0 
SRT 0.040350 0.034532 0.027726 
MRT 0.031796 0.026633 0.021215 
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It is found from the simulations that the maximum spurious velocities are all materialised 

outside of the droplet. From Table 4-1 it shows that MRT provides a reduction of spurious 

currents, whilst also enhancing the numerical stability of simulations over SRT models. 

Interestingly at 𝑠C<= = 1.0 spurious currents are reduced with an increase in parameter k 

(decrease in interfacial tension), however when 𝑠C<= = 0.6 the opposite it witnessed. 

4.4.3 Evaluation of spatial accuracy 

To assess the spatial accuracy of the model, the equilibrium densities of a spherical 

droplet, of various radius and mesh sizes, is analysed. The mesh sizes simulated were 

𝑁' × 𝑁0 × 𝑁1 = 44 × 44 × 44, 88 × 88 × 88, 132 × 132 × 132 and 176 × 176 × 176, 

with the droplet radius equal to 𝑅 = 𝑁𝑥 4⁄ . Periodic boundary conditions are applied in 

all three directions and the density field is initialised according to Eq. 4–15. To estimate 

the error of the mesh size, the following formula is employed [185]; Error(𝑁𝑥) =

|𝜌(𝑁𝑥) − 𝜌(176)|, where 𝜌(𝑁𝑥) is the obtained liquid or gas density at each mesh size, 

which will be compared to those obtained for the largest mesh size (𝑁'=176). 

 

Figure 4-4. Numerical errors of density as a function of mesh size. Solid red line 

represents exact second-order accuracy. 

The change in relative error in steady state densities, with mesh size, are shown in Figure 

4-4. Three test cases were simulated with varying k in Eq. 4–11, with the results compared 
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to exact second-order accuracy depicted as the solid red line in Figure 4-4. It is shown 

that the model has approximate second-order accuracy in space.  

4.4.4 Evaluation of Laplace’s law 

Laplace’s law is employed to validate the simulation of droplets of different radii. 

According to Laplace’s law, the pressure difference across the interface of a spherical 

drop is related to the interfacial tension and the radius of the drop. In three-dimensions, 

the law is given by 𝛿𝑝 = 𝑝(8 − 𝑝DE) = 2𝛾 𝑅⁄ , where 𝑝(8 and 𝑝DE) are the fluid pressures 

inside and outside of the drop, respectively, and 𝑅 is the droplet radius. Once the 

interfacial tension is given, the pressure difference will be proportional to 1 𝑅⁄ . 

 

Figure 4-5. Numerical validation of Laplace’s law 

Simulations are carried out under the same cases set in Section 4.4.2. To test the 

relationship numerically, the radius of the droplet is varied within 20 < 𝑅 < 40, and the 

pressure difference obtained. Additionally, the adjustment of the interfacial tension via 

Eq. 4–11 is validated for k = 0, k = 0.5 and k = 0.95. As shown in Figure 4-5, a linear 

relationship is confirmed for all cases with the coefficients of determination being 0.9986, 

0.9976 and 0.9860, respectively. The model demonstrates a proportional relationship 

between the pressure difference inside and outside of the drop, and the inverse of drop 

radius thus Laplace’s law is substantiated.  
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4.4.5 Evaluation of static contact angle 

A liquid droplet placed on a flat solid surface will exhibit an equilibrium state of either 

partial or complete wetting [186]. During partial wetting, the free energy of each phase 

(solid, liquid, and gas/vapour) is in equilibrium, with the interfacial tension balance at the 

three-phase contact line being represented by Young’s equation, 

 

where 𝛾𝑆𝑉, 𝛾𝑆𝐿 and 𝛾𝐿𝑉 represent the interfacial tensions of solid-gas/vapour, solid-liquid 

and liquid-gas/vapour interfaces, respectively, with the macroscopic contact angle being 

equal to the microscopic contact angle 𝜃𝛾 [187]. Considering the above, the simulated 

static contact angle is evaluated against the analytical solution using the geometric 

formulation. In the simulations, a stationary semi-spherical droplet of radius 𝑅 = 25 is 

initially placed on a flat surface with no body force applied. A lattice size of 

𝑁' × 𝑁0 × 𝑁1 = 120 × 120 × 80 is adopted, with periodic boundary conditions applied in 

the x and y directions, while a no-slip condition is added to the upper and lower 

boundaries. As previous, the reduced temperature is set to 𝑇@ = 0.5.  

The results in Figure 4-6 show good agreement with the analytical solution demonstrating 

the capability of the model to simulate static contact angles accurately. Additionally, as 

seen in Table 4-2, the discrepancy between the prescribed and measured contact angle is 

relatively low, with a maximum error of ~3.7%. Interestingly, over the range of angles 

studied, the method seems to underestimate the contact angle as compared to the 

analytical solution. 

Table 4-2. Error in measured equilibrium contact angle   

Prescribed Contact Angle Measured Contact Angle % Error 

120 118.0308657 1.6409452 

105 102.6914144 2.198653 

90 88.2815703 1.9093663 

75 74.05764681 1.2564709 
60 58.04907659 3.251539 

45 43.90244078 2.4390205 

30 28.88460754 3.7179749 
 

𝛾0q − 𝛾0. − 𝛾.q cos 𝜃@ = 0 4–16 
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Figure 4-6. Simulated contact angles using geometric formulation; (a) validation against 

analytical solution (b) images for (i) q ≈30° (ii) q ≈120° 
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4.4.6 Evaluation of droplet oscillation 

Since the nature of the study requires evaluation of droplet dynamics, a dynamic 

validation case is presented. Here an oscillating droplet is simulated, which is initially 

placed at the centre of the domain and deformed to an ellipsoidal shape by, 

 

where (𝑥?, 𝑦?, 𝑧?) is the centre of the domain and 𝑅? is the initial radius of the drop, set to 

𝑅? = 30. The frequency of the nth mode oscillation is given by Miller and Scriven [188] 

 

where 𝜔𝑛 is the angular response frequency and 𝜔𝑛∗  is Lamb’s natural resonance 

frequency [189] 

 

where 𝑅, is the radius of the drop at equilibrium. Parameter 𝛼, in Eq. 4–18, is given 

by [188]  

 

where 𝜇& and 𝜇d are the dynamic viscosities of the liquid and gas/vapour phases, 

respectively, with 𝜇 = 𝜌𝜈. Due to the effect of interfacial tension and viscous dampening, 

the ellipsoidal droplet oscillates until a spherical shape is reached, with the amplitude of 

the oscillations decreasing over time. Figure 4-7 illustrates the evolution of the 

normalised droplet radius in both the horizontal and vertical directions. At the intersection 

of the solid and dashed lines, the droplet is spherical in shape. 

The analytical solution of the time period 𝑇 = 	2𝜋 𝜔8⁄  for the second mode (n = 2) 

obtained from Eq. 4–18 is compared to the simulation result. The analytical oscillatory 

period is found as 𝑇& = 2601, while the numerical oscillation period is 𝑇FGH = 2748, 

(𝑥 − 𝑥6)+

𝑅6+
+
(𝑦 − 𝑦6)+

𝑅6+
+
(𝑧 − 𝑧6)+

(0.8𝑅6)+
= 1 4–17 

𝜔D = 𝜔D∗ −
1
2𝛼𝜔D

∗
*
+ +

1
4𝛼

+ 4–18 

(𝜔D∗)+ =
𝑛(𝑛 + 1)(𝑛 − 1)(𝑛 + 2)
𝑅:2Â𝑛𝜌d + (𝑛 + 1)𝜌&Ã

𝛾 4–19 

𝛼 =
(2𝑛 + 1)+r𝜇&𝜇d𝜌&𝜌ds

* +⁄

√2𝑅:Â𝑛𝜌d + (𝑛 + 1)𝜌&Ã  (𝜇&𝜌&)* +⁄ + r𝜇d𝜌ds
* +⁄ ¡

 4–20 



 

77 

giving a relative error of 5.7%. Additionally, the influence of interfacial tension on the 

droplet oscillations is studied by varying the parameter k, in Eq. 4–11, 0 < k < 0.5. The 

numerical and analytical oscillation periods for k = 0.25 are 𝑇& = 3016 and 𝑇FGH = 3211, 

respectively, while for k = 0.5, 𝑇& = 3748 and 𝑇FGH = 3950. The relative errors being 

6.5% and 5.4% are consistent with those reported in the literature [190].  

 

Figure 4-7. Normalised radius of oscillatory droplet as a function of time for k = 0 

4.5 Numerical analysis of SAW interaction on a drop 

In the subsequent section, the constructed SAW-LB model is applied to study the effects 

of SAW interactions on a droplet to demonstrate how the constructed model can simulate 

and predict the internal physics and dynamics before further applications. Following the 

computational setup, the model is firstly validated then the effects of parameters such as 

wave amplitude, frequency, surface wettability, viscosity ratio and interfacial tension on 

droplet are examined. Thermal and aperture effects are not considered in this study. The 

mesh independent and grid resolution tests identify a mesh of 	𝑁' × 𝑁0 × 𝑁1 =

5𝑅 × 3𝑅 × 4𝑅, with a drop radius of 𝑅 = 40, to capture the flow dynamics with optimised 

computational cost. 
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Figure 4-8. Schematic of SAW-drop setup and boundary conditions 

In the simulations, a semi-spherical droplet of radius 𝑅 = 40 initially placed on the bottom 

surface with initial contact angle ~100° and its centre at (100,60,5), unless stated 

otherwise. The setup of the simulation can be referred to in Figure 4-8, including the 

boundary conditions. The reduced temperature is again set to 𝑇@ = 0.5, equivalent to a 

density ratio of 𝜌A 𝜌B⁄ ≈ 750	3𝜌A = 0.454, 𝜌B = 0.00066 with 𝜈B 𝜈A⁄ ≈ 15 and 𝑠/<= = 0.5077 

set for the liquid phase to provide appropriate conversion parameters to match the 

interfacial tension between physical and LB. Periodic boundary conditions are applied in 

the x and y directions, while a no-slip condition is added to the upper and lower 

boundaries. The droplet is first allowed to reach an equilibrium state on the SAW 

substrate, after which the SAW interactions are introduced. 

To validate the SAW interactions in the LB model, the simulation results are 

quantitatively compared with experimental data, which are taken from the selected 

records of previous experiments described in [34]. Three different modes are considered; 

mixing, pumping, and jetting, which will demonstrate the applicability of the proposed 

methodology to SAW based microfluidics applications. A set of non-dimensional groups 

have been chosen to allow for comparison between numerical and experimental data, 

which are Reynolds number, Weber number and capillary number, defined as, 𝑅𝑒 =
+"EI
J"

= EI
/"

 , 𝑊𝑒 = +"E!I
K

, and 𝐶𝑎 = J"E
K

  with 𝐷 the droplet diameter, u the droplet velocity 

and g  the interfacial tension. Note, the velocity definition for pumping is the mean 

velocity, summarised as the movement of the droplet along the surface, whereas for 
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Bounce Back 

Periodic 
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jetting it is along the length of the droplet from initial state until the drop is ejected from 

the surface. 

Physical parameters are related to lattice units through unit conversion. To properly 

convert between the LB and physical domains, three independent primary conversion 

factors are required. In this work, a droplet of water with volume 5 µl and initial radius 

of 1.34 mm is studied, which corresponds to a Length scale conversion 𝐶A = 33.4	µm. 

Physical properties of water at 20°C are taken as [191]; 𝜌L = 998.2	kg	m<M, 𝜈L =

1.004 × 10<N	m"𝑠<=, and 𝛾L = 0.07273	N	m<=. The consequent Time conversion factor is 

𝐶) = 2.85	×	10<N	s	, with a velocity scale conversion calculated as 𝐶E =

𝐶A 𝐶) =⁄ 11.72	m𝑠<=. A full derivation can be found in Appendix B. LiNbO3 based SAW 

devices were used, with designed wavelengths of 64, 32, 20 and 12 microns, 

corresponding to the measured frequencies of 61.7, 110.8, 199.4 and 250.1 MHz, which 

were reported in detail in [34]. SAW parameters applied in the simulations are 

representative of LiNbO3 substrate, where 𝛼= = 2.47 and 𝑘( = −1370	m<= [29] in Eq. 2–

9.  

4.5.1 The role of spurious velocities  

A major concern of implementing the pseudopotential model in the study of SAW 

streaming and its effect on droplet dynamics, is the presence of spurious (parasitic) 

velocities. In its current formulation, when comparing the magnitude of velocities inside 

the drop it is not possible to readily distinguish between spurious currents and acoustic 

streaming. As can be seen from a droplet on a surface (Figure 4-9 (a)), without external 

forcing, displays a symmetrical pattern which is purely a consequence of the numerical 

scheme. Comparing it to a droplet subjected to low SAW forcing (Figure 4-9 (b)), a more 

asymmetric pattern is witnessed, where a streaming state has been induced. 

For a droplet without any SAW interaction there is a large velocity near the top centre 

and the majority of velocities are located near the interface where interfacial tension 

effects are highest. On the contrary, when SAW is introduced, the largest velocities are 

found at the left-hand-side where the interaction point resides. The direction of the flow 

field has been altered, as the momentum of the liquid has been pushed upwards along the 

Rayleigh angle, with a primary vortex established at the right-hand-side of the droplet. 

Although the order of magnitude between the two sets of data is similar, the composition 

is distinctly different. When SAW is acting, a mixing field is noticeably produced. 
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Figure 4-9. Velocity streamlines and vectors for droplet with; (a) no SAW interaction 

and (b) SAW interaction at 61.7 MHz [Note: Flow field in lattice units]. View is slice 

through centre of droplet at 17 ms. 

Further indication that a streaming state is initiated is confirmed by a velocity profile 

across the centre of the droplet. In Alghane et al. [79] they provide extensive details on 

the velocity profiles expected when a low power SAW is interacting with a 30 µl liquid 

droplet. They demonstrate a high velocity near the interaction area (Fig. 10 (a) of [79]), 

diminishing along the width of the droplet with two lower peaks at the middle and far 

side. Now, if the velocity profile across the droplet in the present study is examined 

(Figure 4-10), at a height of 400 µm from the droplet bottom, a similar outcome it 

perceived. Although it has already been noted that spurious velocities and streaming 

velocities cannot be distinguished readily, there can be no doubt that the forcing scheme 
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employed stimulates streaming inside the drop which can cause mixing, pumping and 

jetting with increase in wave amplitude (power).  

 

Figure 4-10. Velocity profile through centre of droplet. (5 µl drop at 0.4 mm above 

surface at 61.7 MHz) 

In the following, these effects are investigated with the aim to clarify at which range of 

wave amplitude are spurious velocities no longer dominant and streaming can be 

predicted. In this part, a resonant frequency of 61.7 MHz is selected and the interfacial 

tension is altered from 0.055 N/m to 0.092 N/m. A range of wave amplitudes are studied 

and compared to a droplet at rest, on a SAW substrate, without any SAW interaction. The 

flow field and velocity profiles, across the width of the drop, are analysed. The 

culmination of the data reveals a threshold amplitude at which streaming/mixing can be 

achieved for each value of interfacial tension (Figure 4-11). The areas above and below 

this threshold have been termed as Streaming Dominant and Spurious Dominant, 

respectively, to reflect the flow field attained. In this analysis Streaming Dominant has 

been defined as being an internal flow structure and velocity profile which resembles the 

research in [79] whilst Spurious Dominant is outlined as a symmetrical velocity field, 

comparable to that of a droplet on a solid surface without any SAW interactions. 

As shown in Figure 4-12, the magnitude of wave amplitude plays an important role in the 

formation of streaming inside the droplet. Comparing low amplitude and hence low 
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power (Figure 4-12 (c) - (d)) to the droplet without SAW interaction (Figure 4-12 (a) - 

(b)), there are similarities. Firstly, the flow field and velocity vectors are comparable with 

central vortices dominating. Also, taking a profile across the droplet the largest velocity 

magnitude is realised at the edges, close to the interface, yielding a parabola distribution. 

The main differences between the two sets of data are; the velocity has been increased 

with SAW forcing and the flow field no longer has exact symmetry. This type (Figure 

4-12 (c) – (d)) can be categorised as a Spurious Dominant flow. As the amplitude is 

further increased, the velocity distribution starts to depart from symmetry to that which 

resembles a mixing scenario. Looking at the Figure 4-12 (e) - (f), there are large velocities 

on the left-hand-side of the droplet, above the interaction area, and a vortex located at the 

right side. Additionally, the velocity profile reflects this with a large magnitude close to 

the interaction point, diminishing along the length with smaller peaks near the centre and 

far side of the droplet. The velocity distribution in Figure 4-12 (f) is the same as those 

found in Fig. 10 (a) of [79] by experiments and computational fluid dynamics (CFD) 

modelling, hence it is classified as a Streaming Dominant flow. 

 

Figure 4-11. SAW amplitude for different interfacial tensions at which 

streaming/mixing is induced for 61.7 MHz. Above dotted line is streaming dominant 

and below is spurious current dominant. 
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Figure 4-12. Flow field and velocity profiles inside droplet at k = 0 and 61.7 MHz. 

Droplet without SAW interaction (a,b), and with SAW interaction; 0.03 nm wave 

amplitude (c,d) and 0.134 nm wave amplitude (e,f) [Note: Flow field in lattice units] 

View is slice through centre of droplet at 17 ms. 
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Figure 4-13. Flow field and velocity profiles inside droplet at k = 0.25 and 61.7 MHz. 

Droplet without SAW interaction (a,b), and with SAW interaction; 0.03 nm wave 

amplitude (c,d) and 0.1 nm wave amplitude (e,f) [Note: Flow field in lattice units]. 

View is slice through centre of droplet at 17 ms. 
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Figure 4-14. Flow field and velocity profiles inside droplet at k = -0.25 and 61.7 MHz. 

Droplet without SAW interaction (a,b), and with SAW interaction; 0.03 nm wave 

amplitude (c,d) and 0.167 nm wave amplitude (e,f) [Note: Flow field in lattice units]. 

View is slice through centre of droplet at 17 ms. 
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Similar tests, for a further two interfacial tension variations, are conducted. The spurious 

currents inside the droplet can be rearranged and reorientated by the SAW forcing, as 

illustrated in Figure 4-13 and Figure 4-14, if the wave amplitude is sufficiently large. At 

small amplitudes it has been shown that the forcing does not add enough momentum to 

the fluid to alter the flow structure already imposed by the numerical scheme, hence a 

velocity field similar to that of a droplet without SAW interaction is achieved. This flow 

field is maintained with further increase in wave amplitude until it reaches a threshold, at 

which point the forcing is able to reorder the flow resulting in a streaming/mixing state.  

From this study it has been discovered that an increase in interfacial tension requires an 

increase in wave amplitude to elicit a streaming mode within the droplet. This can be 

partly attributed to the increased spurious velocities inside the droplet which are a 

consequence of the interfacial tension at the intermolecular level. The increased 

interaction force between phases causes a higher magnitude of currents to be established 

at the interface. To overcome these currents, a stronger SAW force is required to 

manipulate and rearrange into a streaming pattern, as shown in Figure 4-11.  

In this study, results obtained for mixing/streaming are all from simulations in the 

streaming dominate regime, which are in good agreement with those from experiments. 

4.5.2 SAW streaming/mixing 

The first mode, mixing or streaming, is primarily analysed against experimental data. At 

low magnitude of SAW power, the droplet is able to stay in its original place and 

undergoes minimal deformation. This is due to the interfacial tension effect being high 

enough to withstand the SAW interaction. From experiments [34] they investigated the 

effect of increasing frequency to determine the threshold power to achieve streaming 

inside the droplet, revealing that an increase in SAW power is required, i.e., 0.2 W at 61.7 

MHz to 0.47 W at 250.1 MHz. 

Consequently, in the LB simulations a similar outcome is achieved. As shown in Figure 

4-15, the droplet is slightly elongated in the z-direction however it remains pinned to the 

surface even after a few milliseconds. For the range of resonant frequencies, a minimum 

amplitude is required to initiate mixing inside the droplet. Below this threshold amplitude 

SAW based streaming does not occur. Instead, unphysical spurious currents dominate, 

showcasing symmetrical flow patterns inside the drop which can be mistaken for 
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streaming, ranging in order of magnitude from 10-2 to 10-5 (in lattice units) dependent on 

area of droplet being examined. In this study, four different resonant frequencies, as 

introduced previously, are studied. It is demonstrated that only a small change in SAW 

amplitude is required between frequencies to achieve mixing phenomena inside the drop.  

 

Figure 4-15. (a) Experimental images of deformation phenomena due to streaming for 5 

µl droplet operated at 61.7 MHz and low power of 0.2 W and (b) LB simulation results. 

4.5.3 SAW pumping and jetting 

Moreover, further increase in SAW power provides additional momentum to the fluid 

along the Rayleigh angle. Increased circulatory motion within the droplet causes a 

wobbling effect in the initial few milliseconds, where the droplet is held in place although 

the interface moves upwards from left to right (Figure 4-16). After this period, the droplet 

moves downwards which causes the rear contact area to begin to creep forward, hence a 

pumping state is initiated. As reported in [34], a larger disparity between SAW power is 

required to initiate pumping at lower frequency to high frequency than in the previous 

streaming mode.  

From the research it is found that the non-dimensional SAW amplitude (A/l) is increased 

linearly with an increase in SAW frequency, until at high frequencies where the trend is 

downward (Figure 4-18). Overall, the simulation data are approximately half of those 

(a) 

(b) 
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from the experiments for the range of frequencies. Unlike the mixing/steaming mode, 

during the pumping the droplet moves along the substrate. The interfacial tension between 

the fluid and the SAW substrate is not enough to withstand the body force applied during 

the SAW interaction. Comparing the shape obtained from the experiment to that in the 

simulation there are some differences. In the experiment the droplet is slightly more 

elongated to the right, with a tip being formed at the top. However, in the simulation there 

is no such feature. This could be a consequence of interfacial tension being dissimilar. 

Overall, the simulations are in agreement as there is some upward movement and slight 

asymmetry however not as pronounced as in the physical experiment. Additionally, when 

velocity comparison to the experimental data  is examined (Figure 4-17) it is shown that 

the predictions are in good agreement. In each of the simulated cases, the model slightly 

over predicts the velocity at the onset of the pumping mode. In our research, a pumping 

mode is initiated at; 60 < 𝑅𝑒 < 140, 0.02 < 𝑊𝑒 < 0.1, and 3x10<O < 𝐶𝑎 < 7x10<O, hence 

interfacial tension effects are dominant in this region.  

 

Figure 4-16. (a) Experimental images of pumping phenomena for 5 µl droplet agitated 

by SAW device with a frequency of 110.8 MHz and applied power of 1.2 W, (b) LB 

simulation results. Arrows show movement of droplet. 

When the SAW power is increased to such a point where the droplet is ejected from the 

surface, it is termed a jetting mode. Depending on the type of substrate being used, 
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LiNbO3 or zinc oxide film coated on silicon (ZnO/Si), the shape and overall motion of 

the jet can be different. The shape can vary from a thin beam [34] to full ejection of the 

droplet from the surface (Figure 4-17). For ZnO/Si SAW devices [34], although able to 

achieve jetting effects, they require significantly more power for similar frequency with 

those for LiNbO3. This is an area which is planned for future research. For LiNbO3 

devices the droplet is ejected from the surface as the SAW energy transferred into the 

liquid is large enough to overcome the those from interfacial tension and gravitational 

forces. A comparison between experimental and simulation results is presented in Figure 

4-17. The results are in good agreement with the shape and general motion of the LB 

simulations being comparable to those of the experiments. 

 

Figure 4-17. (a) Experimental images of jetting mode for 5 µl droplet agitated by SAW 

device with a frequency of 199.4 MHz and applied power 4.2 W, (b) LB simulation 

results 

From the data it can be shown that the ratio of SAW amplitude to SAW wavelength is 

almost linear with an increase in SAW frequency (Figure 4-18). Up to frequencies of 

around 110.8 MHz, the simulation results are in close agreement with the experimental 

data. Above this frequency, the association starts to diminish. In the initial period the 

droplet is pushed upwards, elongating vertically and shrinking horizontally whilst the 

interface is deformed. As the SAW forcing is large, the left contact area is moved in the 

(a) 
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x-direction toward the right contact area, causing a balloon shape to emerge. Once the 

contact area is small enough that the SAW forcing can overcome the interfacial tension, 

the droplet leaves the surface along the Rayleigh angle. 

 

Figure 4-18. Relationship between A/l and frequency for transitioning between; 

Mixing, Pumping and Jetting. (Experimental data extracted from [34]) 

 

 

Figure 4-19. Velocity of droplet as a function of resonant frequency at the transition 

from Mixing to Pumping (pumping data points), and Pumping to Jetting (jetting data 

points). (Experimental data extracted from [34]) 
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Figure 4-20. Comparison between experimental  [34] and simulated data (a) Weber 

number vs Reynolds number, (b) Capillary number vs Reynolds number, and (c) Weber 

number vs Capillary number 
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As shown in Figure 4-19, the velocity data of the simulations alongside the experiment 

agrees well. For SAW device with frequencies of 61.7 MHz, 110.8 MHz, and 199.4 MHz 

the numerical velocity is overpredicted slightly, however with 250.1 MHz it is 

underpredicted quite considerably. In our analysis, jetting mode is commenced at; 230 <

𝑅𝑒 < 340, 0.28 < 𝑊𝑒 < 0.6, and 1.2x10<M < 𝐶𝑎 < 1.8x10<M. In the study by Tan et al [26] 

they witness the onset of single and multiple droplet ejection at Weber numbers of 0.1 

and 0.4, respectively. In the study, similar behaviour is observed since at 𝑊𝑒 < 0.1 the 

droplet remains on the surface and undergoes a pumping action, as described previously. 

In summary, the above comparison between experimental and LB simulation results 

demonstrates the ability of the proposed methodology for capturing the intricate dynamics 

of SAW interactions on a microscale sessile droplet. The validation of mixing, pumping 

and jetting has been presented and analysed. It is observed that there is a threshold wave 

amplitude at each frequency, at which the aformentioned modes can be achieved. 

Analysis of the data reveals that the amplitude present in the model is not consistent with 

the experimental trend. In spite of this, the results from the study are in good agreement 

with experimental findings, being within 4% relative error in velocity for pumping and 

jetting. In the following section, the effects of surface wettability on droplet dynamics  

are examined when surface acoustic wave interactions are introduced. 

4.6 Effect of droplet volume 

To further analyse the constructed SAW-LB model, additional tests were carried out with 

various droplet volumes ranging 1 µl to 10 µl. Similar to the previous section, pumping 

and jetting modes will be scrutinised for resonant frequencies of 61.7 MHz to 250.1 MHz. 

Computational setup parameters were kept constant from Section 4.5 with the 

experimental droplet size changing between cases and hence the conversion factors. Thus, 

LB parameters 𝑠/<= for liquid and vapor alongside SAW variables 𝐴, 𝑘# and 𝜔 are updated 

to reflect any changes in droplet volume.  

Again, the non-dimensional SAW amplitude is compared for each droplet volume over 

the range of resonant frequencies studied. As shown in Figure 4-21, it is clear that the 

largest SAW amplitudes are confined to mostly the 1 µl droplet volume for jetting mode 

over all frequencies. The overall trend, for each frequency, seems to follow in order of 

droplet volume size, with the largest A/l at 1 µl and the lowest at 10 µl. At 61.7 MHz, 

the dataset is in close proximity of each other whilst as the frequency is increased the 
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difference between each volume starts to become greater. Most droplet volumes don’t 

require much of an increase in SAW amplitude, between frequencies, to transition from 

pumping to jetting. Only the 1 µl displays a steep upward trend from 110.8 MHz to 199.4 

MHz and even further to 250.1 MHz.  

 

Figure 4-21. Relationship between A/l and frequency for various droplet volumes. 

Black dashed line illustrates transition zone between pumping and jetting. Note, 

streaming zone has been omitted for clarity.  

Additionally, for the pumping region the data suggests a much more chaotic trend. 

Initially, for low resonant frequency of 61.7 MHz, the data points are closely bunched 

together suggesting the applied SAW amplitude is similar for all volumes. However, this 

trend is not visible over the range of frequencies with a wide variety and organisation of 

points being observed. Unlike the jetting regime, there is no clear order to each set of 

frequencies, where the largest and smallest A/l fluctuates between each of the volumes, 

hence no real conclusions can be made based on the data. 
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Figure 4-22. Comparison of droplet volume for simulated data (a) Weber number vs 

Reynolds number, (b) Capillary number vs Reynolds number, and (c) Weber number vs 

Capillary number 
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Looking more closely at the droplet movement for each volume tested, again a series of 

non-dimensional numbers, namely Weber, Reynolds and capillary number are adopted. 

The results are detailed in Figure 4-22. At lower Reynolds numbers (𝑅𝑒 < 100) there is 

not much distinction between all volumes, however as it is increased further a clear 

division is perceived, as shown in Figure 4-22 (a). Interestingly, a clear trend is observed 

with the highest Weber numbers resulting from the smallest droplet volume. An increase 

in inertia, in the smaller volumes, allows for the droplet to be translated and ejected from 

the substrate much more easily. Looking closer at Figure 4-22 (b) for the same value of 

Reynolds number, a higher capillary number is achieved by the smaller droplet volumes. 

The increased velocity in small droplets causes a higher viscous drag which overcomes 

the surface tension; thus, the droplet is ejected more easily. Lastly, when comparing 

Weber number to capillary number in Figure 4-22 (c) there is a visible trend in the data. 

At capillary numbers (𝐶𝑎 < 0.0005) the data is almost indistinguishable with no 

perceivable differences, whereas above this value the trends start to emerge. For an 

equivalent value of capillary number, a higher Weber number is generated for larger 

droplet volumes. Conversely, for an equivalent value of Weber number, a higher capillary 

number is achieved for smaller volume droplets. 

 

Figure 4-23. Numerical results for jetting time against droplet volume for various 

resonant frequency. Black line indicates linear trend of jetting time and droplet volume 
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Taking a closer look at the jetting regime (Figure 4-23), when the jetting time is 

considered there appears to be a clear upward trend, with lower times being experienced 

for the smaller droplet volume, increasing steadily as the volume is increased. This linear 

trend can be expressed as Time	(s) = 0.0015V(µl) + 0.007, hence approximate 

predictions of jetting time can be easily calculated for various droplet volumes, negating 

the need for experimental observation which could save time and resources. 

The findings reveal that smaller droplet volumes can be manipulated more easily than 

larger droplets due to higher inertia overcoming viscous and adhesive forces. This allows 

for increased droplet velocity on the substrate and a reduction in jetting time, leading to 

faster ejection from the surface. The variation in time across the droplet volumes 

examined indicates a linear relationship which can be implemented for quick and 

approximate jetting time calculations. 

4.7 Evaluation of LB parameters on dynamic behaviour 

In the subsequent sections, the effects of LB parameters such as surface wettability, 

viscosity ratio and interfacial tension are studied, on droplet dynamics excited by SAW, 

to determine the role each plays in interface deformation, effectiveness of acoustic wave 

coupling and mode outcome. 

4.7.1 Effect of surface wettability 

In this part, the effect of surface wettability on droplet dynamics is analytically 

investigated for the specific case of resonant frequency 199.4 MHz. All SAW parameters 

are kept constant with only the surface wettability being modified. Three wettability’s are 

chosen to be investigated: with initial static contact angles (qs) of 60º, 90º and 120º. The 

shape and subsequent modes are analysed to determine the effect droplet contact angle 

has on SAW energy transfer into the droplet. 

As shown in Figure 4-24, a change in surface wettability can vastly alter the amount of 

SAW energy transferred into the droplet, resulting in different dynamics. For the 

hydrophilic surface (e.g. qs of 60º) the SAW interaction results in spreading with slight 

droplet movement. The increased interfacial tension, due to lower contact angle, is strong 

enough to overcome the SAW force. Moving to the surface with a static contact angle of 

90º, no spreading on the SAW surface is observed, while, only a pumping state is achieved 

as the acoustic forcing is not sufficient to cause ejection from the surface. Again, this can 
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be explained by an increased contact area being able to withstand the forcing for longer 

as compared to the hydrophobic surface. An increase in SAW power would be required 

to cause a transition from pumping to jetting at this wettability condition, as shown in 

Figure 4-24. 

   

Figure 4-24. Simulation results at 10ms for resonant frequency 199.4MHz at different 

surface wettability 

The findings from the study reveal the importance of surface wettability to effectiveness 

of SAW energy transfer into the drop. At the same wave amplitude and frequency, 

through altering the wettability of the substrate, different modes can be achieved, 

intentionally or unintentionally. Careful design of the SAW device can allow for more 

efficient energy transfer, resulting in less power requirements. This can be particularly 

useful for applications involving DNA where cells are susceptible to damage [42].  

4.7.2 Effect of viscosity ratio 

In this portion, an investigation into the effect of viscosity difference on droplet dynamics, 

in the presence of surface acoustic wave interactions, is conducted. Similar to previous, 

all computational parameters are kept constant with the exception of kinematic viscosity. 

In order to introduce a viscosity difference between the liquid and gas/vapour phase the 

conventional methodology is adopted, where 𝜈(𝜌) = 	𝜈A for 𝜌 > 𝜌; and 𝜈(𝜌) = 	𝜈B for 𝜌 ≤

𝜌; [162].  

qs = 60º qs = 90º qs = 120º 
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Figure 4-25. Numerical results for jetting at resonant frequency 199.4 MHz (a) Time for 

droplet to be ejected from surface against viscosity ratio (b) Average spurious 

velocities, in the simulation domain, before SAW interaction against viscosity ratio 

Considering the above treatments, three different cases are investigated for the present 

test; 𝜈B 𝜈A⁄ = 5, 𝜈B 𝜈A⁄ = 15 and 𝜈B 𝜈A⁄ = 20. As before, a resonant frequency of 199.4 MHz 

has been assumed, with droplet shape and motion being compared when a jetting mode 

is witnessed.  
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As can be seen in Figure 4-25 (a), the effect of viscosity ratio on droplet dynamics is 

apparent. An increase in viscosity ratio has been shown to linearly increase the time taken 

for the droplet to be ejected from the surface of the substrate. This delay in jetting can be 

explained due to the increased viscosity of the gas phase slowing the energy transfer as 

the droplet interface is moved along the Rayleigh angle. Another interesting aspect to 

note is the reduction in spurious velocities as a consequence of viscosity ratio (Figure 

4-25 (b)). The unphysical parasitic velocities which plague most multiphase LB models 

are those which can cause major instabilities in models, especially dynamic simulations. 

A reduction can be useful in both helping to stabilise the computational domain and when 

analysing results.  

4.7.3 Effect of interfacial tension 

To analyse the effect of interfacial tension between the liquid and gas/vapour, the Xu et 

al method [185] is employed, described in Eq. 4–11, which is an extension of the already 

widely used methodology proposed by Li-Luo [184] to 3D space. It has been commented 

in the literature [159] that this approach is more effective for reducing interfacial tension 

whereas the scheme by Huang-Wu [192] is more suited to increasing interfacial tension. 

It is assumed that currently this strategy for interfacial tension adjustment has not yet been 

extended to 3D hence why the aforementioned has been selected for this work. 

To study the effect of interfacial tension on droplet behaviour, a resonant frequency of 

199.4 MHz and a jetting regime is once again chosen. As before, the same computational 

setup is maintained with only the interfacial tension adjustment parameter, k, being 

altered. A range of k, from -0.25 to 0.25, is investigated which will provide some insight 

into how increasing or decreasing interfacial tension effects the transfer of surface 

acoustic wave energy into the microdroplet.  
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Figure 4-26. Simulation results at 14 ms for resonant frequency 199.4MHz at different 

interfacial tension 

The results illustrate the effect of modifying the interfacial tension between the droplet 

and the surrounding gas/vapour. At the moment just before the droplet is ejected from the 

surface, the shape and dynamics are scrutinised. Looking at Figure 4-26, going from left 

to right, there are some differences in the droplet dynamics. At an increased interfacial 

tension (k = -0.25) the droplet is slightly more balloon shaped and has more of a 

curvature, leaning further to the right, whereas with a reduced interfacial tension (k = 

0.25), the droplet is elongated further along the Rayleigh angle, with less curvature and 

balloon shape. This demonstrates that the interfacial tension has a strong influence on 

droplet shape however has less impact on droplet dynamics since, in all scenarios, the 

droplet is ejected from the substrate at approximately the same amount of time. 

Interestingly, the maximum velocity inside the droplet at the moment before ejection is 

altered as a result of interfacial tension adjustment. An increase in interfacial tension 

results in a rise in velocity of approximately 4.5% compared to the unmodified droplet. 

Similarly, when the interfacial tension is reduced, there is a lesser increase in maximum 

internal velocity of  ≈1.6%. 

4.8 Summary 

In summary, a three-dimensional numerical model for acoustic interactions with 

microscale sessile droplets under SAW excitation is developed, using a two-phase 

multiple relaxation-time pseudopotential lattice Boltzmann method. The proposed model 

is initially validated against numerical benchmark tests. The results are in excellent 

agreement with the analytical solutions.  

The developed model is then used in the study of SAW interactions with a microscale 

sessile droplet on a LiNbO3 substrate. Simulation results are validated against 

g = 0.092 N/m  k = -0.25 g = 0.072 N/m  k = 0.0 g = 0.055 N/m  k = 0.25 
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experimental data, evaluating mixing, pumping and jetting modes. A good agreement 

between simualtions and experiments is achieved. The results demonstrate the 

applicability of the proposed methodology in the prediction of droplet dynamics subjected 

to SAW agitations. It is observed that there is a threshold wave amplitude at each 

frequency, at which the aformentioned modes can be achieved. Analysis of the data 

reveals that the amplitude in the model is not consistent with the experimental trend. 

Despite this, the results from the study agree with experimental findings, being within 4% 

relative error in velocity for pumping and jetting. The transition of mixing to pumping 

state is observed at 𝑊𝑒 > 0.02,  𝐶𝑎 > 3x10<O and 𝑅𝑒 > 60, with the onset of jetting mode 

at 𝑊𝑒 > 0.1, 𝐶𝑎 > 1.2x10<M and 𝑅𝑒 > 230. 

Additionally, the effect of droplet volume has been examined. The results uncover that 

smaller droplet volumes can be manipulated more easily than larger droplets due to higher 

inertia overcoming viscous and adhesive forces. This allows for increased droplet velocity 

on the substrate and a reduction in jetting time, leading to faster ejection from the surface. 

The variation in time across the droplet volumes examined indicates a linear relationship 

which can be implemented for quick and approximate jetting time calculations. 

Furthermore, the effect of surface wettability on droplet dynamics is investigated. It is 

found that on hydrophilic surfaces, the energy transfer from the SAW to the droplet is 

impeded by the large interfacial tension force. This is in opposition to hydrophobic 

surfaces where the droplet is moved and ejected from the substrate more easily. These 

results can be useful in the development of more efficient SAW devices. 

Moreover, the effect of viscosity ratio and interfacial tension has been investigated when 

the droplet is subjected to SAW interactions. The findings reveal that viscosity ratio can 

play a role in delaying the ejection of the droplet from the surface. Movement of the 

liquid-gas/vapour interface is slowed resulting in a longer jetting time. Modification of 

the interfacial tension can lead to different droplet dynamics being witnessed. At larger 

interfacial tension, the droplet resists the deformation from the acoustic wave 

propogation, maintaining its spherical balloon shape. Alternatively, a reduction in 

interfacial tension allows the droplet to deform more along the Rayleigh angle, resulting 

in a longer jet to be seen. Focusing on the maximum internal jetting velocity, it is 

interesting to note that modifying the interfacial tension alters the velocity magnitude, 

nevertheless this has inconsequential impact of the ejection time from the SAW substrate 

surface. 
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Chapter 5– Influence of configuration parameters on SAW-droplet 

interactions 

This chapter reports the influence of numerical simulation configuration parameters on 

SAW-droplet interactions. The effect of contact angle hysteresis (CAH) is investigated 

and its consequence compared to experimental data and results in the previous chapter 

(Chapter 4), with focus on A/l ratio, droplet velocity and non-dimensional numbers. 

Additionally, spurious velocities are further examined in relation to choice of MRT free 

parameters and EOS to provide further understanding on their influence on SAW-droplet 

interactions. 

5.1 Introduction 

Considering the previous study, the influence of spurious velocities has been shown to 

have an adverse impact on the numerical stability due to large magnitudes forming near 

the liquid-vapour interface, causing large velocity gradients. Additionally, determining 

the impacts of external forcing can often be complex as the magnitude of spurious 

velocities is similar to streaming flow inside the droplet. Thus far, it has been shown how 

this can be circumvented somewhat by demonstrating precise zones where the flow field 

can be assumed to be appropriately rearranged as a consequence of the forcing, hence the 

data can be suitably examined and compared. In the subsequent sections, spurious 

velocities reduction will be investigated through choice of MRT free parameters and EOS 

implementation. The role of spurious velocities in SAW-droplet interactions will then be 

examined to provide a better understanding of cause and effect. 

5.2 Investigation of MRT free parameters on spurious velocities 

The relaxation matrix in the D3Q15 model 𝑺 =

diag3𝑠+, 𝑠, , 𝑠- , 𝑠* , 𝑠. , 𝑠* , 𝑠. , 𝑠* , 𝑠. , 𝑠/ , 𝑠/ , 𝑠/ , 𝑠/ , 𝑠/ , 𝑠'016 has 15 relaxation rates. Variables 

𝑠a	and	𝑠G correspond to collision invariants (𝜌, 𝑗, , 𝑗O , 𝑗-) which are conserved during the 

collision process, hence the choice of relaxation rate is unimportant. It has been noted in 

the literature that these variables should be set to a non-zero value to obtain the correct 

hydrodynamic equations in the continuum limit [193]. By setting the relaxation rates to 

unity (𝑠a = 𝑠G = 1) second-order discretisation of source terms is preserved. Moreover, 

𝑠: 	and	𝑠s are related to the bulk and kinematic viscosities, respectively. Additional 

parameters 𝑠[ , 𝑠; 	and	𝑠,O- are related to the kinetic energy square, energy flux and 
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antisymmetric third-order moment, respectively. These parameters are considered free to 

modify and tune in the model.  

Due to the impact of spurious velocities in the model, in this section an investigation into 

the effect of modifying the relaxation rates in the diagonal matrix is carried out to 

determine the most optimum configuration for the current study. The intended outcome 

from modification of the relaxation matrix would be low spurious velocities in the liquid 

and gas phase whilst unaffecting variables such as density ratio. Low spurious velocities 

inside the droplet (liquid phase) provide a much clearer insight into how the SAW 

interactions affect the flow patterns, whilst a reduction in the surrounding gas phase 

enhances stability of the model.  

Initially, the sensitivity of each parameter is determined through a Taguchi method, where 

an orthogonal L16 array is adopted, with three factors and four levels. The Taguchi method 

allows factors in experiments to be independently evaluated by means of a small number 

of trials [194]. As part of the study, the three factors (A, B and C) represent the relaxation 

parameters r𝑠[ , 𝑠; 	and	𝑠,O-s with the four levels of optimisation (1, 2, 3 and 4) signifying 

(1, 0.7, 1.1,	and	0.3333), given in Table 5-1.  

Table 5-1. L16 orthogonal array and results of maximum spurious velocities 

Test  Factor Velocity [Vapour] Velocity [Liquid] 
  A B C (lu/ts) (lu/ts) 

1  1 1 1 2.30E-03 1.73E-03 
2  1 2 2 9.22E-03 4.35E-03 
3  1 3 3 3.96E-03 1.51E-03 
4  1 4 4 4.26E-02 2.35E-02 
5  2 1 2 1.84E-03 1.78E-03 
6  2 2 1 8.58E-03 4.17E-03 
7  2 3 4 2.38E-03 1.92E-03 
8  2 4 3 3.51E-02 2.13E-02 
9  3 1 3 2.39E-03 1.72E-03 
10  3 2 4 1.13E-02 4.85E-03 
11  3 3 1 3.90E-03 1.52E-03 
12  3 4 2 3.89E-02 2.38E-02 
13  4 1 4 2.20E-03 2.19E-03 
14  4 2 3 7.99E-03 3.89E-03 
15  4 3 2 3.13E-03 1.58E-03 
16  4 4 1 3.03E-02 1.63E-02 
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The average spurious velocity for each factor is collected at each level in the vapour 

phase, and the outcome presented in Table 5-2 and Figure 5-1. Analysing the figure, both 

factors A and C appear to be relatively unaffected by changes in level value. From this 

initial evaluation it has been shown that the magnitude of spurious velocity for factor B 

can be adjusted by up to 95% through choice of level value. 

Table 5-2. Average spurious velocity values for each factor and factor level in the 

vapour phase 

Factor  Average spurious velocity in vapour phase   
Level 1 Level 2 Level 3 Level 4 

 A 
 

1.45E-02 1.20E-02 1.41E-02 1.09E-02 
 B 

 
2.18E-03 9.28E-03 3.34E-03 3.67E-02 

 C 
 

1.13E-02 1.33E-02 1.24E-02 1.46E-02 
 

 

Figure 5-1. Average spurious velocity response of each factor for vapour phase 

Moreover, the average spurious velocity for each factor is gathered at each level in the 

liquid phase. Examining Table 5-3 and Figure 5-2, again both factors A and C appear to 

be relatively unaltered by changes in level value. On the other hand, it has been shown 

that, for factor B, the magnitude of spurious velocity inside the droplet can be adjusted 

by up to 92% through choice of level value. 
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Table 5-3. Average spurious velocity values for each factor and factor level in the liquid 

phase 

Factor  Average spurious velocity in liquid phase   
Level 1 Level 2 Level 3 Level 4 

 A 
 

7.77E-03 7.30E-03 7.98E-03 5.99E-03 
 B 

 
1.85E-03 4.31E-03 1.64E-03 2.12E-02 

 C 
 

5.93E-03 7.88E-03 7.12E-03 8.11E-03 
 

 

Figure 5-2. Average spurious velocity response of each factor for liquid phase 

To find the optimum configuration of relaxation parameters, the data is further examined. 

The pre-set relaxation rates used so far in the study (see Section 4.4.2), will be used as a 

reference from which the cases will be initially compared to. Factor levels (1-4) are 

reviewed in relation to factor B to evaluate its impact on spurious velocities. Note, test 

variations will be referred to according to their number shown in Table 5-1 for simplicity. 

As presented in Figure 5-3, the tests have been organised according to the factor level for 

factor B, allowing for a visual comparison of the data. It is evident that levels 2 (Figure 

5-3 (b)) and 4 (Figure 5-3 (d)) result in unfavourable spurious velocities with a large rise 

over the reference case. All tests produce greater magnitude velocities inside the liquid 

droplet and in the surrounding vapour phase, hence this configuration is not particularly 

suitable for the study of fluid dynamics at high density ratio. Moreover, level 3 (Figure 

5-3 (c)) configurations are shown to have a minimal response to the variation in parameter 
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value, exhibiting values close to the reference case. Thus, level 1 (Figure 5-3 (a)) provides 

the most optimal outcome with a large reduction in spurious velocities throughout the 

domain (vapour phase). Looking closer at the data (tests 1, 5, 9 and 13), the largest 

reduction of spurious velocities in the vapour phase is achieved when 𝑠[ and 𝑠,O- are set 

to 0.3333. Interestingly, increasing these values results in an inferior reduction as 

compared to the reference case. Additionally, alteration in the configuration values has 

only a slight consequence to the magnitude of spurious velocities inside the liquid drop. 

Over the tests conducted in level 1, the variation in results range from 10% to 29%, with 

the lowest achieved when 𝑠[ and 𝑠,O- are set to either 1.0 or 1.1.  
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Figure 5-3. Comparison of spurious velocities with factor level in Taguchi method, 

organised for factor B. Dashed orange line represents density profile.  

The results in Figure 5-3 indicate that: 

• Reducing the value of 𝑠; below 1.0 leads to a large increase in spurious velocities 

in the vapour and liquid phases 

• Setting the value of 𝑠[  and 𝑠,O- to 0.3333 leads to a significant decrease in 

spurious velocities in the vapour phase when 𝑠; = 1.0 

• Setting the value of 𝑠[  and 𝑠,O- to 1.0 or above provides the most optimum 

magnitude of spurious velocities in the liquid phase when 𝑠; = 1.0 
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Considering all the above, there are some clear indicators which can help in the reduction 

of spurious velocities and hence provide a more stable computational simulation. Most 

alterations provide an unfavourable change in the magnitude inside the droplet, as 

compared to the reference values. The foremost advantage of optimising the relaxation 

parameters appears primarily in the vapour phase (outside the droplet), where large 

reductions can be made.  

According to the Table 5-2, an optimum configuration of relaxation parameters for 

reduced spurious velocities, in the vapour phase, is 𝑠[ = 0.3333, and 𝑠; = 𝑠,O- = 1.0. 

Similarly, inspecting Table 5-3, optimal relaxation values for reduced spurious velocities, 

in the liquid phase, are 𝑠[ = 0.3333, 𝑠; = 1.1 and 𝑠,O- = 1.0. These arrangements are 

analysed and compared to the reference values. 

Table 5-4. Maximum spurious velocities, in liquid and vapour phase, for optimal 

relaxation parameters compared to reference values 

 Vapour Liquid 

 Velocity  
(lu/ts) 

Change from  
Reference value 

Velocity  
(lu/ts) 

Change from  
Reference value 

Reference 3.77E-03  1.54E-03  

Optimal (vapour) 1.94E-03 -94.70% 1.72E-03 10.58% 

Optimal (liquid) 3.50E-03 -7.63% 1.52E-03 -1.23% 

 

As expected, when the optimal values are adopted, the maximum spurious velocities in 

the vapour phase are reduced considerably with an increase in the liquid phase, as 

depicted in Table 5-4. Interestingly, this configuration does not result in the largest 

reduction as test 13 provides a decrease of approximately 255% over the reference data. 

Likewise, the configuration chosen for the liquid phase results in a small reduction in 

spurious velocities inside the droplet (Table 5-4). Again, these values do not provide the 

biggest decrease, with test 3 resulting in a decline of around 1.7% as compared to the 

reference data.  

Considering the reasoning behind modifying the relaxation matrix, there appears to be 

only one logical case which fulfil the criteria. Test cases presented in factor level 1 of 

Figure 5-3 demonstrate the best outcomes, although they are all slightly different. 
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Contemplating the dynamic nature of the simulations being carried out and tested in this 

instance, it makes sense to have a much more stable computational domain at the expense 

of a slight rise in spurious velocities inside, hence moving forward the free relaxation 

parameters will be set to unity (𝑠[ = 𝑠; = 𝑠,O- = 1.0) in the remaining chapters of this 

thesis. 

5.3 Effect of contact angle hysteresis (CAH) on droplet dynamics 

As demonstrated in the previous section, the developed pseudopotential LB model can 

capture the intricate interactions between SAW’s and a microscale sessile drop. The 

qualitative and quantitative results show good agreement with the experimental data, 

establishing the numerical model is capable. The model has been shown to provide 

excellent agreement at lower resonant frequencies (i.e., <150 MHz) in the jetting regime, 

however for the pumping mode there are some clear differences. One reason postulated 

for this discrepancy has been the interfacial tension or more precisely the adhesive 

interaction between the liquid droplet and the substrate. In the physical experiments, once 

the SAW interacts with the droplet, to overcome the momentum the contact line 

dynamically adjusts, resulting in a stronger adhesive force. Once the SAW power reaches 

a certain value, the inertia inside the drop is large enough to overcome the liquid-solid 

interaction, resulting in droplet movement across the substrate. The fluid momentum is 

still low enough to allow the front and rear contact areas to move reasonably hence a 

pumping or translation mode is initiated. Further increase in SAW power causes a more 

instantaneous increase in flow velocity inside the droplet hence the liquid is manipulated 

more distinctly along the Rayleigh angle, deforming, and stretching the interface until the 

elongated droplet separates from the surface, as a single droplet or multiple droplets 

depending on power ranges.  

In the previous numerical study, the contact angle is restricted to a local equilibrium 

contact angle for the duration of the computation, hence it is prevented from dynamically 

evolving during the simulation. By adopting a moving contact line, the liquid adhesion to 

the substrate can be increased (as contact angle is altered) preventing droplet slippage at 

low powers thus the amount of SAW forcing required to instigate pumping and then 

jetting modes is expected to increase, bridging the gap between numerical and 

experimental results. Thus far, it is understood that the rapid increase in velocity, for 

jetting regime, prevents the movement of the contact line from having quite as much 
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influence on droplet behaviour hence the results, shown in Figure 4-18, more closely 

match the experimental data.  

In the following sub-section, the effect of contact angle hysteresis (CAH) on droplet 

behaviour will be examined and compared to the previous datasets. Initially, a specific 

case will be scrutinised before further corroboration is studied. 

 

Figure 5-4. Illustration of receding and advancing contact angles as part of initial setup 

To study the effects of CAH, the definition, outlined in Section 3.4, is implemented into 

the model, however without the need for an inclined slope. A set of advancing and 

receding contact angles are imposed to establish varying CAH cases. To initially test the 

model, a specific case is chosen (0.9 W RF power at 110.8 MHz resonant frequency) from 

which to gauge the effectiveness of the given CAH cases. Similar to the previous study, 

the setup remains constant to allow for direct comparison although the CAH conditions 

are imposed. Three CAH cases are chosen as part of the study: 1 - (𝜃! , 𝜃%) = (75,105), 

2 - (𝜃! , 𝜃%) = (85,105) and 3 - (𝜃! , 𝜃%) = (95,105). 

As illustrated in Figure 5-4, the contact area on the LHS of the droplet which interacts 

with the SAW signifies the receding contact angle whilst the leading edge of the droplet 

on the RHS denotes the advancing contact angle. From the experimental data presented 

in [34] it is estimated that the total distance the droplet is moved along the substrate, over 

the 62 ms pumping time, is approximately 6 mm (Fig 2 in [34]). Taking this measurement 

as a reference, the numerical results are compared. Analysing the results in Figure 5-5, 

there appears a clear trend between pumping distance and size of CAH window. With a 

larger window (Case 1) the droplet is moved along the substrate much less distance as 

compared to a lesser CAH (Case 3). This can be attributed to a lower receding contact 
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angle providing a larger contact area between the liquid and solid, offering more adhesive 

force. The SAW force has much less initial impact on droplet deformation at this lower 

contact angle where the internal flow momentum is less freely available to circulate due 

to a reduced droplet height. By implementing a CAH of (𝜃! , 𝜃%) = (95,105), the 

pumping distance provides a reasonable match to the experimental data, with an 

approximate error of 5%. 

 

Figure 5-5. Simulated pumping distance of 5µl droplet at 0.9 W RF power for 110.8 

MHz frequency with different CAH 

Noori et al. [195] conducted a similar study for 2D SAW-droplet interactions using a 

colour gradient method LB model. They found that employing a CAH model can help 

improve the simulation results by approximately 20% when comparing to experimental 

data. The research suggests a CAH of (𝜃! , 𝜃%) = (95,105) yields the most favourable 

outcome over the range of test cases. Additionally, the study investigated the effects of 

CAH on droplet displacement along the substrate. The conclusion reveals that an increase 

in surface roughness (large CAH window) results in a reduction in droplet movement for 

the pumping mode, and an increase in droplet instability for the jetting mode. 

With this outcome, the proposed CAH window (𝜃! , 𝜃%) = (95,105) is further assessed 

against a range of experimental data to determine its effectiveness and capability. Again, 

turning to the work in [34], the estimated droplet velocity at various powers and 

frequencies (Fig 3 (d) in [34]) is taken as a benchmark from which to compare the 
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numerical results. In the tests, a frequency of 61.7 MHz, with a RF power range of 

approximately 0.3 W to 1.1 W, is adopted. Similar to the previous study, the power is 

converted into non-dimensional amplitude to provide comparison via the correlation 

described in Eq. 2–10. 

 

Figure 5-6. Comparison of droplet velocity against A/l at frequency 61.7 MHz 

The numerical results presented in Figure 5-6 demonstrate a good agreement with the 

experimental data when CAH is employed. Similar to before, the LB simulations 

somewhat overestimate the droplet movement at each datapoint, however the overall 

trend is comparable. The outcome from this initial analysis indicates the significance of 

CAH in SAW-droplet interactions. In the physical experiments, although the substrate 

surface is treated such that a hydrophobic equilibrium contact angle is achieved, 

throughout the SAW interaction the droplet contact areas are able to dynamically evolve 

to counteract the change in internal momentum, resulting in interface deformation. 

However, if this evolution is not specified in the computational model explicitly then the 

contact angles will be constrained to the initial contact angle throughout the duration of 

the simulation. By employing a moving contact line model [179], the droplet 

deformation, especially at the interface between liquid and solid, is a consequence of the 

SAW forcing inside.  
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Finally, the range of frequencies studied in the previous chapter is executed once more, 

with the newly described CAH conditions implemented. The boundary between modes is 

highlighted and compared to the previous experimental reference data. As can be seen in 

Figure 5-7, through applying a CAH model the results more closely match the lab 

experiments, with an average reduction in error of approximately 20%. 

 

Figure 5-7. Relationship between A/l and frequency for 5 µl droplet. LBM simulations 

with CAH (qR,qA) = (95,105). Experimental data extracted from [34] 

By allowing the advancing and receding contact angles to evolve towards their 

prospective limits during the simulation, the droplet is able to withstand a higher SAW 

forcing before transitioning between regimes, hence the relationship is improved 

compared to the previous study (Section 4.5). Interestingly, in the initial SAW interaction 

period for the pumping mode, the rear contact area is fixed in place as the contact angle 

dynamically adjusts however the front droplet interface is moved forward due to the SAW 

forcing. After a few milliseconds, the internal liquid momentum increases which in turn 

causes the rear interface to start to move, overcoming the adhesive force provided by the 

advancing contact angle. 
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Figure 5-8. Percentage change in contact angle compared to reference value for varying 

SAW amplitudes, (a) left contact angle (b) right contact angle 

Looking at the evolution of contact angle, as compared to a non CAH model, during the 

simulation for low to medium power applications, the influence is quite apparent. In 

Figure 5-8, the percentage change in contact angle (absolute), from the reference value, 

is described for various SAW powers by 
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where 𝜃PQR represents the contact angle with CAH employed and 𝜃@ST is the reference 

contact angle when no CAH is implemented. As presented in Figure 5-8 (a), the left 

contact angle evolves, initially from the static contact angle, towards the CAH window 

where it remains for the duration of the simulation. Comparing the different power data, 

the trends are analogous, thus within this power range, the SAW doesn’t have much 

influence on the development of contact angle. However, looking at Figure 5-8 (b), the 

rear contact angle exhibits more response to the SAW parameter input. Interestingly, in 

the initial few milliseconds, all data follows a similar trend, with a large departure from 

the static contact angle. As the computation progresses, the lower powers tend to stabilise, 

whereas the higher powers fluctuate drastically. The higher SAW power produces more 

internal liquid momentum which instigates a forward motion of the droplet on the 

substrate, of which the advancing angle is constantly altering to combat against.  

The effect of CAH on jetting has been shown to have a lesser impact since the high 

velocity flow inside the droplet is directed along the Rayleigh angle, elongating the 

interface more vertically than horizontally along the substrate. Looking at Figure 5-7, for 

lower resonant frequencies (i.e., <150 MHz), there appears to be very minor alteration of 

the relationship when CAH is introduced. For high frequencies the adjustment is much 

more pronounced, with simulated A/l approaching the experimental data. As the SAW 

forcing in this range is large, the instantaneous velocity change is much more abrupt 

triggering the contact angles to adjust towards their limits hence the influence of CAH is 

much more pronounced.  

The impact of CAH has been shown to have a positive effect on simulated results, 

reducing the error against experimental data. Interestingly, although the SAW forcing 

(A/l) is increased as compared to the previous study (Section 4.5), the droplet velocity is 

nevertheless analogous. This is due to the CAH window opposing the horizontal 

momentum, maintaining droplet position on the substrate until the forcing is large enough 

to initiate a pumping mode and further a jetting mode. Before, the droplet velocity is 

measured from a lower SAW forcing, for each frequency, as compared to the 

experimental results. Not to be misunderstood, these results were compared to lab 

experiments at the boundary between each regime (mixing, pumping, and jetting) to 

provide an insight into model performance and applicability. With the CAH implemented, 

the actual power ranges being studied are more closely matched hence the results can be 
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useful in revealing the underlying physical mechanisms which dictate SAW-droplet 

interactions. 

5.4 Analysis of EOS implementation in SAW-droplet interactions 

As previously shown in Chapter 3, the choice of EOS implementation (YS, piecewise 

linear and MPI) can have an impact on the magnitude of spurious velocities inside the 

liquid droplet as well as the surrounding gas phase. So far it has been demonstrated that 

the YS method performed the best for spurious velocities in the whole computational 

domain, whilst the piecewise linear method exhibits the lowest spurious velocities in the 

liquid droplet. In this section these methods will be further examined to analyse their 

effect on SAW-droplet interactions, scrutinising aspects such as density ratio, internal 

flow velocities and droplet behaviours.  

As formerly introduced, the piecewise linear EOS requires a set of free parameters to be 

exclusively determined hence the spinodal points can be acquired by solving a set of 

equations, one for determining the mechanical equilibrium and another for chemical 

equilibrium. Li and Luo [196] investigated the effects of modifying the slope of EOS in 

the vapour-phase region, unstable region and liquid-phase region. The findings reveal that 

influence of droplet size can be reduced by increasing the slope in the vapour phase (𝜃U). 

Additionally, setting the vapour phase sound speed 3d𝜃U6 to the same order of magnitude 

as the lattice sound speed (𝑐9") helps to maintain a constant vapour density  [196].  

To provide fair comparison between all implementations the numerical setup is kept 

constant with initial densities, droplet size, wettability conditions, and SAW forcing being 

conserved. Computational setup remains unchanged from those described in Section 4.3. 

Both pumping and jetting modes are studied, with a frequency of 61.7 MHz selected. 

Considering a 5 µl droplet, for the pumping mode, a A/l ratio of 7.8 x 10-6 is chosen as 

this has already been demonstrated to be boundary for initiating droplet translation along 

the substrate (Figure 5-7). Additionally, for jetting mode, a A/l ratio of 1.4 x 10-5 is 

adopted for similar motivations. 
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Figure 5-9. Evolution of droplet transport velocity, (a) front point (b) rear point 

In the simulations, a large density ratio is considered, similar to the previous study (TR = 

0.5, CS EOS) with 𝜌A = 0.44 and 𝜌V = 0.0006. For the YS method, parameters are left 

unchanged from those defined in Section 4.3. Moreover, according to [197], for the 

piecewise linear method, the free parameters should be set to 𝜃U = 0.64𝑐9", 𝜃F = 𝑐9" and 

𝜃H = −0.04𝑐9". However, in this study 𝜃H = −0.033𝑐9" to ensure a relatively thin interface 

whilst maintaining model stability. Considering the above, according to Eq. 3–16 and Eq. 

3–17, variables 𝜌= and 𝜌" are given as 𝜌= = 0.000709 and 𝜌" = 0.43154 [197]. Lastly, in 

the MPI method, the thermodynamic consistency is corrected through splitting the free 
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parameter 𝜀G in Eq. 3–8 into two parts [159], with 𝜀"t/`#Dd,G = 0.98	𝜀]^0,G providing good 

agreement with the Maxwell construction (see Appendix B). 

Focusing on the pumping mode, it is evident that for the same initial SAW amplitude and 

frequency, the droplet behaviour is quite different. Figure 5-9 provides an insight into the 

front and rear contact point transport velocities for each EOS implementation. Here 

transport velocity is defined as the horizontal movement (x-direction) of the droplet along 

the substrate. Viewing the data there is a similar overall trend observed between the sets 

of results, particularly Figure 5-9 (a). In the initial few milliseconds there is increased 

velocity at the front of the droplet where the SAW interacts, however the rear remains 

almost at rest. At approximately 2 ms, the rear experiences a rapid velocity increase as 

the internal momentum overcomes the surface adhesion. Interestingly, at this juncture, 

the velocity at the front of the droplet decreases as a result. After 10 ms the droplet is 

mobile, hence it moves with relative ease over the substrate. 

 

Figure 5-10. Velocity profiles through centre of droplet, in x-direction, for pumping 

mode at approximately 3 ms and 0.4 mm above the substrate (61.7 MHz with A/l = 7.8 

x 10-6). Image inset depicts profile position and direction. 

Looking at the velocity profile through the centre of the droplet (Figure 5-10), there 

appears to be a higher internal velocity for both the YS and MPI, near to the SAW 

interaction area, compared to the piecewise linear method. This phenomenon could be a 
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potential reason why the transport velocity at frontal area of the droplet is marginally 

lower in comparison to the others (Figure 5-9 (a)) if the piecewise linear EOS is applied. 

The internal momentum has less impact on the contact line movement hence it moves 

slower. Conversely, at the rear of the droplet, the YS method has a low internal flow 

velocity which again could be the cause of the lesser transport droplet velocity at the rear 

point (Figure 5-9 (b)). 

 

Figure 5-11. Droplet shape comparison between YS, piecewise linear and MPI for 

pumping mode with frequency 61.7 MHz at approximately 10 ms. Green line depicts 

YS, Red line illustrates piecewise linear and Blue line shows MPI. 

Overall, the pumping distance achieved over the numerical simulation is shorter with the 

YS method as compared to the MPI and piecewise linear method. The shape of the droplet 

is also distinctive for the YS method, with it being more elongated in the vertical direction 

(Figure 5-11). This is a consequence of the internal and external velocities being 

dissimilar during the computation, causing subtle differences in the value of the contact 

angle at the rear of the droplet. As illustrated in Figure 5-11, the YS method experiences 

the largest contact angle which helps to fix the droplet in place whilst the SAW forcing 

influences the internal fluid momentum. The MPI method demonstrates a reduced contact 

angle at the rear which produces a shallower droplet height and more horizontal 

movement along the substrate. 

Additionally, when scrutinising the velocities near the interface area at the rear of the 

droplet there are again some differences. Figure 5-12 provides some understanding of the 

link between droplet movement and velocities. Over the bulk of the droplet, the velocity 

profiles are comparable however at the interface region there is a large increase for the 
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piecewise linear and MPI methods over the YS. All models experience large velocity 

magnitudes outside the droplet interface, with the peak of the YS method being about 

40% lower than the other methods. 

 

Figure 5-12. Velocity and density profiles from centre of droplet in x-direction at 0.4 

mm above substrate, approximately 10 ms. Intersection between velocity and density 

has been highlighted for each method. 

Upon closer inspection of the intermolecular forces for each EOS implementation, there 

are some variations. As illustrated in Figure 5-13, the distribution of intermolecular 

forces, in the x-direction (Fx) at the beginning of SAW interactions, is quite different 

between the piecewise linear EOS and the other methods (YS and MPI). At this timestep, 

the droplet shape is largely unaffected by the SAW which provides an ideal evaluation. 

Although the localised maximum values are diverse, it was demonstrated that the total 

value of the intermolecular force is closely matched, within 0.3% variation [197]. It is not 

surprising that the distributions for YS and MPI are equivalent since it was shown that 
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the behaviour of each is very similar when the same parameters are adopted, resulting in 

comparable densities, pseudopotentials, and spurious velocities in the 2D free droplet 

tests conducted in [197]. Evaluation of the SAW forcing, for each EOS, reveals 

indistinguishable distributions therefore it is not included here. 

 

Figure 5-13. Intermolecular force distribution, in x-direction, for YS, piecewise linear 

method and MPI. Data is from intial timestep of SAW-droplet interactions, at the left-

hand-side interface of droplet. 

Looking at the jetting mode, again it is apparent that there are some minor differences in 

droplet shape between the methods. As presented in Figure 5-14, at approximately 10 ms, 

the droplet has become more elongated in the z-direction as the strong SAW forcing 

pushes the liquid inside upwards along the Rayleigh angle. Consequently, the piecewise 

linear method experiences the most upward movement with a slightly larger droplet 

height over the others. This can be attributed to high internal velocities in the x and z-

directions (Figure 5-15 (a) and (c)), causing the liquid-vapour interface to deform more 

as the fluid momentum increases due to the SAW. Intriguingly, the droplet jetting time is 

increased marginally when the YS method is adopted, ejected the droplet from the 

substrate around 1 ms later than the other two methods tested.  
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Figure 5-14. Droplet shape comparison between YS, piecewise linear and MPI for 

jetting mode with frequency 61.7 MHz at approximately 10 ms. Green line depicts YS, 

Red line illustrates piecewise linear and Blue line shows MPI. 

Furthermore, the density ratio fluctuation throughout the computation is evaluated for the 

pumping and jetting modes. According to Figure 5-16, the piecewise linear method is far 

superior to the other methods, with a density ratio close to initialisation being achieved 

throughout the simulations. After a few milliseconds, the YS and MPI experience a large 

increase in density ratio which then drastically reduces to a value far below the 

coexistence densities expected at this reduced temperature. Again, as pointed out in [197], 

the MPI behaves similar to the YS method hence it is not unforeseen that the results 

follow a comparable trend. It appears though while able to predict static saturation 

densities with reasonable accuracy for free droplets and fixed on a surface, when the SAW 

interaction is introduced, the vapour phase density rapidly changes causing disparity in 

the density ratio during the simulation. The data from Figure 5-16 indicates that the 

fluctuation of density ratio is largely insensitive of input SAW power, with Figure 5-16 

(a) and (b) displaying similar results.  
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Figure 5-15. Velocity profiles through centre of droplet for jetting mode at 

approximately 10 ms (61.7 MHz with A/l = 1.4 x 10-5), (a) x-direction, (b) y-direction 

and (c) z-direction. x and y measurements taken from 0.4 mm above substrate. Image 

inset depicts profile position and direction. 
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Figure 5-16. Evolution of density ratio, (a) pumping mode, (b) jetting mode 

Lastly, the computational overhead associated with each method is analysed. The YS and 

piecewise linear method are executed in a comparable timeframe however the MPI, with 

its additional potentials, takes on average 52% more time to complete. 

5.5 Summary 

In summary, as a consequence of large spurious velocities in the pseudopotential method, 

the effect of adjusting the free relaxation parameters in the MRT model is investigated. 
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The outcome demonstrates the importance of correct choice of these parameters since a 

slight modification can lead to a rise in spurious velocity magnitude throughout the 

domain as well as inside the droplet. It is recommended that if the objective is to reduce 

spurious velociites, solely in the vapour phase, then setting parameters 𝑠[ and 𝑠,O- to 

0.3333 with 𝑠; = 1.0 provides an optimum outcome at the expense of a rise in the liquid 

phase. Conversely, setting parameters 𝑠; and 𝑠,O- to 1.1 with 𝑠[ = 1.0 provides a small 

reduction of spurious velocities in the liquid phase at the expense of a rise in the vapour 

phase. From the tests carried out, there are some indicators which point out that setting 

all free parameters to unity can provide a substantial reduction in spurious velocities in 

gas phase which can be beneficial for model stability. 

Moreover, the impact of CAH on droplet dynamics and behaviours has been studied. The 

outcome reveals that a CAH window of (𝜃! , 𝜃%) = (95,105) has been shown to have a 

positive effect on simulated results, reducing the error against experimental data. The 

influence of CAH on jetting has been demonstrated to have a lesser impact, compared to 

mixing and pumping, due to a higher velocity flow inside the droplet elongating the 

interface along the Rayleigh angle. With CAH implemented, the power ranges being 

studied more closely match the lab data hence the results can be useful in revealing the 

underlying physical mechanisms which dictate SAW-droplet interactions. 

Lastly, the influence of EOS implementation on SAW-droplet interactions has been 

examined, focusing on droplet behaviour for pumping and jetting modes. For the pumping 

mode, the impact of EOS is quite prevalant with shorter pumping distances and more 

droplet deformation being produced for the YS method. Also, for the jetting mode a 

similar outcome is perceived with longer jetting times being reported for the YS method, 

as compared to the others tested. Interestingly, the only method to provide a consistent 

density ratio over the duration of the simulation is the piecewise linear method, with the 

others fluctuating immensely during the tests. 
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Chapter 6– Investigation of the dynamics of surface acoustic wave 

interactions in sessile droplets 

6.1 Introduction 

This chapter investigates the dynamics of SAW-droplet interactions on an inclined 

substrate, concentrating on pumping/translation and jetting regimes. A variety of droplet 

volumes, SAW amplitudes and slope angles are examined, with particular attention being 

drawn to droplet velocity across the substrate. Additionally, droplet impact on an inclined 

substrate is studied, at various impact velocities, with and without SAW interactions to 

determine the droplet behaviours as a consequence of the acoustic interaction. Initially, 

the model is validated for a droplet with free impact on the substrate, before SAW 

interactions are introduced. Specific focus is made on droplet-substrate contact time, 

maximum spreading of droplet and rebound angle.  

Moreover, the kinetic impact of dual SAW interactions on sessile droplets is examined. 

A variety of SAW configurations and powers are examined, with consideration on 

internal flow, deformation and droplet dynamics. 

6.2 Investigation of SAW in sessile droplets on inclined slope 

In recent years, there has been a growth in demand for novel SAW devices which are 

compact and efficient. Conventionally acoustofluidics has been restricted to the 

manipulation of fluid mediums on flat (horizontal) surfaces, only taking advantage of the 

lateral and longitudinal directions. However, by introducing a sloped surface, devices can 

benefit vertically by including multiple layers resulting in a more compact system. 

So far, this unique device design is in its infancy with only a few studies being 

published [198,199]. The main research avenues conducted have been mainly focused on 

thin film piezoelectric devices due to their low production cost, flexible electrode design 

and ease of deposition on different substrate materials. Conventional devices are mostly 

composed of bulk LiNbO3 substrates which have a high electromechanical coupling 

coefficient and low input power requirements. 

In the present study, the 3D pseudopotential MRT model recently developed, validated, 

and optimized as introduced in the previous chapters, is employed in the investigation of 

SAW-droplet interactions on an inclined substrate. In this instance, the piecewise linear 
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method is employed due to its enhanced ability to maintain density ratio and reduced 

spurious velocities in the liquid phase.  

Initially the model is validated for droplet pinned on an inclined slope, in the presence of 

gravity, before SAW interactions are introduced. As part of this study, a LiNbO3 substrate 

is utilised for all numerical simulations. 

6.2.1 Evaluation of contact angle hysteresis 

An important aspect of the model which should be highlighted is the ability to pin a drop 

on a surface in the presence of external forcing or slope inclination. When the solid-fluid 

model is chosen based on the density or pseudopotential interaction described previously, 

the drop is unable to remain in place. It has been shown that a static contact line is not 

appropriate for this scenario, instead a dynamic model is required. The CAH model, 

described in Section 3.4, is implemented into the constructed model and evaluated against 

published studies [178,179]. 

 

Figure 6-1. Schematic of droplet on an inclined surface 

To validate the above scheme, a droplet is simulated on an inclined slope subjected to a 

gravitational force. In the evaluation, four incline angles (15°, 30°, 60° and 90°) are 

chosen to be analysed. A lattice size of 𝑁' × 𝑁0 × 𝑁1 = 100 × 100 × 50 is selected and a 

stationary semi-spherical droplet of radius 𝑅 = 20 is initially placed on the solid surface 

with a gravitational force 𝑭B applied and initial contact angle ~100°. Periodic boundary 

conditions applied in the x and y directions, while a no-slip condition is added to the upper 

and lower boundaries.  
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Figure 6-2. Interface profiles when droplets reach steady state at different inclined 

angles. The hysteresis window is set as (qR,qA) = (60°,120°) with Eo = 0.5. Inclined 

angles are (a) a = 15°, (b) a = 30°, (c) a = 60°, (d) a = 90°, respectively. 

 

 

Figure 6-3. Comparison of interface profiles at inclined angle of 90°; (a) present study, 

(b) Wang et al.  [179] and (c) Dupont et al.  [178].  

As demonstrated in Figure 6-2, the droplet can remain static on the inclined surfaces when 

a hysteresis window of (𝜃! , 𝜃%) = (60,120) is used for 𝐸𝑜 = 0.5. This result is 

comparable to those published in the literature [178,179]. Additionally, the interface 

deformation for a drop on a 90° incline is compared to [178,179]. The shape is in good 

(a) (b) 
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agreement (Figure 6-3) with the published images thus demonstrating the validity of the 

current implementation in the constructed model. 

6.2.2 SAW-droplet interactions on inclined slope 

Theoretical analysis of a droplet on an inclined sloping surface has been well documented. 

In the absence of SAW agitation, the force balance of the droplet is governed by; a 

resistance force, determined by CAH, which aims to counteract motion, a reaction force 

normal to the surface and gravity which elicits droplet deformation [200]. For inclination 

angles less than the critical value, the droplet will remain static on the surface however 

once this value is exceeded, the droplet will start to move.  

The addition of acoustic wave interactions on the droplet introduces extra forces into the 

liquid. With a SAW propagating from the left (see Figure 6-4), the direction of movement 

of the droplet is to the right, which is in opposition to the resistance force generated from 

the CAH. Additionally, the gravitation components are also in opposition to the SAW 

which deforms the liquid against the direction of travel. Lastly, after the droplet starts to 

move along the substrate, a shearing force is generated due to the strain at the contact line 

between the liquid and the surface [198]. 

 

Figure 6-4. Schematic of droplet on an inclined surface with SAW interaction 

The interaction between SAW and sessile droplets on an inclined slope is investigated to 

determine the influence of amplitude, inclination angle and volume on droplet 

pumping/translation velocity along the substrate. The results are qualitatively compared 

to research in the literature, with specific inferences highlighted in the summary. 

In the simulations, a lattice size of 𝑁' × 𝑁0 × 𝑁1 = 200 × 120 × 120 is adopted and a 

stationary semi-spherical droplet of radius 𝑅 = 40 is initially placed on the substrate with 
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a gravitational force 𝑭B applied and initial contact angle ~100°. Periodic boundary 

conditions applied in the x and y directions, while a no-slip condition is added to the upper 

and lower boundaries. The resonant frequency is set to 61.7 MHz with an initial SAW 

amplitude established based on the findings in Figure 5-7. In the initial evaluation, a 1 µl 

droplet is selected with a variety of inclination angles ranging 0° to 180° to be analysed. 

As before, the droplet is allowed to reach static equilibrium on the surface before SAW 

interactions are introduced. 

Figure 6-5 illustrates the average transportation/pumping velocity for a 1 µl droplet with 

varying inclination angle and SAW amplitude. Here, average pumping velocity is 

calculated using the velocity data from three points; front, centre, and rear of droplet, to 

provide an average of the values.  

 

Figure 6-5. Average pumping velocity for 1 µl droplet along various inclination angles 

under different A/l. Lines represent best fit to each set of data. 

The results indicate that an increase in SAW amplitude (power) corresponds to an 

increase in pumping velocity, for each slope angle. At a fixed amplitude, the average 

droplet velocity is decreased as the incline angle is increased until it reaches a minimum 

at 90°. Increasing the slope angle further, the opposite it seen as the pumping velocity 

increases with slope inclination. These findings are consistent with those found in [198]. 
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It is evident that the sets of data for 0° and 180°, 30° and 150°, and 60° and 120° are 

analogous with one another. Numerically obtained pumping images, for a 1 µl droplet, 

are provided in Figure 6-6. 

a = 0° a = 180° 

  

a = 30° a = 150° 

  

a = 60° a = 120° 

  

a = 90° 

 

Figure 6-6. Numerical pumping images of 1 µl droplet along inclined surfaces for SAW 

input 9.38 x 10-6 A/l. Arrow shows direction of travel. 
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To evaluate the effect of droplet volume on the pumping velocity, the volume is varied 

from 1 µl to 10 µl, with an inclination angle of 30° being examined for comparison. Figure 

6-7 indicates that as SAW amplitude is enlarged, the increase in velocity is lesser in larger 

droplets as compared to the small droplets, demonstrated by a less steep trend. 

Furthermore, for the same amplitude, a smaller droplet will have a larger average 

pumping velocity due to its lower contact area preventing droplet motion along the 

substrate. Similarly, this outcome is comparable with those found in lab 

experiments [198]. 

 

Figure 6-7. Average pumping velocity of droplets with different volumes at 30° inclined 

surface under different A/l. Lines represent best fit to each set of data. 

Further increase in SAW amplitude leads to jetting where the droplet is ejected from the 

surface. The power ranges (A/l) and velocities demonstrated in Figure 6-7 are consistent 

with those found in Chapter 4 for a 5 µl droplet on a flat surface. 

6.2.3 Analysis of droplet impact on inclined slope with and without SAW 

Over the past decades, liquid droplet impact on solid inclined surfaces has been 

comprehensively studied due to increased interest in science and industrial 

applications [201–203]. Upon droplet impact on the dry solid surface, the liquid deforms 
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and spreads to a maximum spreading diameter, and then, conditional on the surface 

treatment and impact velocity, there can be a variety of outcomes including partial or full 

rebound, splashing, or deposition on the surface permanently [201]. Recently, research 

has revealed that the intricate interplay between droplet and surface can be controlled or 

manipulated with the introduction of SAW’s [83]. This is of particular interest in 

applications where liquid adhesion on surfaces is unfavourable such as self-

cleaning [204–206]. 

Initially as part of this study, the model against is compared against published 

experimental data for droplet impact on a flat horizontal surface without any SAW 

interactions. The works by Bayer and Megaridis [207] offers a comprehensive 

understanding of contact angle dynamics during free droplet impact and the effect of 

surface wetting on droplet spreading. It is found that the wettability of the surface has an 

insignificant consequence on the maximum spreading of asymmetric inertia dominated 

droplet impacts [207]. 

 

Figure 6-8. Numerical setup of droplet impact on solid surface 

To substantiate the model, a comparative study is carried out, employing the published 

experimental data for reference. A 1.4 mm diameter droplet is numerically impacted on 

horizontal surfaces of varying wettability (wetting, partial and non-wetting) at different 

impact velocities. The evolution of maximum droplet spreading is qualitatively and 

quantitively compared to the data in [207]. In the simulations, a spherical droplet of radius 

𝑅 = 30 initially placed at a height of 2𝑅 above the bottom surface with its centre at 
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(125,125,30). The setup of the simulation can be referred to in Figure 6-11, including 

boundary conditions. In this instance, the Reynolds number and Weber number are 

defined as, 𝑅𝑒 = W#I#
/"

 and 𝑊𝑒 = +"W#!I#
K

, with U0 and D0 as the initial impact velocity and 

droplet diameter, respectively. 

 

Figure 6-9. Maximum spreading diameter of droplets impacting on surfaces with 

different wetting characteristics at We = 11.5 

As shown in Figure 6-9, the droplet behaviour can be altered considerably with the choice 

of surface wettability. When a wet surface is adopted (hydrophilic), for We = 11.5, the 

droplet reaches a maximum spreading diameter then retracts and ultimately adheres to the 

surface, without any rebound. Moving to a partially wet surface, a similar outcome is 

observed, with the droplet attaching to the surface after impact. There is an additional 

spreading phase however the energy is not enough to overcome the solid-liquid bond. 

Lastly, when the surface is non-wetting (hydrophobic) the droplet experiences minimal 

spreading before being separated from the surface after ~ 10 ms. The numerical results 

presented here are comparable to the experimental work published in Fig. 5 of [207].  

The influence of surface wettability on maximum droplet spreading diameter is examined 

for a range of impact velocities. Again, three surface treatments are considered (wetting, 

partial and non-wetting) with impact velocities ranging 0.42 – 1.4 ms-1 (4.6 < We < 50.2). 

Figure 6-10 provides an insight into the maximum spreading diameter as a function of 
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ReWe1/2 for different surface treatments. For the scenarios tested, the data collapses into 

a single regression line represented by 

 

This outcome is similar to that found in [207], where Dm / D0 = 0.72 (ReWe1/2)0.14, 

signifying that maximum droplet spreading is largely insensitive to surface treatment and 

demonstrating the capability of the constructed model to capture the dynamics of droplet 

impact on solid surfaces.  

 

Figure 6-10. Influence of surface wettability on maximum spreading diameter. Dashed 

line represents regression fit to the data (Dmax / D0 = 0.56 (ReWe1/2)0.15) 

In the following, droplet impact on inclined surface will be studied with and without SAW 

interactions. A 3.5 µl droplet is numerically impacted on surfaces of varying slope 

inclination at different impact velocities. To study the effect of travelling SAW on droplet 

impact on inclined surfaces, parameters such as contact time, maximum spreading 

diameter and rebound direction are examined. A description of the parameters is provided 

here: ‘contact time’ is defined as the duration of time the droplet is in contact with the 

surface, ‘maximum spreading diameter’ is the distance between the two extremities of 

the droplet, when is contact with the surface, along the x-direction, and ‘rebound angle’ 
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is the direction at which the droplet is displaced from the surface, in relation to the surface 

normal direction. An illustration is shown in Figure 6-11. The droplet dynamics for a free 

impact drop (FID) are contrasted with the SAW interaction drop (SID) to establish a 

relationship between input power and droplet behaviour. The evolution of normalised 

droplet height and spreading diameter is qualitatively compared to the data in [83]. 

        

 

 

 

Figure 6-11. Illustration of droplet impact on an inclined surface; (a) with upward 

travelling SAW interaction (SID) and (b) free impact (FID). Schematic view of; (c) 

droplet height and spreading diameter, and (d) rebound angle 
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The impact velocity, U0 = 1.4 ms-1 corresponding to a We = 50, and droplet volume are 

kept constant throughout the initial simulations. The slope inclination is set to 30° to 

provide a qualitative comparison to the results presented in [83]. As demonstrated in 

Figure 6-12 (a), upon impact on the surface the droplet experiences a spreading phase (~ 

3 ms) where the liquid is spread to a maximum diameter without any splashing. Then the 

droplet starts to retract as the rim is moved towards the centre of the liquid. For both 

scenarios, the spreading phase is similar with the maximum droplet spreading diameter 

and time being analogous. However, for the SID case (2 W applied power), as the SAW 

interacts with the droplet it speeds up the retraction phase which reduces the contact width 

of the droplet compared to the FID case. Consequently, the droplet is separated from the 

surface at ~16.4 ms for SID and ~17.1 ms for the FID case. 

Furthermore, the normalised droplet height is examined for free impact and SAW 

interaction scenarios. Figure 6-12 (b) illustrates the ratio of droplet height, Zi, to the initial 

value, Z0. As the droplet spreads to its maximum diameter, the normalised height (Zi / Z0) 

is reduced to a minimum, with both scenarios exhibiting a similar evolution. As the SAW 

interaction begins to influence the droplet (> 5 ms), the Zi / Z0 is enlarged more rapidly, 

leading to an increased tip height at the point of droplet separation from the surface. The 

above results from the initial LB simulations agree with the observations presented 

in [83], with SAW interactions reducing droplet contact time and increasing the 

normalised droplet height over a free impact scenario. The droplet behaviour, for the 

initial test case, is analogous with those provided in the literature, hence further 

investigation into the effect of SAW power, inclination angle and We number is 

conducted. 

In the simulations, a range of SAW powers (0 W to 8 W) will be examined for an inclined 

substrate of different angles (0° - 60°) and droplet impact Weber numbers (We = 10 – We 

= 50). The droplet contact time and rebound angle will be scrutinised to determine the 

influence of the above factors. 
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Figure 6-12. Comparison of results for free impact drop (FID) and SAW interaction 

drop (SID) with power 2 W at 30° inclined surface and We = 50 (a) Evolution of 

normalised droplet spreading diameter (b) Evolution of normalised droplet height 

Figure 6-13 provides a snapshot of a droplet impacting a 15° inclined surface at Weber 

number of 50 for both free drop and travelling SAW interaction. For FID case (Figure 

6-13 (a)), the droplet spreads to a maximum diameter after about 2 ms, then the rim starts 

to retract towards to centre of the liquid, pushing the droplet upwards. After ~17.7 ms the 

droplet is separated from the surface, at an angle approximately coincident to the slope, 
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as the kinetic energy is large enough at this Weber number. Looking at the SID scenario 

(Figure 6-13 (b)), the initial spreading phase (~2 ms) is disturbed as the SAW deforms 

the front edge of the droplet, forcing the rim up the slope. As a result, at ~5 ms, the contact 

area of the droplet is reduced as the liquid is driven upwards. At this SAW power, the 

forcing is large enough to produce a liquid jet directed approximately along the Rayleigh 

angle, which is ultimately ejected from the substrate at ~12.4 ms, a substantial reduction 

in droplet contact time over the FID case. 

(a) (b) 

  
0 ms 0 ms 

 
 

2 ms 2 ms 

  
5 ms 5 ms 

 
 

8 ms 8 ms 

Figure 6-13. Sequential snapshots of droplet impacting on solid surface at 15° 

inclination angle and Weber number of 50 for (a) free impact drop (FID) and (b) SAW 

interaction drop (SID) with power of 8 W. Highlighted angles correspond to droplet 

rebound angle. 
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Taking a closer look at the internal flow of both cases, presented in Figure 6-14, it is 

evident that the structures are considerably different. For the FID case, a circulatory flow 

is generated, orientated around the centre of the droplet. This maintains an almost 

symmetrical droplet shape on the surface with a tip forming at the top. In contrast, for the 

SID scenario, the velocity vectors demonstrate a strong flow guiding the liquid vertically 

against the angle of the slope. High flow is perceived at the left-hand-side of the droplet 

causing a tip to form, with a velocity gradient realised towards the front of the droplet.  

       

Figure 6-14. Internal flow structure with velocity vectors overlaid at 5 ms for; (a) FID 

and (b) SID case with applied power of 8 W. Inclination angle is 15° and Weber number 

of 50. Experimental images representative of droplet impact on ZnO substrate at We ~ 

30, extract from Biroun et al [83] 

In the subsequent timesteps, the flow inside is intensified as the SAW dominates the fluid 

orientation and deformation. At the point of ejection from the substrate, the flow is 

predominantly directed approximately along the Rayleigh angle. On the other hand, for 

the free impact drop the internal flow of liquid is orientated roughly normal to the slope 

angle at the point of separation from the surface. 

As shown in Figure 6-15, the inclusion of SAW interaction on droplet impact has a 

positive effect on contact time on the substrate. Taking a surface inclination angle of 0° 

for example, increasing the applied SAW power from 2 W to 8 W can reduce the contact 

time by 16%, from 16.9 ms to 14.1 ms, respectively. This reduction is even more apparent 

on surfaces with large inclination angle (>45°) as the droplet it separated from the surface 

up to 40% faster than the lower power counterpart. 

(a) (b) 
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Figure 6-15. Droplet contact time against substrate inclination angle for different SAW 

powers at We = 50 

Additionally, applying SAW to droplet impact on inclined substrate can alter the angle at 

which it rebounds, dependent on the power. Looking at Figure 6-16, when no SAW 

interaction is present, the droplet will rebound at an angle approximately coincident to 

the slope. However, when SAW is introduced, the rebound angle is adjusted until, at 

sufficient powers, it corresponds to the Rayleigh angle. From the cases studied here, only 

at SAW power 8 W and greater will the droplet be deformed in a direction close to the 

Rayleigh angle, irrespective of surface inclination. To reiterate, in this study rebound 

angle has been defined as being positive for clockwise direction (up slope) and negative 

for anti-clockwise direction (down slope). 

Looking at the effect of applied SAW power on maximum spreading diameter (Figure 

6-17), there appears to be a distinct linear trend. For each slope inclination, by increasing 

the SAW power, the maximum spreading diameter of the droplet is decreased. This can 

be attributed to the SAW interaction, at the front edge, restricting the droplet spreading 

and forcing the liquid back towards the centre, reducing the contact area. From the data 

there is no clear correlation between maximum spreading diameter and slope inclination, 

for each applied SAW power, hence no conclusion can be made.  
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Figure 6-16. Effect of surface inclination on rebound angle for various applied SAW 

powers at We = 50 

In the following, a comparison of results for different Weber numbers (10, 30 and 50) 

will be examined, once again, in relation to contact time, rebound angle and maximum 

spreading diameter. SAW power of 6 W has been selected with a 3.5 µl droplet kept 

constant.  

Figure 6-18 (a) provides insight into the effect Weber number has on droplet contact time 

for various slope angles. For horizontal surfaces (0°), the change in Weber number has 

insignificant influence on the contact time, with all cases separating the droplet from the 

substrate after a similar timeframe. Interestingly, as the slope is increased, the differences 

in contact time become more apparent. At 15° inclination, an increase in Weber number 

results in a longer contact time, approximately ~1.7 ms or 13% increase from We = 10 to 

We = 50. A similar trend can be observed for most angles, with an increase in initial 

impact velocity leading to a longer droplet contact time with the substrate. 
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Figure 6-17. Maximum normalised spreading diameter at different applied SAW powers 

for varying slope inclination angles. For all cases,Weber number of 50 

Furthermore, the influence of Weber number on rebound angle is examined. As shown in 

Figure 6-18 (b), the droplet rebound angle is not significantly affected with a change of 

We, especially in lower slope inclinations (<45°). The standard deviation (SD) for these 

sample measurements can be calculated from [208] 

 

where N is the number of samples, 𝐸# is the value of each sample and 𝐸µ is the mean value 

for the dataset. From Eq. 6–2, the maximum SD for the lower slope inclinations (<45°) is 

2° indicating the rebound angle remains almost constant as the impact velocity is 

increased. As the slope angle is increased, the deviation between Weber numbers is 

enlarged, with a ~4° difference between the data. Intriguingly, there is no obvious trend 

in the data, as an increase in Weber number does not guarantee a larger or smaller rebound 

angle, over the slope angles tested. It is clear though that for each set of data, the largest 

rebound angle is perceived on a horizontal flat surface (0°) and as the inclination angle is 

increased, the droplet rebound angle is lessened. 
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Figure 6-18. Effect of Weber number and surface inclination angle on; (a) contact time, 

(b) rebound angle and (c) maximum normalised spreading diameter. For all cases, 

applied SAW power of 6 W 
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Lastly, the maximum droplet spreading diameter is analysed for the different Weber 

numbers tested. It is found from the data that the magnitude of impact velocity has a large 

effect on the maximum spreading diameter of the droplet. As demonstrated in Figure 6-18 

(c), there is a clear linear trend between maximum spreading and We, which is to be 

expected. An increase in impact velocity (Weber number) provides the droplet with more 

kinetic energy as it collides with the surface. In the absence of splashing, the energy must 

be dissipated hence the droplet will experience more spreading as a result. Again, there 

is no observable correlation between maximum normalised spreading diameter and slope 

inclination, for each Weber number, therefore no deductions can be presented. 

6.3 Investigation of dual SAW interactions in sessile droplets 

The use of opposing SAWs has been shown to have positive repercussions in science and 

engineering applications such as ink jet printing, cell sorting, etc. The travelling SAWs, 

from contrasting directions, interact with each other in the liquid to form a standing 

surface acoustic wave (SSAW) [209]. The longitudinal waves radiate into the droplet 

along the Rayleigh angle, causing strong internal streaming near the top of the droplet. 

In this section, two aligned SAWs are propagated towards the droplet, from opposite 

directions, to determine the influence of variables such as applied SAW power and 

configuration on droplet dynamics and internal flow arrangement. Firstly, the model is 

corroborated against published experimental data. A 10 µl droplet is initially placed at 

the centre of the bottom surface with SAW interactions from opposing sides (see Figure 

6-19). The aperture of each SAW is greater than the width of the droplet hence forcing is 

active over the whole droplet width and is perfectly aligned. In the study, a range of SAW 

powers are examined (1-10 W), and the droplet deformation and dynamics recorded.  

According to [26], the transition between vibration and single droplet ejection can be 

expressed in terms of jet Weber number, 

where 𝑈G represents the velocity of the jet and 𝑅G is the radius of the jet. Additionally, the 

length of the jet, 𝐿G, is normalised by the initial droplet radius, 𝑅V, to provide more insight 

into the effect SAW forcing has on the droplet deformation. 

𝑊𝑒G =
𝜌𝑈G+𝑅G
𝛾  6–3 
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Figure 6-19. Schematic illustration of dual SAW-droplet interactions from opposing 

aligned IDT’s; (a) side view (b) top view 

As demonstrated in Figure 6-20, for 𝑊𝑒G < 0.07 the droplet experiences vibration when 

the SAWs are interacting, as the liquid is pushed symmetrically upwards. As the power 

is not enough to overcome the interfacial tension and surface adhesion, the droplet reaches 

a peak height then retracts downwards as the momentum is dissipated (see Figure 6-21 

(a)). After approximately 16 ms the droplet has almost returned to its original spherical 

shape. For 𝑊𝑒G > 0.07, single droplet ejection is achieved as the driving force inside the 

liquid is strong enough to overcome the surface energies. Comparing the images in Figure 

6-21 (a) and (b), the contact angle is drastically altered when the SAW power is increased. 

No longer is the liquid able to spread and reduce its angle on the surface, with the higher 

power, the contact areas are pushed towards the centre of the drop which forces the liquid 

inside upwards. After approximately 14 ms, the contact area is diminished such that the 

droplet is ejected from the surface. In study by Tan et al. [26], they witness the transition 

between drop vibration and of single droplet ejection at 𝑊𝑒G ≈ 0.1. Unlike the simulated 

images, in the experiments only a portion of the liquid is expelled from the surface, with 
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the rest of the droplet able to remain fixed on the surface until the jet Weber number 

reaches 𝑊𝑒G ≈ 0.4 where breakup is achieved, and multiple droplets are formed.  

 

Figure 6-20. Dimensionless jet length as a function of jet Weber number. Line 

represents best fit of data 
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Figure 6-21. Numerical images demonstrating transition from (a) droplet vibration to 

(b) jetting with increase of jet Weber number Wej 

Looking at the flow behaviour inside the droplet during vibration, as demonstrated in 

Figure 6-22 (a), it is evident that the equal SAW interactions generate a symmetrical flow 

pattern which pushes the interface upwards as the velocity is intensified. There appears a 

higher velocity zone near the top of the droplet which, as already depicted in Figure 6-21, 
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is not enough to cause a transition from vibration to jetting. In contrast, when the applied 

power is increased, the magnitude of internal flow velocities is strengthened which has 

more energy to manipulate the droplet causing deformation of the interface. Again, a 

symmetrical pattern is observed, shown in Figure 6-22 (b), with high internal flow 

focused towards the top and central region within the droplet. 

        
Figure 6-22. Internal velocity structure during dual SAW interactions at 8 ms for; (a) 

4W and (b) 6W applied powers. Red colour depicts highest velocity regions. 

The influence of SAW power on jet velocity is scrutinised for the single droplet ejection 

regime. As presented in Figure 6-23, there are appears to be a linear relationship between 

average jet velocity and applied SAW power for the cases studied. At the onset of jetting, 

an increase in power has a direct impact on the velocity of the jet, which can be estimated 

by, 

where 𝑈u·  symbolises the average jet velocity in m s-1 and 𝑃4	is the applied SAW power 

in Watts. 

As part of the study, a further two droplet volumes are considered (1 µl and 5 µl) with the 

results presented in Figure 6-24. It is observed that the transition from drop vibration to 

droplet jetting is achieved at 𝑊𝑒G > 0.07 for all volumes tested. Again, these findings are 

in reasonable agreement with the experimental study by Tan et al. [26]. 

𝑈u· = 0.0322𝑃4	 6–4 

(a) (b) 
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Figure 6-23. Average jet velocity as a function of applied SAW power for single droplet 

ejection (Wej > 0.07) 

 

 

Figure 6-24. Dimensionless jet length as a function of jet Weber number for various 

droplet volumes. Line represents best fit of data 

6.3.1 SAW configurations influence on droplet dynamics and internal flow 

In the following, the effect of SAW configuration on droplet deformation and behaviour 
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SAWs will be adjusted, and the results analysed with particular focus on droplet shape, 

movement, and orientation. In the study, a semi-spherical droplet of volume 2 µl is 

located at the centre of the bottom surface, with SAW interactions from opposing sides. 

In the test cases, the ratio of the offset between the SAWs to droplet diameter (L/D) will 

increase from 0 (perfectly aligned SAWs) to 1.5 (offset). An illustration can be found in 

Figure 6-25. 

 

Figure 6-25. Schematic illustration of dual SAW configurations (a) aligned (b) offset 

By offsetting the opposing SAWs, it is expected that it will instigate a circulatory motion 

inside the droplet, rotating around the Z axis. As presented in Figure 6-26 (a), when the 

SAWs are perfectly aligned, the flow structure is orientated such that four zones are 

created. These zones are not perfectly described by the current model due to the presence 

of spurious velocities inside the droplet however with the magnitude of SAW forcing, 

they are reconfigured in the general direction. 

           

Figure 6-26. Internal flow orientation for SAW configurations (a) aligned (L/D = 0) (b) 

offset (L/D = 1). Red arrows added as a guide to flow orientation 
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Contrastingly, when the SAWs are offset there is an obvious circulatory motion, around 

the Z axis, demonstrated inside the liquid (Figure 6-26 (b)). The shape of the droplet is 

deformed due to the offset, warping in the direction of the internal flow to an elliptical 

shape. Looking at the XZ and YZ axis views (Figure 6-27), a swirl-like flow is generated 

when the SAWs are offset, with the liquid inside the droplet is rotated around the Z axis.  

       

Figure 6-27. Internal flow patterns during jetting for dual offset SAWs (L/D = 1). (a) 

XZ view (b) YZ view 

To further explore the effect of SAW configuration, the offset between opposing SAWs 

(L/D) is altered from 0 to 1.5 and the results analysed with respect to tip velocity and 

jetting time. The droplet volume and applied power is kept constant throughout the 

examination. As shown in Figure 6-28, when the offset between the opposing SAWs is 

increased the tip velocity is decreased. This is due to the offset SAWs generating more 

circulatory internal flow motion which is in contrast with the upward (vertical) direction 

experienced when the SAWs are in alignment. The decrease in upward flow inside the 

liquid also results in an increased jetting time, with the droplet remaining on the substrate 

for longer. It has been shown that perfectly aligned SAWs (IDTs) produce faster jetting 

droplets whilst increasing the offset between IDT’s can significantly reduce the upward 

movement of the droplet as a circulatory flow becomes more dominant. At L/D = 1, the 

circulatory flow is at its most optimum, providing the peak flow velocities to the liquid. 

Further increase of the offset results in a weakening of the flow structure as less of the 

droplet is visible to the acoustic waves, therefore less interaction. The findings from this 

analysis agree well with the experimental and numerical study by Biroun et al. [85]. 
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Figure 6-28. Normalised tip velocity and jetting time as a function of dual SAW offset 

 

6.4 Summary 

To summarise, the kinetic impacts of SAW-droplet interactions on an inclined slope have 

been investigated. It is found that, for a 1 µl droplet, an increase in SAW amplitude 

(power) corresponds to an increase in pumping velocity, for each slope angle. When the 

amplitude is fixed, the average droplet velocity is decreased as the incline angle is 

increased until it reaches a minimum at 90°. Increasing the slope angle further, results in 

the pumping velocity increasing once more with slope inclination. When examining 

SAW-droplet interactions with varying volume, it has been demonstrated that as SAW 

amplitude is enlarged, the increase in velocity is lesser in larger droplets as compared to 

the small droplets. Also, for the same amplitude, a smaller droplet will have a larger 

average pumping velocity, as compared to a bigger droplet, due to its lower contact area 

preventing droplet motion along the substrate. 

Moreover, droplet impact on dry surfaces is examined without the presence of SAW 

interactions. Initially, a free impact droplet on a horizontal surface is assessed and 

compared to experimental data. The outcome suggests that maximum spreading diameter 

is largely insensitive to surface treatment, like experimental findings. Additionally, 

droplet impact on inclined surfaces with SAW interactions is studied. From the analysis 

it has been shown that the magnitude of applied SAW power has a significant impact on 
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rebound angle, contact time and maximum spreading diameter. It is also found that the 

initial impact velocity of the droplet plays an important role in the dynamics of droplet 

impact with SAW. Higher impact velocities can lead to more droplet spreading which 

results in a longer contact time. 

Furthermore, dual SAW interactions on a droplet, from opposing sides, is scrutinised. 

Two perfectly aligned SAWs are initially tested, for a 10 µl droplet, at a variety of powers 

to determine their impact on aspects such as jet length, jet Weber number and velocity. 

The results indicate single droplet separation from the substrate is achieved at 𝑊𝑒G >

0.07, with a linear trend observed for average droplet velocity in this regime. Additional 

testing at various volumes was initiated and a similar outcome observed as with all 

volumes a single droplet jet was witnessed at 𝑊𝑒G > 0.07. These findings agree with 

those published in the literature. 

Finally, the effect of dual SAW configuration on droplet deformation and dynamics is 

examined. A variety of SAW offsets are considered, and their influence analysed. The 

findings suggest that as the offset is increased, the tip velocity is decreased resulting in a 

longer jetting time. The offset between SAWs has been shown to produce a circulatory 

flow pattern, around the Z axis, reducing the vertical motion in the droplet. At L/D = 1, 

the circulation inside the droplet is at a peak value which reduces as the offset is further 

increased due to less SAW interaction. 
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Chapter 7– Multi-component Multi-phase Multi-Pseudopotential 

lattice Boltzmann model 

7.1 Introduction 

Multi-component multi-phase (MCMP) systems are analogous with nature and industrial 

systems, with either a liquid-gas, liquid-solid or gas-solid configuration depending on the 

state of the component or phase. Systems can be generally classified as miscible where 

the components or phases are able to dissolve and combine to make a homogenous 

solution i.e., ethanol and water, or immiscible where the components or phases are unable 

to mix resulting in a dispersion of one in another i.e., oil and water.  

There has been significant development of MCMP models over the past decades, focusing 

on a variety of scientific problems such as fluid flow in porous media [165,210], boiling 

and condensing [211,212]. Traditional CFD methodologies have gained most attention, 

predominantly classified as either front tracking [213–215] or front capturing [216,217]. 

Front tracking models actively track the location of the interface between components, to 

determine the free surface curvature. Alternatively, front capturing schemes monitor the 

movement of the fluid and reconstruct the interface afterwards from the single continuum 

fluid. While tracking and capturing of components/phases is relatively simple, for highly 

dynamic cases, it can be challenging and computationally expensive due to rapid changes 

in mesh generation. The LBE, on the other hand, can capture phase segregation without 

the need for interface capturing or tracking. Microscale interparticle forces allow surface 

tension in multiphase fluid flow to emerge naturally. 

In this chapter, a newly developed multi-component multi-phase multi-pseudopotential 

(MCMP MPI) LB model is introduced. The model is initially analysed by conventional 

benchmark tests, in comparison to the SCMP MPI model, to determine thermodynamic 

consistency, surface tension, dynamic oscillation, and fluid-solid implementation.  

7.2 Model description 

7.2.1 Multi-component Multi-phase lattice Boltzmann model 

Considering the single relaxation-time BGK collision operator, the evolution of density 

distribution function for MCMP flow can be expressed as [218] 



 

155 

 

where 𝑓(,X(𝒙, 𝑡) is the density distribution function with its corresponding equilibrium 

𝑓(,X
,.(𝒙, 𝑡), 𝒙 is the spatial position, 𝒄( is the discrete particle velocity along the ith direction, 

𝛿) is the time step, 𝜏X 	is the non-dimensional relaxation-time, 𝐹#,S denotes the forcing term 

(described in Section 7.2.4) and 𝜎 signifies to the component. For a D2Q9 LB model, the 

equilibrium distribution function is obtained from, 

 

where 𝑐$ is the lattice speed of sound �𝑐$ =
∆,
∆'√2

�, with lattice weights and discrete 

velocities as, 

 

 

The above framework can be applied to 3D flows, with the D3Q15, D3Q19 and D3Q27 

lattice definitions being most favoured in the LB community. Similar to the single 

component method, the local mass density and velocity for each component are acquired 

from, 
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The kinematic viscosity of each component is defined as, 

 

thus, the viscosity can be altered if a different relaxation-time is chosen for each different 

component. 

The fundamental dissimilarity comes in the definition of the equilibrium distribution 

function 𝑓#,S
:;, where density 𝜌X is the component density and velocity 𝑢X

,. is the velocity 

of the fluid mixture [104]. According to Guo, the description of 𝑢X
,. involves the use of a 

barycentric velocity, which is second order accurate in time and space, to define not only 

the equilibrium velocity but also the physical velocity of the fluid mixture, expressed 

as [104] 

 

7.2.2 Fluid-fluid interactions 

In the present model, the multi-pseudopotential interaction scheme (MPI) is extended to 

multiple components. In a multi-component fluid there exist two interactions; one 

responsible for interactions of particles within the same component and the other for 

interactions between particles in different components [218]. In the following, 

components for liquid and gas will be designated as subscripts 1 and 2, respectively. The 

MPI model, constructed of multiple pseudopotentials, is implemented to describe the 

particle interactions within the liquid component. In multi-component form, the equations 

are expressed as, 

 

 

For the water (liquid) component, the effective mass is calculated according to, 
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which allows the introduction of various EOS to describe the composition of the 

multiphase liquid. 𝐺GSS in Eq. 7–10 is responsible for phase segregation, of which the 

value for each potential is set according to the EOS adopted. As for the air component 

(gas), the original SC model is employed to define the pseudopotential, expressed in 

exponential form, 

 

 

In this instance, the air (gas) component phase is assumed as ideal with no segregation, 

hence the value for 𝐺++ = 0. To introduce particle interaction between different 

components, the following equations are implemented, 

 

where 𝐺SSy  controls the strength of the interaction between components. It has been noted 

in the literature that the strength of interaction between components must be sufficiently 

large to enable immiscibility in binary mixtures [219]. In this study, the strength is set to 

𝐺*+ = 𝐺+* = 0.1 which is large enough to minimise the dissolution of one component 

into the other. To maintain simplicity, the effective mass is described by the original SC 

model through, 

 

Hence, the total interaction, for the liquid component, in the multi-component model is 

found from, 
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with the gas component established from, 

 

7.2.3 Fluid-solid interactions 

Incorporating adhesive effects in the MCMP model is relatively straightforward due to 

its similarity to SCMP schemes. This can be achieved through additional forcing terms in 

the LBE which can mimic the fluid-solid interaction. As mentioned previously, there have 

been several methods proposed, for pseudopotential models, classified as density-based, 

pseudopotential-based, and modified pseudopotential-based. More recently, the 

geometric formulation has been adapted from the phase-field method to the 

pseudopotential model which has enhanced accuracy and flexibility. 

For density-based MCMP models, the adhesive force acting on the sth component can 

be defined as [165,220] 

 

where 𝑠(𝒙 + 𝑐#𝛿') acts as a switch function that is equal to either 0 or 1 for solid and bulk 

fluid nodes, respectively. The strength of interaction between the fluid and solid wall can 

be adjusted through 𝐺S,UV$ with positive and negative values signifying non-wetting and 

wetting surfaces, respectively. Intuitively, the value of 𝐺S,UV$ for component 2 will have 

an opposing value to component 1 i.e., if 𝐺*,UV$ = 0.5 then 𝐺+,UV$ = −0.5.  

A similar adjustment to the geometric formulation is required when extending to multiple 

components, with opposing values required between fluids. Unlike the above, no 

additional forcing terms are introduced with this method, only the density distribution 

near the solid boundaries is altered. Looking at the implementation in two dimensions 
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the prescribed angle, 𝜃X, for each component is defined by the user, with 𝜃S ≢ 𝜃Sy . Here 

the value of prescribed angle for component 2 can be calculated from 𝜃+ = (180° − 𝜃*), 

thus if 𝜃* = 45° then 𝜃+ = (180° − 45°) = 135°. As with the SCMP model, this 

technique can be applied to 3D flows following a similar procedure to Section 4.3.3. 

7.2.4 Discrete forcing in the MPI 

Incorporating a discrete forcing scheme into the pseudopotential LB can alleviate some 

unfavourable lattice effects inherent in the shifted velocity method, first proposed by Shan 

and Chen. Following [158], these discrete effects can be integrated into the MCMP MPI 

through, 

 

where 𝑠G are arbitrary constants. From the above it is apparent that the first term follows 

the Guo et al. [154] method, with corrections developed by Li et al. [153]. In the proposed 

model, both the liquid and gas components are subject to this modification however only 

the liquid part incorporates the additional term in Eq. 7–20, which is responsible for the 

correction in the MPI. 

7.3 Model evaluation and validation 

In the subsequent sections, the newly proposed methodology will be evaluated through 

established benchmark tests, comparing it to analytical solutions, published data and the 

single component model. In the study, the D2Q9 lattice structure will be employed to 

examine the performance of the model in two dimensions. 

The PR EOS is chosen for the liquid in all cases unless stated otherwise. For liquid water, 

the parameters 𝑎, 𝑏 and 𝑅 are set to 𝑎 = 1 100⁄ , 𝑏 = 2 21⁄  and 𝑅 = 1, respectively, with the 

acentric factor 𝜔 = 0.344. A summary of the MPI parameters for the PR EOS can be 

found in Appendix C. The non-dimensional relaxation-time (𝜏S) for each component is 

set to 1, hence the dynamic viscosity is equal to the density ratio 𝜇& 𝜇d⁄ = 𝜌&𝜐& 𝜌d𝜐d⁄ =

𝜌& 𝜌d⁄ . To provide fair comparison, for the SCMP model, the above EOS parameters are 

also chosen, with a non-dimensional relaxation time of 1. 
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7.3.1 Evaluation of thermodynamic consistency 

To assess the thermodynamic consistency of the model, the numerically obtained 

coexistence curves are compared against the analytical Maxwell construction through 

simulating flat interfaces. 

A domain size of 𝑁' × 𝑁0 = 100 × 100 is implemented for the 2D case, with periodic 

boundary conditions applied in all directions. The density fields are initialised as, 

 

where 𝜌S,#D and 𝜌S,t(' represents the densities of component 𝜎 inside and outside of the 

flat interface region, respectively, 𝑦 = 2(𝑦 − 25) 𝑊⁄  and 𝑦" = 2(𝑦 − 75) 𝑊⁄ , with 𝑊 = 5 

as the initial interface thickness. Again following [159], to approach thermodynamic 

consistency, the free parameter 𝜀G can be split into two separate quantities. In this 

approach, slight adjustment of the value can lead to significantly more agreeable results. 

Similar to [159], 𝜀"t/`#Dd,G = 0.89	𝜀]^0,G is provides optimal thermodynamic consistency 

across the range of reduced temperatures.  

Additionally, for the free drop case, the same lattice structure and setup is chosen with 

the density field initialised as, 

 

where 𝜌S,#D and 𝜌S,t(' represents the densities of component 𝜎 inside and outside of the 

droplet, respectively, 𝑅? is the initial droplet radius (𝑅? = 30), 𝑊 = 5 and 𝑅 =

d(𝑥 − 𝑥?)" + (𝑦 − 𝑦?)" in which (𝑥?, 𝑦?) is the central location of the domain. 

𝜌S(𝑥, 𝑦) = 𝜌S,t(' +
𝜌S,#D − 𝜌S,t('

2
[tanh(𝑦*) − tanh(𝑦+)] 7–21 

𝜌S(𝑥, 𝑦) =
𝜌S,#D + 𝜌S,t('

2 −
𝜌S,#D − 𝜌S,t('

2 tanh v
2(𝑅 − 𝑅6)

𝑊 w 7–22 
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Figure 7-1. Comparison of numerically obtained coexistence densities with the 

analytical curve predicted by Maxwell construction for 2D MCMP MPI. Image inserts 

display density distributions for water (left) and air (right) components 

As demonstrated in Figure 7-1, the simulated coexistence densities agree well with the 

analytical Maxwell construction, exhibiting compliance even at high density ratios. The 

proposed multi-component model has exhibited good thermodynamic consistency, both 

in simulating flat interfaces and free liquid drop surrounded by gas. A representative 

density cross section for water droplet in air, at high density ratio (𝜌& 𝜌d⁄ ≈ 800), is 

shown in Figure 7-2. As demonstrated, the distribution for the multi-component model 

matches well with the single component MPI model, especially in the liquid. The SCMP 

does however display a larger density ratio between liquid and vapour (𝜌& 𝜌d⁄ ≈ 1170) 

in this instance. 
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Figure 7-2. Density distribution comparison between single component (SCMP) and 

multi-component (MCMP) MPI models at high density ratio (TR = 0.55) 

7.3.2 Evaluation of spurious velocities 

Spurious velocities are an inescapable by-product of multiphase LB models which affect 

accuracy and stability. The generation of these parasitic velocities is attributed to 

discretisation errors in the forcing scheme employed, manifesting near curved interfaces., 

especially at high density ratios There has been much study in this topic, providing 

analysis and solutions to the problem [221,222]. 

The current model is evaluated to determine the magnitude of spurious velocities, for a 

free water droplet surrounded by air, at high density ratio. As before, the results for the 

MCMP model are compared to the SCMP to evaluate any similarities and differences. As 

demonstrated in Figure 7-3, the largest velocities are found in the gas phase, outside of 

the droplet, for both models. The peak value for the MCMP is approximately 1.7 x 10-3 

(lattice units) which is decreased significantly as the position is progressed towards the 

interface region and into the droplet. In contrast, the SCMP displays considerably larger 

peak values (around 2.3 x 10-2) which is approximately one order of magnitude difference. 

This disparity can be attributed to the higher density ratio (lower vapour phase density) 
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which can drastically increase the level of spurious velocities as a consequence of the 

large density gradient. 

 

Figure 7-3. Velocity distribution through centre of domain, for SCMP and MCMP MPI 

models, at high denisty ratio (TR = 0.55). Black dashed line represents droplet location. 

7.3.3 Evaluation of interaction force 

A further assessment of the MCMP model, in comparison to its SCMP counterpart, is in 

the form of examining the interaction force, specifically Fx or Fxii in the case of the 

MCMP. As the proposed model is based on the SCMP, the magnitude of the forcing 

should be the same as it is solely a consequence of the EOS employed (pseudopotentials), 

of which is identical for both models. To evaluate the forcing terms, the free droplet case 

described in Section 7.3.2 is selected. 

As expected, the forcing distributions in the x-direction matches precisely for both 

models. Figure 7-4 provides a visual comparison, focusing on the left-hand-side of the 

droplet, at the interface region. Additionally, the insert plot specifies the total distribution 

across the width of the domain, showing symmetrical positive and negative forces at 

opposite sides of the droplet. 
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Figure 7-4. Interaction force at left-hand-side of droplet for MCMP and SCMP MPI. 

Insert illustrates total forcing distribution over width of the domain. 

This outcome further supports the implementation of the proposed model, validating the 

interaction forces which play a significant role in stability and accuracy of multiphase LB 

models. 

7.3.4 Evaluation of Laplace law 

Laplace’s law is employed to validate the simulation of droplets of different radii. 

According to Laplace’s law, the pressure difference across the interface of a circular or 

spherical drop is related to the interfacial tension and the radius of the drop. In two-

dimensions, the law is given by 𝛿𝑝 = 𝑝(8 − 𝑝DE) = 𝛾 𝑅⁄ , where 𝑝(8 and 𝑝DE)   are the fluid 

pressures inside and outside of the drop, respectively, and 𝑅 is the droplet radius. Once 

the interfacial tension is given, the pressure difference will be proportional to 1 𝑅⁄  . 

To test the relationship numerically, the radius of the droplet is varied within 20 < 𝑅 <

30, and the pressure difference obtained. A domain size of 𝑁' × 𝑁0 = 100 × 100 is 

selected for the examination, at a reduced temperature of 𝑇@ = 0.65. As illustrated in 

Figure 7-5, a linear relationship is confirmed for both the MCMP and SCMP models, with 

a coefficient of determination of 0.9999178 and 0.9999728, respectively. There are minor 
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differences in the values however the value of surface tension, for the two models, is very 

similar (0.231 for MCMP compared with 0.237 for SCMP case). This outcome provides 

evidence that the behaviour of the proposed model closely matches that of the single 

component MPI.  

From the data, the model demonstrates a proportional relationship between the pressure 

difference inside and outside of the drop, and the inverse of drop radius therefore 

Laplace’s law is substantiated. 

 

Figure 7-5. Comparison of Laplace’s law validation for MCMP and SCMP MPI. 

Dashed lines represent linear best fit to data sets. 

Furthermore, the relationship between surface tension and reduced temperature is 

compared against the Guggenheim theoretical relation [223] for the proposed MCMP 

model. From Figure 7-6, it is demonstrated that the numerical data closely matches the 

theoretical relation (𝛾 = 𝜅(1 − 𝑇 𝑇⁄ )*.++), established in [223],  thus providing further 

proof of the consistency of the presented model. 
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Figure 7-6. Relation for surface tension against reduced temperature 

7.3.5 Evaluation of contact angle 

As previously described, there are several techniques developed in the LB community to 

mimic fluid-solid adhesion. In this section, the geometric formulation will be examined 

as part of the proposed MCMP MPI model to determine its effectiveness and accuracy in 

simulating droplets on a surface of varying wetting properties.  

In the 2D simulations, a stationary semi-circular droplet of radius 𝑅 = 40 is initially 

placed on a flat surface with no body force applied. A lattice size of 𝑁' × 𝑁0 = 300 × 100 

is adopted, with periodic boundary conditions applied in the x direction, while a no-slip 

condition is added to the upper and lower boundaries. As previous, the reduced 

temperature is set to 𝑇@ = 0.65. A selection of numerically obtained images is provided 

in Figure 7-7, at various surface wettability, to illustrate the ability of the model. 
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Figure 7-7. Numerically obtained images, for different levels of surface wettability, for 

2D MCMP MPI 

The results in Figure 7-8 are in good agreement with the analytical solution demonstrating 

the capability of the model to simulate static contact angles accurately. Additionally, as 

seen in Table 7-1, the discrepancy between the prescribed and measured contact angle is 

almost negligible, with a maximum error of ~1.3%. 

 

Figure 7-8. Measured contact angles for 2D MCMP MPI with geometric formulation at 

high density ratio (Tr = 0.65) 
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Table 7-1. Error in measured equilibrium contact angle for 2D MCMP MPI 

Prescribed Contact Angle Measured Contact Angle % Error 

150 151.0708334 -0.713889 

135 134.6449421 0.263006 
120 118.9016802 0.915266 

105 103.7923138 1.150177 

90 89.33172601 0.742527 

75 74.35989719 0.853470 
60 59.39213596 1.013107 

45 44.39556409 1.343191 

30 30.27308037 -0.910268 

Additionally, validation of the schemes ability to accurately implement static contact 

angles, through scrutinising the equilibrium shape of the drop, is examined. As previously 

mentioned, Dupont and Legendre  [178] demonstrate that, in the absence of gravity, it is 

possible to geometrically calculate the equilibrium quantities of the droplet via 

expressions  described in Eq. 3–25.  The numerical values for dimensionless wet length 

(𝐿 𝑅6⁄ ) and height (𝑒 𝑅6⁄ ) against the static contact angle 𝜃$ are presented in Figure 7-9. 

The numerical data agrees well with the analytical solution for the range of angles 

considered.  

 

Figure 7-9. Dimensionless wet length L/R0 and height e/R0 of a droplet at equilibrium as 

a function of static contact angle qs for 2D MCMP MPI 
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7.3.6 Evaluation of droplet oscillation 

To assess the dynamic condition of the model, a validation case is presented where a 

droplet, which is initially placed at the centre of the domain and deformed to an ellipsoidal 

shape, is allowed to oscillate to reach equilibrium due to interfacial tension and viscous 

dampening. The initial droplet is deformed to an ellipsoidal shape by, 

 

where (𝑥?, 𝑦?) is the centre of the domain and 𝑅? is the initial radius of the drop, set to 

𝑅? = 40. Figure 7-10 demonstrates the evolution of the normalised droplet radius (droplet 

radius, at each timestep, as compared to equilibrium droplet radius 𝑅,) in both the 

horizontal (W/W0) and vertical directions (H/H0). At the intersection of the solid and 

dashed lines, the droplet is spherical in shape. 

 

Figure 7-10. Normalised radius of oscillatory droplet as a function of time for 2D 

MCMP MPI 

Following Eq’s. 4–18 - 4–20, the analytical solution for time period 𝑇 = 	2𝜋 𝜔8⁄  for the 

second mode (n = 2) can be calculated and compared to the numerically obtained results. 

The analytical oscillatory period is found as 𝑇& = 3237, while the numerical oscillation 

period is 𝑇FGH = 3300, giving a relative error approximately 2%. The outcome 
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demonstrates the capability of the developed model in dynamic simulations involving 

multiple components at high density ratio. 

7.4 Summary 

A new MCMP LB has been proposed based on the MPI framework. The model is 

examined against the SCMP model and verified through use of conventional 

benchmarking examinations. The preliminary results indicate good agreement with the 

analytical solutions for static cases including thermodynamic consistency, Laplace law, 

and contact angle in addition to dynamic scenarios such as droplet oscillation.  

A comparison with the SCMP reveals several key similarities however there are also some 

differences. The proposed MCMP model demonstrates excellent agreement with the 

SCMP in liquid phase density however the gas component/phase is slightly different 

hence the eventual density ratios are dissimilar. This exacerbates the magnitude of 

spurious velocities experienced in the SCMP model due to higher density ratio, thus the 

MCMP generates significantly lower values, on the order of one magnitude lower. Upon 

close inspection of the interaction force implemented, it is revealed that is matches the 

SCMP MPI, signifying correct forcing is applied in the model. Finally, a comparison of 

surface tension values unveils another close match between the SCMP and MCMP, which 

further validates the underlying assumptions made in the proposed model. 
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Chapter 8 – Conclusions and Future Work 

8.1 Summary of thesis 

The objective of this thesis was to develop a new modelling technique, based on the 

pseudopotential LBM, for the study of complex acoustic interactions in microscale sessile 

droplets, to provide insight and understanding of the underlying mechanisms which 

govern SAW-droplet interactions.  

Initially, the pseudopotential LB method was investigated focusing on the effects of 

employing different forcing schemes, different EOS’s and different EOS implementation 

to determine the most appropriate configuration for the current acoustofluidic application. 

It is revealed that, depending on the desired application, the choice of the above is not 

inconsequential. The original SC forcing leads to dependence of density on non-

dimensional relaxation-time, hence it is advised to adopt the Guo or EDM in single 

relaxation time models whilst the multiple relaxation time models exhibit intrinsic 

independence of relaxation parameters and density.  

Model stability, in the pseudopotential scheme, is inescapably linked to the magnitude of 

spurious velocities. Of the approaches tested, the Yuan Schaefer method demonstrated 

the lowest spurious velocities throughout the whole domain, whereas the piecewise linear 

method revealed the lowest values when only the inside of the liquid droplet is inspected. 

For a SAW-droplet application, due to the dynamic nature of the system, maintaining low 

spurious velocities in the vapour phase can reduce the chance of an unstable computation. 

However, lower spurious velocities inside the droplet will provide less resistance against 

the SAW interaction hence more accurate streaming patterns can be visualised. 

The implementation of solid adhesion into the pseudopotential model was investigated. 

The geometric formulation is found to demonstrate superior compliance, over the fluid-

solid interactions, when examining equilibrium contact angles and density profiles near 

solid boundaries. The effect of contact angle and droplet size, on spurious velocities, was 

investigated for several EOS implementations, applying the geometric formulation. The 

outcome suggests that contact angle and droplet size do not play an important role in 

creation of spurious velocities, with little deviation being witnessed over the ranges 

tested.  
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Based on the outcomes, a three-dimensional multiple relaxation time pseudopotential 

model for SAW interactions in microscale sessile droplets, on a LiNbO3 substrate, has 

been constructed. Simulation results are validated against experimental data, evaluating 

mixing, pumping and jetting modes. A good agreement between simualtions and 

experiments is achieved. It is observed that there is a threshold wave amplitude at each 

frequency, at which the aformentioned modes can be achieved. Analysis of the data 

reveals the transition of mixing to pumping state at 𝑊𝑒 > 0.02,  𝐶𝑎 > 3x10<O and 𝑅𝑒 >

60, with the onset of jetting mode at 𝑊𝑒 > 0.1, 𝐶𝑎 > 1.2x10<M and 𝑅𝑒 > 230. 

The impact of model variables, including surface treatment, viscosity ratio and interfacial 

tension has been analysed. It is found that on hydrophilic surfaces, the energy transfer 

from the SAW to the droplet is impeded by the large interfacial tension force. This is in 

opposition to hydrophobic surfaces where the droplet is moved and ejected from the 

substrate more easily. Also, it is revealed that viscosity ratio can play a role in delaying 

the ejection of the droplet from the surface. Movement of the liquid-gas/vapour interface 

is slowed resulting in a longer jetting time. Modification of the interfacial tension can 

lead to different droplet dynamics being witnessed. At larger interfacial tension, the 

droplet resists the deformation from the acoustic wave propogation, maintaining its 

spherical balloon shape. Alternatively, a reduction in interfacial tension allows the droplet 

to deform more along the Rayleigh angle, resulting in a longer jet to be seen. These 

findings provide the community with a range of outcomes according to initial conditions, 

circumventing the need for extensive real world experimental testing. 

Due to the overwhelming presence of spurious velocities in the constructed model, an 

extensive investigation was carried out in to determine the effect of adjusting the free 

relaxation parameters in the MRT model. It was established that the choice of these 

parameters is not incosequenctial, with large fluctuations in spruious velocity magnitude 

with minor alteration of the free relaxation parameter values. The data suggests setting 

𝑠;, 𝑠,O- and 𝑠[ = 1.0 provides a balanced result, with a substantial reduction in spurious 

velocities in gas phase and minor in the liquid phase.  

Additionally, the effect of CAH on droplet dynamics and behaviours has been studied. 

Interestingly, adopting a CAH window of (𝜃! , 𝜃%) = (95,105) has been shown to have 

a positive effect on simulated results, reducing the error against experimental data by up 

to 20%, compared to the original constructed model. The influence of EOS 
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implementation on SAW-droplet interactions was also examined. In all tests, the YS 

method produced shorter pumping distances and more droplet deformation in pumping 

scenarios, and longer jetting times being reported in jetting cases. Intriguingly, out of the 

three EOS’s examined, the only method to provide a consistent density ratio over the 

duration of the simulation is the piecewise linear method. These recommendations are 

proposed to help guide potential scholars looking to exploit the simplicity of the model 

in acoustofluidic research. 

The kinetic impacts of SAW-droplet interactions on an inclined slope have also been 

studied. The results show that an increase in SAW amplitude (power) corresponds to an 

increase in pumping velocity, for each slope angle. SAW-droplet interactions with 

varying droplet volume indicate that as the SAW amplitude is enlarged, the increase in 

velocity is lesser in larger droplets as compared to the small droplets. Also, for the same 

amplitude, a smaller droplet will have a larger average pumping velocity, as compared to 

a bigger droplet, due to its lower contact area preventing droplet motion along the 

substrate. 

Moreover, droplet impact on dry surfaces is examined with and without SAW 

interactions. For a free impact drop, the outcome suggests that maximum spreading 

diameter is largely insensitive to surface treatment, like experimental findings. When 

SAW is applied, it has been shown that the magnitude of applied SAW power has a 

significant impact on rebound angle, contact time and maximum spreading diameter. It is 

also found that the initial impact velocity of the droplet plays an important role in the 

dynamics of droplet impact with SAW.  

Furthermore, dual SAW interactions on a droplet, from opposing sides, is scrutinised. For 

two perfectly aligned SAWs the results indicate single droplet separation from the 

substrate is achieved at 𝑊𝑒G > 0.07, with a linear trend observed for average droplet 

velocity in this regime. Also, the effect of dual SAW configuration on droplet deformation 

and dynamics was examined. The findings suggest that as the offset is increased, the tip 

velocity is decreased resulting in a longer jetting time. The offset between SAWs has 

been shown to produce a circulatory flow pattern, around the Z axis, reducing the vertical 

motion in the droplet. At L/D = 1, the circulation inside the droplet is at a peak value 

which reduces as the offset is further increased due to less SAW interaction. 
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Finally, a new MCMP LB is proposed based on the MPI framework. The model is 

investigated and verified through use of conventional benchmarking examinations. The 

preliminary results indicate good agreement with the analytical solutions for static cases 

including thermodynamic consistency, Laplace law, and contact angle in addition to 

dynamic scenarios such as droplet oscillation. Comparison to the SCMP MPI model 

reveals lower spurious velocities are generated in the proposed model, which is due to a 

slightly higher gas/vapour being realised. Close inspection of the interaction force 

implementation shows they are analogous whilst similar surface tension values are 

exposed for both models.  

8.2 Future work 

The microfluidics community is moving at a high pace, with new and interesting materials 

and configurations being applied in the pursuit of ever smaller LOC technologies. Since 

the newly constructed 3D model has been extensively tested for a LiNbO3 substrate, it 

would be interesting to further analyse its capabilities for a variety of substrate materials.  

The application to more complex systems involving ever more complicated geometries 

lends itself to the LB scheme due to its inherent simplicity in dealing with regular solid 

boundaries. Introducing flexible substrates which can be moulded into fascinating shapes 

is a possible continuation of this work, where moving boundaries could be implemented 

to replicate the physical experiments.  

The final step in the model development would be the introduction of thermal impacts 

during SAW-droplet interactions. It has recently been demonstrated that the SAW power 

(energy) is mostly converted to heat, with only a small proportion providing internal 

streaming of the liquid. The heat generated not only causes the substrate to heat up but 

also the droplet and eventually the surrounding air. This added heat can be an unwanted 

by-product, especially in applications involving DNA cells for example. Determining the 

underlying mechanisms and thus providing enhanced understanding through modelling, 

can provide benefit to designers and researchers in the microfluidics field. 

Additionally, as the proposed MCMP MPI model is still in its infancy, further 

development and analysis is required before it can be accepted as a genuine alternative to 

the conventional MCMP pseudopotential models which exist currently. Much attention 

has been focused on the phase-field models which is justified due to its superior 
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performance in certain areas, however the simplicity of the pseudopotential model still 

makes it a useful tool especially when investigating complex geometries and phase 

segregation scenarios.  
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APPENDIX A 

The transformation matrix 𝑴 for a D3Q15 model is expressed as [116,185]; 
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APPENDIX B 

Table B-1. Physical and lattice parameters used in conversion 

 Physical Lattice 
Length 2.67 mm 80 lu 
Relaxation-time - 0.5077 
Kinematic viscosity 1.004 m2 s-1 2.567x10-3 lu2 tu-1 
Density 998.2 kg m-3 0.454 mu lu-3 
Interfacial tension 0.072 kg s-2 - 

 

Physical parameters are related to lattice units through unit conversion. Firstly, a suitable 

length conversion is found using 

𝐿z{O = 𝐶&𝐿.| → 𝐶& =
𝐿z{O
𝐿.|

=
2.67𝑥10)2

80 ≈ 3.3375𝑥10)8	𝑚 

The next stage involves calculating the time conversion factor. For this, the kinematic 

viscosities are used, with 

𝜐 = Q𝜏 −
1
2T 𝑐$

+∆𝑡,					𝑐$+ =
1
3
∆𝑥+

∆𝑡+ 						→ 						𝜐 =
�𝜏 − 12�

3
𝐶&+

𝐶'
 

where ∆𝑥 = 𝐶& and ∆𝑡 = 𝐶' represent the physical quantities and ∆𝑥Ò = ∆𝑡Ò = 1 are the 

lattice representations. From this relationship the time conversion is calculated  

𝐶' =
�𝜏 − 12�

3
𝐶&+

𝜐z{O
=
�0.5077 − 12�

3
(3.3375𝑥10)8)+

1.004𝑥10)5 ≈ 2.85𝑥10)5	𝑠	 

and hence the velocity conversion 

𝐶( =
𝐶&
𝐶'
=
3.3375𝑥10)8

2.85𝑥10)5 ≈ 11.72	𝑚𝑠)* 

To check the consistency of the conversion, the physical Reynolds number (Re) is 

compared to lattice equivalent. Taking an arbitrary streaming velocity of  𝑢 = 0.07	𝑚𝑠)*, 

the physical Reynolds number is found to be 

𝑅𝑒z{O =
𝑢z{O𝐿z{O
𝜐z{O

=
0.07𝑥2.67𝑥10)2

1.004𝑥10)5 ≈ 186.16 

Comparing to the lattice counterpart 
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𝑅𝑒.| =
𝑢.|𝐿.|
𝜐.|

=

𝑢z{O
𝐶(

𝐿.|
𝜐.|

=
0.07
11.72 𝑥80
2.567𝑥10)2 ≈ 186.16 

they are equivalent hence the conversion is robust. 

Another check concerns the consistency in conversion when interfacial tension is 

involved, i.e., Weber and capillary numbers. An important parameter in the conversion is 

the relaxation, 𝑠B)*, as this dictates the size of the time conversion factor. Awkwardly, 

setting the value inappropriately will affect the consistency between physical and lattice. 

As the interfacial tension in the pseudopotential LB model is an emergent quantity, it is 

measured rather than set. hence it is advised to adjust the value until the converted 

interfacial tension matches the measured value obtained from the Laplace tests. As this is 

a known value, after conversion, the same value should be found provided the correct 

conversion parameters have been chosen.  

Initially, a density conversion is found from  

𝜌z{O = 𝐶a𝜌.| → 𝐶a =
𝜌z{O
𝜌.|

=
998.2
0.454 ≈ 2198.68	𝑘𝑔	𝑚)2 

To translate between the physical interfacial tension and the lattice equivalent, an 

interfacial tension conversion is then calculated 

𝐶@ =
𝐶a(𝐶&)2

(𝐶')+
=
2198.68	(3.3375𝑥10)8)2

(2.85𝑥10)5)+ ≈ 10.08	𝑘𝑔	𝑠)+ 

hence the lattice equivalent interfacial tension, after conversion, is found to be 

𝛾.| =
𝐶@
𝛾z{O

=
0.072
10.08 ≈ 0.00714	𝑚𝑢	𝑡𝑢)+ 

Comparing the converted value with the one found from Laplace Law test 

(0.00729	𝑚𝑢	𝑡𝑢<"), it is evident that they are comparable, therefore the conversion is 

satisfactory. Again, a sanity check can be made using the streaming velocity used 

previously, however this time comparing the Weber number (We). 

𝑊𝑒z{O =
𝜌z{Or𝑢z{Os

+
𝐿z{O

𝛾z{O
=
998.2𝑥(0.07)+𝑥2.67𝑥10)2

0.072 ≈ 0.181 

𝑊𝑒.| =
𝜌.|(𝑢.|)+𝐿.|

𝛾.|
=
0.454𝑥 � 0.0711.72�

+
𝑥80

0.00714 ≈ 0.181 
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APPENDIX C 

The thermodynamic consistency of the 3D MRT MPI model is evaluated by comparing 

the numerically obtained coexistence curves against the analytical Maxwell construction 

through simulating flat interfaces. 

As presented in [159], thermodynamic consistency can be approached in MRT MPI 

models by splitting the free parameter 𝜀G into two separate quantities, thus the multi-

pseudopotential is modified from Eq. 3–8 to the following,  

 

This alteration provides the necessary flexibility in the model to adjust the density ratio 

without affecting the EOS implemented in the MPI. In the 2D tests carried out in [159], 

good agreement with the Maxwell construction was achieved through 𝜀"t/`#Dd,G =

0.89	𝜀]^0,G. However, in the 3D investigations conducted as part of this work, 𝜀"t/`#Dd,G =

0.98	𝜀]^0,G is set to achieve suitable thermodynamic consistency.  

The coexistence curves shown in the figure below agree well with the Maxwell 

construction, demonstrating the schemes capability of capturing the saturate phase 

behaviour of the fluid, even at large density ratios. 

 

Figure C-1. Comparison of numerically obtained coexistence densities with the 

analytical curve predicted by Maxwell construction for 3D MPI 
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APPENDIX D 

Unlike the original pseudopotential models, the MPI employs numerous potentials to try 

and better describe the flow of realistic fluids. In doing so, the cubic equations of state 

such as VW, CS, PR and SRK must be mapped on to the MPI to take advantage of the 

additional potentials. Taking the PR EOS as an example, in its original form it is 

expressed as, 

 

According to [158], the EOS can be rearranged into the following arrangement 

 

Hence, the shape is now appropriately matched to the MPI EOS and each corresponding 

pseudopotential parameter provided in the Table D-I below. 

Table D-I. MPI parameters in PR EOS 

EOS jth pseudopotential 𝐺G  𝜀G  𝜆G  𝐶G  

PR 1 −
2
3

 2 
1
2

 0 

 2 𝑇
2
𝑐"

 2 
1
2

 −𝑏 

 3 ~
𝛼𝑎
2𝑏√2

�
2
𝑐"

 2 
1
2

 𝑏31 + √26 

 4 −~
𝛼𝑎
2𝑏√2

�
2
𝑐"

 2 
1
2

 𝑏31 − √26 

 

For full in-depth derivation and associated MPI forcing parameters for other EOS’s 

mentioned, refer to [158]. 

𝑝]^0,Y! =
𝜌𝑇

1 − 𝑏𝜌 −
𝑎𝛼𝜌+

1 + 2𝑏𝜌 − 𝑏+𝜌+ 

𝛼 =  1 + (0.37464 + 1.54226𝜔 − 0.26992𝜔+) × �1 − g𝑇 𝑇⁄ �¡
+
 (D-1) 

𝑝]^0,Y! =
𝜌𝑇

1 − 𝑏𝜌 + Q
𝛼𝑎
2𝑏√2

T
𝜌

1 + 𝑏r1 + √2s𝜌
− Q

𝛼𝑎
2𝑏√2

T
𝜌

1 + 𝑏r1 − √2s𝜌
 (D-2) 
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