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Abstract

In this thesis, a passive, all optical fibre frequency reference is developed and characterised.

The system uses long armlength difference interferometers to measure fluctuations of

laser frequency. The phase readout is handled by digital interferometry (DI), which uses

spread-spectrum modulation to extract interference signals from the desired range gate

with high dynamic range. The frequency stability of the fibre reference is characterised

using a differential measurement between two near-identical interferometers. We achieve a

relative stability of 0.1 Hz/
√
Hz above 70 Hz Fourier frequency, which surpasses previous

demonstrations of fibre optic references.

Building on prior fibre reference investigations, the new system discussed here is designed

around an unbalanced Mach-Zehnder interferometer, removing the impact of first-order

Rayleigh backscattering as seen in previous designs. The implementation of DI is

modified to enable real-time phase reconstruction instead of at a decimated speed,

reducing non-linear errors and improving readout fidelity. The new interferometers are

individually enclosed in two updated dual-layer passive isolation chambers.

In system characterisation, we provide the first long-term temperature analysis of the

isolation chambers. Their individual time constant is modelled and experimentally

measured, at 13.2 hrs and 11.4 hrs respectively. The 14% difference between the two

chambers is in alignment with the temperature independence observed in a three-reference

optical measurement. We also comprehensively survey the laboratory mechanical profile,

and identify the driving source for each mechanical feature in the experimental noise

floor.

In addition to temperature and mechanical stability, noise limitations in other Fourier

regimes are also identified and characterised. We adapt the Duan fibre thermal noise

model for a long armlength interferometer, and experimentally achieve thermo-mechanical

noise limited relative stability between 0.4 - 2 Hz. We also develop the first quantitative

model for double Rayleigh scattering (DRS) in a fibre interferometer including effects

from DI integration and suppression. The modelled contribution from DRS is shown

to be in close agreement with the experimental noise floor above 70 Hz Fourier frequencies.

The achieved 0.1 Hz/
√
Hz frequency stability represents the state-of-the-art performance

for fibre references and is comparable with room temperature cavity systems. This makes

our system a potential alternative for laser frequency stabilisation at short timescales,

particularly in applications where the robustness of fibre systems and their intrinsic

optical alignment are important considerations.
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Chapter 1

Introduction

Optical metrology is a collective term for precision measurements made on the amplitude

or phase of an optical interrogation field. The interpretation and implication of these

measurements are extremely diverse and spans a wide range of scientific disciplines, such

as medical imagining, environmental monitoring and studies of the universe. These

metrologies also utilise a variety of optical configurations. Many projects discussed

hereupon fall into the category of optical interferometry, which uses the phase information

of the optical beam to achieve sub-wavelength sensing precision.

The sensitivity of these systems is often dependent on the frequency stability of the optical

source. Changes in the optical frequency can result in unwanted interferometric phase,

obscuring the signal of interest. Besides treating the optical source, the most common

frequency-noise mitigation method involves balancing the interferometer armlength. This

however is not always practical for systems with extensive or variable sensing length, nor

is it sufficient for projects requiring the highest performance [1, 2]. In these scenarios,

pre-stabilisation of the optical source becomes necessary.

Optical frequency metrology is the field that measures, characterises and improves the

stability of an optical oscillator. Here we focus on a specific type of oscillator: lasers.

In the following sections, we discuss current laser manufacturing technologies and their

free-running performance. We also discuss the diverse range of frequency standards and

references, as well as methods to harvest their stability in the appropriate Fourier regime

to further enhance laser performance.

1.1 The Pursuit of Narrow Linewidth

The term “narrow linewidth” qualitatively equates lasers of high frequency stability and

low phase noise. These sources are attractive for their compact size and high performance,

requiring little to no external stabilisation subject to the specific application. Their

popularity has in turn led to increased research and production of low-noise sources

in recent years [3, 4, 5, 6, 7]. To better understand these lasers, we first define three

terminologies used to categorise or quantify their stability.

3



4 Introduction

1.1.1 Optical Stability Characterisation Methods

Linewidth

Linewidth is a convenient concept for quick assessment of source stability. It is often

measured by heterodyning the source with a delayed, incoherent copy of itself [8].

The resultant spectral shape is a combination of Lorentzian and Gaussian functions,

corresponding to white and 1/f noises respectively [9]. Through a Voigt fit, the Lorentzian

component can be extracted [10]. This is referred to as the natural or intrinsic linewidth.

For sources with very high coherence, it is difficult to produce a sufficiently long delay-line

without excessive technical noise. These sources are instead often characterised by their

“integrated linewidth”, where the full width half maximum (FWHM) of a heterodyne beat

note is recorded over a specified time. As the name suggests, this linewidth is the spectral

integration of frequency noise and thus a function of integration time. While it provides

an intuitive classification of laser performance, as a singular point of information, it is

unsuitable for quantitative or comprehensive analysis.

Frequency Spectral Density

Frequency spectral density (FSD) is the favoured approach to obtain complete insight

into a laser’s spectral behaviour. Its calculation involves transforming a time-domain

measurement of laser frequency fluctuation into the Fourier regime. In addition, the time-

domain sample period is calibrated for and referred to as the “resolution bandwidth” in the

Fourier domain. The resultant spectral density can be interpreted as the optical frequency

fluctuation per unit Fourier frequency, and takes on the unit of Hz/
√
Hz. FSD is often

plotted against its Fourier frequency bin in log-log scale, with the first example shown in

Chapter 4.1 of this thesis (Fig. 4.2).

The majority of this thesis uses FSD for stability characterisation, however there are

instances of phase spectral densities being used as intermediate steps. Both FSD and phase

spectral density can be classified as amplitude spectral densities (ASDs), with the specific

type determined by the time-domain measurand (i.e. optical frequency vs interferometric

phase). They are related to power spectral densities (PSDs) by a square operation.

Depending on the specific convention used, there is also sometimes a
√
2 to

√
4π

discrepancy between different works [11]. This thesis exclusively uses the single-sided

spectral density in terms of Fourier frequency f , which produces values
√
2 higher than its

double-sided counterpart and a further
√
2π higher than those using the angular frequency

ω [12]. The computation of our experimental FSDs is carried out in MATLAB and uses

the Welch method with Blackman-Harris window [13].

Allan Deviation

Allan deviation [14] is another common tool for frequency stability characterisation. Unlike

the FSD, Allan deviation measures the time-domain stability by computing the sample
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deviation σ(τ) as a function of averaging time τ . By finding the τ with the lowest deviation

value, we can determine the optimal operation timescale for metrology systems and best

integration period for optical oscillators.

The mathematical function for calculating Allan deviation differs by the specific version

of choice. This thesis adopts the modified Allan deviation [15] for its ability to distinguish

white and flicker phase noise. Another common type is the overlapping Allan deviation,

which maximises data usage by forming all possible overlapping samples at each τ [16]. The

overlapping variant is useful for reducing variability and enhancing statistical confidence.

1.1.2 Overview of Fibre Lasers

Modern day lasers can be broadly separated into five categories by their gain medium:

gas, liquid, semiconductor, solid-state and fibre lasers [17]. In this thesis, we concentrate

on metrology-grade fibre lasers, which use rare-earth-doped optical silica and other glass

hosts as the active media [18]. The all optical fibre structure of these lasers offers unique

advantages compared to their bulk-optic cavity counterparts, including higher optical gain

and thus higher efficiency, continuously guided, superior beam quality, intrinsic alignment

allowing stability in harsh environments, and small footprint [19]. The commercial fibre

laser market value has rapidly risen above the billion dollar mark in the past decade, with

strong, continuous growth anticipated for the upcoming years [20].

Fibre lasers are equally popular in R&D due to their unparalleled combination of form-

factor, field readiness and amplitude and phase stability, already enabling unprecedented

sensitivities in applications such as LiDAR, distributed sensing and spectroscopy [21, 22,

23]. To achieve narrow linewidth, these lasers typically employ a fibre Fabry-Perot (FFP)

cavity with fibre Bragg gratings (FBGs) at each end. The theoretical Schawlow-Townes

linewidth limit [24] is inversely proportional to the square of the cavity quality factor

Q = 2πντc, which is further proportional to the photon cavity lifetime τc. Therefore

increasing τc is key to reducing the output laser linewidth. This can be intuitively

understood as increasing the intra-cavity storage of photon energy, thereby reducing the

relative contribution of phase diffusion due to spontaneous emission into the lasing mode.

Fibre laser manufacturers have adopted two generic approaches to increase τc [25]. The

first one concerns increasing the cavity length L. This is relatively easy and cost-effective

to implement in an all-fibre system compared to bulk optics, however an upper length

limit still applies as coupling of thermal and mechanical noises worsens. In addition, mode

instabilities may occur as L is increased, due to the smaller cavity free-spectral range (FSR

= c/2nL) and the subsequently narrower spectral spacing between resonant frequencies. A

noteworthy approach in this category that circumvents these issues is the implementation

of a slow-light filter [4]. This virtually extends L and τc, while the spectrally-narrow delay

resonator allows suppression of adjacent modes, even as the cavity FSR is reduced.

The second category of approach involves increasing the reflectivity of the cavity mirrors.

In the case of a FFP, this can be realised by using FBGs with strong, narrow reflections

[26]. Again, the benefit of high reflectivity does not scale indefinitely as it eventually

inhibits the available output power.
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Utilising both approaches, today’s commercial fibre lasers readily achieve a Lorentzian

linewidth of several Hz to sub-Hz [27, 28]. This translates to excellent high-frequency

stability, with frequency noise reduced to negligible levels by the MHz Fourier mark [28].

At low frequencies, however, fibre lasers are equally susceptible to 1/fn type noises arising

from thermal fluctuations and other technical challenges. Therefore projects targeting the

kHz and below Fourier band may still require external laser stabilisation.

1.1.3 Where Frequency Stabilisation Comes In

Perhaps the most immediate and compelling example is the field of gravitational-

wave (GW) physics. A family of large-scale, interferometric detectors are proposed or

constructed to observe GW signals from astronomical events [29]. These instruments

achieve extreme sensitivity through a complex suite of strategies including optical topology,

mirror suspension, thermal management and seismic isolation. Currently measuring

displacements less than 10−19 m/
√
Hz in advanced Laser Interferometer Gravitational-

wave Observatory (aLIGO) [30, 31], the theme for GW detection remains further

enhancement of instrument sensitivity to extend its astrophysical reach.

At the desired sensitivities, there is stringent requirement on the amount of source

frequency noise injected into the interferometer between 10 Hz to 10 kHz, despite the

use of a balanced Michelson configuration [32]. The source laser for aLIGO is therefore

pre-stabilised to an external reference cavity and further locked to the interferometer

armlength [33, 34]. For future ground-based detectors such as the Cosmic Explorer [35], a

different stabilisation approach has been proposed to satisfy the project requirement [1].

On the opposite end of the Fourier spectrum are space-based GW detectors focussing on

the 10−4 − 10−1 Hz frequency band. The Laser Interferometer Space Antenna (LISA)

mission [36] is scheduled to launch in the 2030s, and will consist of three satellites

positioned in an Earth-trailing heliocentric orbit [37]. When in operation, each spacecraft

exchanges laser beams with the other two, and obtains a phase measurement by comparing

with its local laser [38]. The vast, fluctuating inter-spacecraft separation of 2.5 million km

provides a pathway for laser frequency noise to couple in. Even with the state-of-the-art

lasers, their noise contribution is calculated to exceed GW signals by 7 orders of magnitude

if left untreated [39]. Clearly, laser pre-stabilisation and further frequency noise mitigation

techniques are vital to the success of these pioneering projects.

A similar case can be found outside the GW arena, where laser frequency fluctuations

often present an issue for armlength unbalanced interferometers. The Gravity Recovery

and Climate Experiment Follow-On (GRACE-FO) mission [40] is one such instance.

Launched in 2018, GRACE-FO features twin satellites deployed in a low-earth orbit, and

monitors Earth’s large-scale gravitational dynamics through continuous interferometeric

measurement. The orbital separation results in an average round-trip armlength imbalance

of 440 km [41] and a subsequent source stability requirement of 30 Hz/
√
Hz in the mHz

- Hz band [42]. This exceeds the best available free-running performance, necessitating

some form of stabilisation for the primary light source.

Even in applications where the commercial state-of-the-art laser performance does

suffice, due to the cost of these instruments [43], there are instances where developing
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an in-house stabilisation system is overall more economical. Indeed, custom laser

stabilisation solutions can be found in a wide array of research and industrial activities

[44, 45, 46, 47, 48]. In addition to being cost-effective, these systems can be individually

adjusted to provide optimal performance at critical measurement frequencies.

Fundamentally, laser frequency stabilisation is a practice of stability transfer. An external

reference of higher stability is introduced, and its performance is inherited by the laser

over the appropriate Fourier frequency band. Techniques for achieving this transfer can be

separated into two categories: feedback and feedforward [49, 50]. The feedback approach

involves generating an error signal to which the laser is stabilised, with Pound-Drever-

Hall (PDH) [51, 52] and tilt locking [53, 54, 55] being two common locking techniques.

Feedforward, on the other hand, utilises a different paradigm. A direct measurement

of free-running laser frequency noise is made. This information is then passed onto

downstream operations and removed from subsequent measurements. The feedforward

design has a simpler architecture and higher bandwidth flexibility, but requires the

reference system to have sufficient dynamic range and bandwidth to accurately track laser

frequency fluctuations. Ultimately, the choice between these two techniques is application

specific and should be determined by the type of reference and the interested Fourier

regime.

1.2 Frequency Standards and References

We now discuss the types of references available in frequency metrology. Using Allan

Deviation to characterise their fractional stability as a function of integration time, we

can obtain the optimal operation timescale of these systems, and separate them into three

broad categories. These references can be used individually to address a specific Fourier

frequency band, or combined to provide both long and short term stability.

1.2.1 Molecule and Atomic Transitions

Inherently stable across time and space, molecule and atomic transitions are widely

used frequency standards and clocks with outstanding precision and accuracy. These

references typically achieve their best performance over the course of minutes to days

[56]. Amongst them, the caesium atom’s natural frequency is currently recognised as

the international unit of time. The stability of this oscillation makes the second the

single most accurately measured physical quantity, upon which many other quantities are

defined. Since the caesium definition in 1967, various optical clocks have emerged and

surpassed the performance of their microwave counterparts [57, 58, 59]. As they continue

to improve in reliability, compactness and availability, the tipping point for a redefinition

of the second may soon be reached [60, 61].

The main advantage of an optical clock lies in its higher intrinsic frequency, allowing the

reduction of fractional instability. Promising clock candidates in this category include

ionic species such as Yb+ [62] and Al+ [63], and lattice clocks using the Sr [64, 65, 66,
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67, 68, 69, 70, 71] or Yb [72] atom. With these systems, fractional stability on the order

of 10−18 has been achieved.

Outside timekeeping, hyperfine optical transitions are also used for laser frequency

stabilisation and spectroscopic measurements. Examples include the molecular iodine

reference for space and geodesy missions [73, 74], achieving a typical fractional stability

on the order of 10−15 [75, 76]. At telecommunication wavelengths, HCN and Acetylene

are well established standards reaching a typical stability of 10−12 [77].

1.2.2 Optical Frequency Combs

The turn of the century saw the birth of the optical frequency comb (OFC) [78, 79], an

invention manifesting collective advances in ultra-fast laser generation [80, 81], nonlinear

optics [82, 83], spectroscopy [84] and frequency metrology [85]. An ultra-fast, mode-

locked laser generates an array of equidistant spectral teeth over a wide Fourier frequency

span. The OFC’s spectral arrangement is solely controlled by two key parameters, pulse

repetition rate and carrier envelop offset frequency. Both are RF frequencies stabilised

to RF standards such as the rubidium or caesium clock. The result is a stable gearwheel

that links optical and microwave frequencies.

The flexibility and stability of OFCs have quickly found them incorporated in various

aspects of frequency metrology. Comparison and distribution of stability across

different wavelengths is made possible [86, 87], and the simplicity and efficiency of

absolute frequency measurements are significantly improved [88, 89, 90]. OFC related

measurements have also created new research areas such as comb spectroscopy [91, 92, 93]

and comb-assisted LiDAR [94, 95, 96].

As OFCs inherent the stability of their atomic references, they also inherit the Allan

Deviation profile of their references. A rubidium clock achieves a typical fractional stability

of 10−12 upon 100 seconds of integration [97], while the state-of-the-art caesium fountain

clock reaches 10−16 over the course of a day [98].

1.2.3 Cavities and Fibre Interferometers

The last category of references consists of cavity and interferometric systems. These

operate at a shorter timescale of less than a second. Unlike the previous two categories,

these references only provide a relative measurement and cannot be used for absolute

frequency determination. Nonetheless, they still provide critical stability in the high

Fourier frequency regime, improving laser frequency noise by at least two orders of

magnitude.

The ultra-low-expansion (ULE) cavity is the standard approach for laser frequency

stabilisation. This involves comparing the laser frequency with the cavity resonance and

subsequently reading out and feeding back the difference. Depending on the amount

of thermal and environmental isolation, ULE cavity systems achieve a typical frequency

stability ranging from 0.1 Hz/
√
Hz to 1 Hz/

√
Hz (fractional ∼ 10−15) at ∼1 Hz Fourier

frequency [99, 100, 101, 102]. With systematic efforts in isolation, the state-of-the-art
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ULE cavity is able to reach 0.04 Hz/
√
Hz frequency stability (fractional ∼ 10−16) at 1 Hz

[103, 7].

One immediate downside to bulk cavity systems is their stringent requirement on

laboratory conditions. Many of these systems for example are limited by thermal noise,

requiring active temperature cooling to further enhance performance. This becomes an

increasingly difficult task as demands for ultra-low-noise lasers increase, particularly in

harsh environments such as space interferometry.

On the other end of the spectrum, fibre frequency references (FFRs) present an interesting,

but comparatively under-studied alternative to these Fabry-Perot type interferometers at a

similar timescale. These systems typically utilise an armlength mismatched interferometer,

allowing direct readout of laser frequency fluctuations through the differential phase

of the two optical beams. The broadband readout of FFRs enables greater frequency

agility, while the all-fibre configuration allows lowered cost, intrinsic alignment and better

suitability for field deployment.

However, FFRs do suffer from several limitations unique to guided-wave optics. These

include non-linear effects such as Brillioun scattering [104], Raman scattering [105] and

Kerr self-phase modulation [106] which limit the optical power levels and coherence lengths

that can be used. Linear limitations include Rayleigh back scattering (RBS) and photo-

thermal effects [107, 108, 109], both of which must be contended with in order to optimise

the phase fidelity of the interferometer. While photo-thermal effects can be effectively

reduced by restricting the sensing optical power to the minimum required for shot noise

limited sensitivity, or by implementing modest laser intensity stabilisation, first order

Rayleigh scattering remains an issue for interferometers operating in reflection.

1.3 Fibre Frequency References

1.3.1 A Brief Review

A number of experiments have investigated the performance of fibre-based frequency

references. While most of them utilised a Michelson optical configuration [110, 111,

112, 113, 114], a few opted for the Mach-Zehnder interferometer to avoid first-order RBS

limitations [115, 116]. The length of the fibre delay-line in these demonstrations ranged

from 100 m to 10 km, displaying a variety of optical gains and cut-off frequencies.

In most of the experiments discussed here, the feedback approach is used for laser

stabilisation. Experimental characterisation of the FFR performance requires a test laser

to be locked to the interferometer, and its stability compared with a second laser of equal

or higher stability, achieved using either a second FFR [112, 111] or a separate high-finesse

Fabry-Perot cavity [110, 113]. In this feedback architecture, at least two locking loops are

required for performance characterisation. This increases the overall system complexity

and potentially introduces bandwidth penalty and control noise. In contrast, the work

presented in this thesis adopts the feedforward approach. Our FFR is entirely passive

and serves one simple function of tracking laser frequency fluctuation. Its noise floor is

measured by subtracting the readout from a second identical FFR.
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Regardless of operation principle, all FFR work discussed here utilise a high readout

frequency. Therefore frequency spectral density, instead of Allan Deviation, is a more

appropriate and comprehensive sensitivity characterisation. Amongst these systems, a

noise floor of 1 to 10 Hz/
√
Hz at Fourier frequencies above 100 Hz is commonly achieved

[117, 115, 118, 119, 120, 116, 114]. Surpassing the 1 Hz/
√
Hz sensitivity limit in a similar

Fourier frequency range has been a more significant undertaking and only demonstrated

experimentally in a few instances [113, 112, 111]. The landmark sensitivity in this field

however belongs to the work carried out by Kefelian et al, where a laser was stabilised

to a 1 km unbalanced Michelson interferometer, achieving a final stability better than 0.1

Hz/
√
Hz between 1-4 kHz [110]. This work demonstrated the feasibility of FFRs as an

alternative to Fabry-Perot cavities, and to date still represents the state-of-the-art FFR

performance.

1.3.2 Research Objectives

The work we present in this thesis aims to further investigate fibre-based frequency

references as an alternative to optical cavities. The primary proposed application remains

future space missions, where the robustness and simplicity of an all-fibre system are

highly desirable. As a proof-of-concept experiment, we use the popular telecommunication

wavelength of 1550 nm, allowing the instrumentation and scientific discoveries discussed

here to be transferable to the broader fields of laser frequency stabilisation and fibre

sensing.

To fully harvest the advantages of an all-fibre system, we apply Digital Interferometry

(DI) to maximally simplify the optical hardware. In doing so, the entire system can be

made passive while the interferometric readout remains robust and high dynamic range.

We will detail the operating principles of DI in the next chapter.

The ultimate goal for this experiment is to extend the state-of-the-art, 0.1 Hz/
√
Hz

stability beyond the Fourier frequency range achieved by Kefelian et al. Specifically, we

develop a new optical apparatus including a redesign and rebuild of isolation chambers and

table optics. We also upgrade and optimise the DI signal processing algorithm to match

the new hardware parameters. Lastly, we identify and characterise technical limitations

such as thermal, mechanical and scattering noises, and discuss their implications and

mitigation solutions.

1.4 Publications

Below is a list of peer-reviewed journal publications, conference proceedings and patents

resulting from the research undertaken during my PhD program.
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� Ya Zhang, Chathura P. Bandutunga, Terry G. McRae, Malcolm B. Gray, and Jong H.
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reference,” Opt. Express 29, 26319-26331 (2021).
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Chapter 2

Digitally Enhanced Homodyne

Interferometry

In this chapter, we describe the readout technique used for this experiment, Digitally

Enhanced Homodyne Interferometry (DEHoI) [121]. DEHoI represents the homodyne

variant of Digital Interferometry (DI) [122], and was originated from its heterodyne

counterpart, Digitally Enhanced Heterodyne Interferometry (DEHeI). To describe its

working principles, we start with a comparison of the two types of interferometry in

Section 2.1. This is followed by Section 2.2 which details DEHoI code operation and

signal recovery.

From these two sections, we will notice the higher complexity of DEHoI compared to

DEHeI due to the use of a multi-level code. This makes the heterodyne system the

preferred testbed for redesigning and optimising DI operation for various purposes. In the

past two years, several pieces of research have occurred on this front [123, 124, 125]. In

Section 2.3, we highlight notable progress and discuss possibilities of transferring these

improvements into DEHoI.

2.1 Heterodyne and Homodyne Interferometry

The difference between heterodyne and homodyne interferometry lies in the existence of

a frequency offset between the two interfering beams. Figure 2.1 (a) shows a typical

heterodyne Mach-Zehnder interferometer. Here, the top beam is frequency up-shifted by

an acousto-optic modulator (AOM), while the bottom beam remains at its original optical

frequency. We can write out the electric fields of the beams as:

Esig(t) = Asig e
−i(ω+ωh)t+iϕsig(t)

Eref(t) = Aref e
−iωt+iϕref(t)

(2.1)

where Asig and Aref are the respective amplitude of the two fields, ω is the angular optical

frequency and ωh is the offset, or heterodyne, frequency. ϕsig(t) and ϕref(t) represent the

13
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phase term of each arm. Upon re-combination, the interference pattern on the photo-

detector can be written as:

PD = (Esig + Eref) (Esig + Eref)
∗

= Asig
2 +Aref

2 + 2 cos [ωht− (ϕsig(t)− ϕref(t))]
(2.2)

We can see that the interferometric phase ϕsig(t) − ϕref(t) is carried on the heterodyne

frequency ωh. In the Fourier frequency domain, the photo-detector spectrum is centred

around the heterodyne frequency. Extraction of the interferometric signal therefore

requires removal of this heterodyne frequency. This can be done by mixing with a sine and

cosine function of the same angular frequency ωh, and subsequently low-pass filtering to

remove the second harmonic. This process is commonly referred to as IQ demodulation,

as it extracts the in-phase (I) and quadrature (Q) components of the desired phase

signal. Following this, an arctangent and unwrapping operation is used to recover the

interferometric phase readout.

AOM

(a) (b)

Figure 2.1: The key difference between heterodyne and homodyne interferometry lies in whether

the two beams interfere at the same optical frequency. In the case of heterodyne interferometry

(a), one arm is typically frequency shifted using an AOM, creating a RF beat note at the photo-

detector. With homodyne interferometry (b), the photo-detector spectrum is centred at DC,

requiring quadrature fringe locking or additional modulation for readout.

For a homodyne interferometer, as depicted in Fig. 2.1 (b), the two beams are interfered

at the same optical frequency. Following the same field analysis as above, we can write

out the electric fields and resultant photo-detector signal as follows:

Esig(t) = Asig e
−iωt+iϕsig(t)

Eref(t) = Aref e
−iωt+iϕref(t)

PD = Asig
2 +Aref

2 + 2 cos [ϕsig(t)− ϕref(t)]

(2.3)

Here the interferometric phase information is spectrally centred at DC. In the absence

of the heterodyne carrier, the terms inside the cosine function no longer continuously

ramp over multiple fringes. Consequently, extraction of the interferometric signal requires

locking to the quadrature point, where linear readout and maximum sensitivity can be

achieved. Alternatively, a re-introduction of phase modulation is required to sample

the interferometric fringe. This modulation needs to minimally cover both the I and Q

quadratures translating to a minimal amplitude of π/2, but does not need to be continuous.
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Our DEHoI modulation falls into this latter category, with four discrete phase steps evenly

distributed across the full fringe (2π) for balanced and complete IQ sampling.

2.2 DEHoI Principles

The centrepiece of a digitally enhanced system is the use of a pseudo-random sequence.

This sequence, or code, has desirable auto-correlation properties. By encoding the optical

beam with the code and later demodulating with its delayed copy, DI enables signal

selection and isolation by its optical time-of-flight. Additionally, as multiple demodulation

channels can be easily parallelised in digital signal processing (DSP), DI also enables

continuous, multi-point sensing without requiring any additional optical hardware [126,

127].

2.2.1 M-Sequence Auto-correlation

Traditionally, a maximum-length sequence, or m-sequence, is used for DI modulation [122].

The m-sequence [128] belongs to a family of pseudo-random codes used for multiplexing

in telecommunication [129, 130, 131, 132], and was selected for DI due to its flexible

length and favourable auto-correlation. An m-sequence appears statistically-random but

is deterministically generated using linear feedback shift registers (LFSRs) with specific

tap configurations [133, 134]. Possible arrangements of these taps are documented in [135].

The “bit depth” of a LFSR refers to the number of states it contains, and this determines

the length of the m-sequence generated. For an N -bit LFSR, the m-sequence length is

given by

L = 2N − 1 (2.4)

An example of a 4-bit m-sequence is shown in Fig. 2.2. Each element of the sequence is

referred to as a “chip” and the speed at which this chip is encoded onto the optical phase

is referred to as the “chip frequency”. As the code only has 15 elements, the chips repeat

after the full length, and the speed of this repetition is referred to as the “code frequency”.

chip

code length

chip frequency

code frequency

Figure 2.2: An example of a 4-bit m-sequence, identifying a chip, chip frequency, code length

and code frequency.

In DI, elements of the code are mapped to certain phase steps and modulated onto one

or more optical beams. The modulation typically occurs prior to optical propagation and

is done using an AOM or an electro-optic modulator (EOM). Figure 2.3 shows a simple

heterodyne DI setup. In this configuration, the optical phase of the signal arm is pseudo-

randomly flipped by 0 or π according to the m-sequence, while the reference arm remains
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unmodulated. The resulting heterodyne beat note becomes scrambled and incoherent. Its

Fourier spectrum, also illustrated in the figure, consists of multiple teeth evenly spaced

at the code frequency fcode and centred at the heterodyne frequency fh. We also observe

nulls at integer multiples of the chip frequency fchip.

AOM

fh

fchip

fcode

Figure 2.3: The optical compartment of a standard heterodyne DI setup consists of a frequency-

shifted, encoded signal arm and an unmodulated reference arm. Upon recombination, this produces

a scrambled and incoherent signal pattern. In the Fourier domain, the spectrum consists of equiv-

distant peaks separated by fcode and centred at fh, with nulls at multiples of fchip.

From the photo-detector spectrum, we see that without demodulation, the optical

coherence is reduced to the physical length occupied by a single chip. This sets the

limit for the ranging resolution of DI. As a convention, we define this physical length as

the “chip length”:

Lchip =
c

n× fchip
(2.5)

where c is the speed of light, n the refractive index, and fchip the chip frequency. For this

experiment, Lchip lands on the order of a few meters in fibre, significantly shorter than our

intended interferometer pathlength difference. This means that demodulation is required

to restore coherence and reconstruct the desired interference pattern. In addition, through

this process, spurious interference outside of this range gate can be suppressed. This is

achieved through the auto-correlation property of the m-sequence, which is a measure of

the code’s similarity with respect to itself. Mathematically, the auto-correlation value as

a function of relative delay can be written as

A(τ) =

L∑
n=1

C(n)C(n− τ) (2.6)

where τ is the relative delay and L the code length. C(n) represents a single element of

the code and takes the value of 1 or -1. For an m-sequence:

A(τ) =

{
L when τ = mL, where m is an integer

−1 all other delays
(2.7)

In Fig. 2.4, we plot the auto-correlation value A(τ) of the 4-bit example m-sequence as

a function of the delay τ . We can see that A(τ) reaches a peak value of 15 when the
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sequence is matched with itself. For all other delays, the correlation value lies at -1. To

understand how this can be utilised for ranging and gating, we consider the demodulation

process as illustrated in Fig. 2.5.
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Figure 2.4: The auto-correlation value of the above a 4-bit example m-sequence is plotted against

its relative delay against itself. We can see a peak value of 15 when the delay is 0 or integer multiples

of the code length, and -1 at all other delays. This enables code-delay based selective interference

for digital interferometry.

Correct delay

Incorrect delay

Received heterodyne signal

Optical code
Digital code
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Figure 2.5: Illustration of the DI demodulation process, which is mathematically equivalent to

the calculation of m-sequence auto-correlation. First, a digitally-delayed code is used to decode the

received heterodyne signal. Successful recovery of the heterodyne beat note only occurs when the

digital delay matches with the optical time-of-flight delay. Second, the decoded wave is summed

over a full code length. Depending on the digital code delay, the interference signal is either

maximally recovered or suppressed in amplitude.

In Fig. 2.5, the received heterodyne signal remains scrambled by the m-sequence

modulation. In addition, the m-sequence is delayed through optical propagation between

the modulator and the photo-detector. In digital signal processing, a digitally delayed

copy of the code is prepared to undo the modulation. This decoding process successfully

restores the original heterodyne beat note only when the digital code matches with the

optical one, and this is labelled “correct delay” in the figure. Spectrally, this collapses the

spread, modulated spectrum back into a single peak at the heterodyne frequency.
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The second scenario, labelled “incorrect delay”, decodes the received signal at a

mismatched delay. In mathematical terms, this can be thought of as multiplying with

a second m-sequence consisting of -1s and 1s, where -1 represents a π phase flip. When

these two sequences are unmatched, the result of this multiplication is yet another m-

sequence. Therefore, the incorrectly decoded signal remains scrambled and retains the

same spectral shape.

The final step of DI demodulation involves integration over a full code, which completes

the computation of the auto-correlation function. Referring back to Eqn. 2.6, the decoding

process is mathematically represented as C(n)C(n− τ), whereas the integration sums this

product over a full code length L. This links DI demodulation to a specific point on the

auto-correlation function, based on the relative delay between the optical code and the

digital code. As the digital delay is easily variable, this gives the ability to “range” to

the desired optical time-of-flight and isolate that section of interference, while suppressing

signals from other delays by a factor of L. In addition, multiple demodulation channels

with individual code delays can be parallelised in DSP, allowing multiplexing of signals on

a single, continuous-wave beam [136].

2.2.2 Four-level Phase Modulation

Having covered the fundamental principles of DI, we now proceed to discuss the

implementation of homodyne DI. Here, we continue to leverage the auto-correlation

property of the modulation code to achieve time-of-flight based signal isolation and

background noise suppression. Unlike heterodyne DI, however, in homodyne we no longer

have the beat frequency acting as a continuous phase scan across all quadratures. This

difference can be conceptually visualised in Fig. 2.6. In replacement of the phase scan

and in order to still sample both I and Q quadratures, we introduce phase-stepping

for homodyne DI. Although the functionally minimal step level is two, the structural

imbalance and incompleteness of that sampling architecture often result in systematic

issues. Instead, we use four levels of phase stepping as shown below in “DEHoI”. This

allows us to cover all four quadratures of the interferometric fringe and provides a more

robust phase readout.

To achieve this, we construct a four-level code from two m-sequences at different delays, as

illustrated in Fig. 2.7 (a). For convention, we refer to them as I and Q codes respectively

and the resultant four-level code as quadrature phase shift key (QPSK) code. We can

write the generation logic for QPSK as follows:

CI(n) & CQ(n) = π/4

CI(n) & CQ(n) = 3π/4

CI(n) & CQ(n) = −3π/4

CI(n) & CQ(n) = −π/4

(2.8)

where & and C(n) represent the logical AND and NOT operation respectively. Figure 2.7

(b) shows the four-level modulation on a phasor diagram. As we can see, the constellation

is evenly distributed across all four quadratures. Additionally, given the statistical balance
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Figure 2.6: Conceptual visualisation of the difference between heterodyne and homodyne DI. In

DEHeI, the beat frequency creates a continuously evolving phase which scans all quadratures of

the interferometer fringe. For DEHoI, this scan is absent and replaced by a four-level code which

pseudo-randomly steps and samples the quadratures.

of m-sequences, where the number of 0s and 1s differ only by 1 element regardless of code

length, the amount of time spent by QPSK in each quadrature is also largely balanced.

I

Q

CI

CQ

π/4

-π/4-3π/4

3π/4

(a) (b)

QPSK

Figure 2.7: (a) Generation of QPSK from two differently delayed m-sequences. (b) Visualisation

of the four-level code on a phasor diagram.

Optically, DEHoI modulation can be set up in two ways. The first configuration modulates

only a single arm using an electro-optic modulator (EOM), or two AOMs with the same

frequency shift placed in both arms. The second configuration moves the modulator

upfront, coding both optical beams with the same QPSK sequence, as illustrated in Fig.

2.8. For this, the two beams must have different optical delays in order for them to be

code-distinguishable, and demodulation directly recovers their differential phase. Our

experiment adopts the second configuration to remove any active components in key

interferometer paths. This provides greater thermal stability for the system with the

trade-off being higher digital complexity.



20 Digitally Enhanced Homodyne Interferometry

Delayline
QPSK

Figure 2.8: Front-modulation DEHoI optical setup. In this configuration, the QPSK modulation

occurs upfront, encoding both optical beams with the same sequence. The resultant interference

can be recovered through two demodulation stages each matching the optical delay of one arm.

2.2.3 Double Demodulation

Due to the presence of two QPSK codes in our optical configuration, a dual-stage

demodulation architecture is implemented. This process decodes both interferometer arms

at their respective delays, τ1 and τ2, and can be mathematically represented as:

II(t) = PD(t)× CI(t− τ1)CI(t− τ2)

IQ(t) = PD(t)× CI(t− τ1)CQ(t− τ2)

QI(t) = PD(t)× CQ(t− τ1)CI(t− τ2)

QQ(t) = PD(t)× CQ(t− τ1)CQ(t− τ2)

(2.9)

where PD refers to the received photo-detector signal, and CI and CQ are binary codes

of ±1s. To interpret the physical meaning of these four components, we refer to Fig. 2.9.

On the left (a), the electric field in each interferometer arm is represented by its own

coordinate frame, where the I and Q components form the two axes. The instantaneous

phasor of the two fields are given by the multiplication of their amplitude and the unit

code vectors, written in their own frame as follows:

E⃗ref(t) = [ArefCI(t− τ1), ArefCQ(t− τ1)]

E⃗sig(t) = [AsigCI(t− τ2), AsigCQ(t− τ2)]
(2.10)

In optical propagation, these two frames rotate away from their original orientation, by

ϕref and ϕsig respectively. In order to compare the two electric fields above, we need to

bring them back into the same coordinate frame. For simplicity, in Fig. 2.9(b), we use

the reference field coordinate frame and convert the signal field towards it, giving:

E⃗ref(t) = [ArefCI(t− τ1), ArefCQ(t− τ1)]

E⃗sig(t) =[AsigCI(t− τ2) cos∆ϕ−AsigCQ(t− τ2) sin∆ϕ,

AsigCI(t− τ2) sin∆ϕ+AsigCQ(t− τ2) cos∆ϕ]

(2.11)

where ∆ϕ = ϕsig − ϕref. With this in mind, we can write the optical power at the photo-

detector as follows:

PD(t) =
∣∣∣E⃗ref(t) + E⃗sig(t)

∣∣∣2 (2.12)
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Figure 2.9: The vector coordinate of each electric field is defined in its own coordinate frame,

which rotates through optical propagation. The relative angle between the reference and signal

frames represents the desired interferometric phase, which is recovered through a dual-stage

demodulation process, producing projections from the signal frame to the reference frame.

Expanding this out and isolating the RF terms, we have

PD(t) = 2ArefAsig[CI(t− τ1)CI(t− τ2) cos∆ϕ− CI(t− τ1)CQ(t− τ2) sin∆ϕ

+CQ(t− τ1)CI(t− τ2) sin∆ϕ+ CQ(t− τ1)CQ(t− τ2) cos∆ϕ]
(2.13)

Observing Eqn. 2.13, we see that the desired interferometric phase ∆ϕ is split into in-

phase and quadrature components via effectively “code interference”. For example, in the

first and last terms, the I or Q codes interfere with a time-shifted version of themselves,

obtaining no additional phase shift and therefore representing the “in-phase” component.

The middle two terms, on the other hand, interfere with their orthogonal codes with a

π/2 relative phase difference, thereby representing the “quadrature” part.

We can also see now that the double decoding process, written in Eqn. 2.9, retrieves

in-phase and quadrature components of interest. Noting that when delays are matched,

the code cancels to 1 (C(t− τ)× C(t− τ) = 1), we can re-write Eqn. 2.9 as:

II(t) = 2ArefAsig[cos∆ϕ− CI(t− τ2)CQ(t− τ2) sin∆ϕ

+ CI(t− τ1)CQ(t− τ1) sin∆ϕ+ CI(t− τ1)CI(t− τ2)CQ(t− τ1)CQ(t− τ2) cos∆ϕ]

IQ(t) = 2ArefAsig[CI(t− τ2)CQ(t− τ2) cos∆ϕ− sin∆ϕ

+ CI(t− τ1)CI(t− τ2)CQ(t− τ1)CQ(t− τ2) sin∆ϕ+ CI(t− τ1)CQ(t− τ1) cos∆ϕ]

QI(t) = 2ArefAsig[CI(t− τ1)CQ(t− τ1) cos∆ϕ

− CI(t− τ1)CI(t− τ2)CQ(t− τ1)CQ(t− τ2) sin∆ϕ

+ sin∆ϕ+ CI(t− τ2)CQ(t− τ2) cos∆ϕ]

QQ(t) = 2ArefAsig[CI(t− τ1)CI(t− τ2)CQ(t− τ1)CQ(t− τ2) cos∆ϕ

− CI(t− τ1)CQ(t− τ1) sin∆ϕ+ CI(t− τ2)CQ(t− τ2) sin∆ϕ+ cos∆ϕ]
(2.14)
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Further combining relevant parts to simplify:

I = II + QQ

= 4ArefAsig[cos∆ϕ+ CI(t− τ1)CI(t− τ2)CQ(t− τ1)CQ(t− τ2) cos∆ϕ]

Q = QI− IQ

= 4ArefAsig[sin∆ϕ− CI(t− τ1)CI(t− τ2)CQ(t− τ1)CQ(t− τ2) sin∆ϕ]

(2.15)

Upon integration over the code, the second terms in both equations become suppressed

by a factor of code length relative to the first. We can therefore approximate I and Q as:

I ≈ 4ArefAsig cos∆ϕ

Q ≈ 4ArefAsig sin∆ϕ
(2.16)

And the interferometric phase is recovered through an arctangent operation:

∆ϕ = arctan

(
Q

I

)
(2.17)

FPGA Implementation

The decoding algorithm was traditionally implemented on the FPGA through a binner

architecture, as detailed in [134]. This has since been upgraded to a new structure

illustrated in Fig. 2.10. These two designs are functionally identical. While the new

implementation strictly follows the form of Eqn. 2.9, the binner approach rotates the

frame of reference by 45 degrees. This rotation merely introduces a static phase offset

and is of no consequence to the intended measurement. As such, the binner approach was

preferred due to its higher computational efficiency, until recently when onboard resources

were no longer of concern.

As seen in Fig. 2.10, in the new decoding arrangement, I and Q codes are individually

delayed by reference and signal delays. These delayed codes are then fed into six

separate decoders, which flip the phase of their input as per the binary code. The

decoded components, II, IQ, QI and QQ, are then further combined into the in-phase

and quadrature parts of the interferometer phase.

The main advantage of the new decoding architecture over the binning design lies in a

higher signal amplitude and therefore greater clearance of ADC noise floor. In the binner

design, half of the ADC samples are effectively discarded as a result of the frame rotation.

That is, each sample is binned entirely towards one quadrature, and the other is left empty.

In contrast, in the upgraded design, every sample is projected towards both quadratures

and this allows a higher total signal amplitude. While this upgrade does not improve the

noise floor of this specific experiment, it could be useful for DEHoI experiments close to

the quantisation limit.
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Figure 2.10: Updated FPGA implementation of dual-stage demodulation. Delayed copies of the

I and Q codes are prepared to drive six individual decoders, as per the algorithms set out in Eqn.

2.9. Following this, four decoded components are combined to create the I and Q parts of the

desired interferometric phase.

2.2.4 Limitations of QPSK

It is worth pointing out here that the use of QPSK, while optically simple and thermally

stable, has a severe drawback. Compared to an m-sequence auto-correlation, QPSK has

a modified correlation profile with a lower signal-to-noise suppression and some “ghost

correlations” at non-signal delays. This is caused by each of the two m-sequences split

across the I and Q quadratures. Upon integration of I and Q, only half the elements within

each code gather, forming a partial, incomplete and compromised auto-correlation.

Some circumvention strategies exist for specific DEHoI designs. For example, in a single-

beam modulation system, a square wave could replace one m-sequence and serve the

function of quadrature switching. This square wave would then run at integer multiples of

the speed of the remaining m-sequence, allowing all elements of the m-sequence to appear

in both quadratures and form a full correlation. Unfortunately, this strategy cannot be

readily implemented in a dual-beam modulation system as it has specific requirements on

the interferometer length relative to the modulation speed.

Another potential solution involves the use of a two-layer code. This idea is commonly

explored in global positioning system (GPS) and global navigation satellite system

(GNSS), where a short, coarse acquisition code (C/A) and a long precision (P) code are

emitted at different speeds to refine ranging precision and eliminate ambiguity [137, 138].

When applied to DEHoI, this would involve embedding a precision code within a coarse

code. The latter switches between quadratures while the entire length of the former

samples that quadrature. This architecture could benefit DEHoI systems tracking small

and slow signals, but is unsuitable for our experiment. As data throughput is reduced to

the code frequency of the top, slow code, this limits the ability to track fast dynamics. In

addition, signal fidelity is also reduced as a result of the extended time between switching

quadratures, to the point they may no longer be approximated as simultaneously sampled.
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Perhaps the final and ultimate solution for this experiment is to pre-construct a four-level

sequence with elements that form a full correlation in each quadrature. This is an

ongoing field of exploration. If such a code exists, we expect at least a factor of 2

bandwidth penalty at the same modulation rate and background noise suppression. As

we will discuss in Chapter 5.2, this may in fact create further complications between two

opposing noise sources in this experiment.

Beyond a compromised correlation, there are two other potential limitations in DEHoI.

First, as the m-sequence we use has an odd number of elements, there is a slight unbalance

in the amount of sampling time in each quadrature. This effect can be seen in DEHeI

too, when the heterodyne frequency is not carefully selected to compliment the DI chip

frequency [123]. Second, QPSK sampling is by design sequential, not simultaneous. In the

limit of a very slow chip frequency, the phase excursions in between chips may invalidate

the sequentially sampled I and Q data. This issue again is not unique to homodyne, and

can occur in heterodyne systems if the phase ramp is too slow. Fortunately, our experiment

operates at a fast chip frequency and uses a long code with negligible imbalance, and is

therefore unaffected by either of these limits.

2.3 Further Developments

Although not directly related to this experiment, some interesting DI developments have

occurred over the past two years, with a strong focus on crosstalk improvement in a

heterodyne arrangement. In this section we provide a brief overview of progress to date,

and discuss how the improvements could be transferred into a homodyne system.

Crosstalk in a multiplexed system refers to the contamination of one channel due to signals

present on the other channels. In DI, incorrectly decoded delays are suppressed by 1/L,

where L is the code length, and this sets the crosstalk limit. In practice, the achieved

crosstalk suppression is often worse depending on specific DI configurations. Ref. [123]

details optimal parameters for DEHeI to fully leverage the auto-correlation property of the

m-sequence. To achieve suppression beyond 1/L, however, other techniques are required.

To this end, two approaches have been considered. The first one looks for alternative

codes with more desirable auto-correlation properties. For example, Golay complimentary

pairs [139, 140, 141, 142] with inverted auto-correlation profiles have been demonstrated

to achieve substantially increased crosstalk suppression [21]. A1 and A2 sequences have

also been explored [143]. These are generated from M and have periodic zero-crossings in

auto-correlation, allowing improved suppression at those delays.

While these alternative codes readily improve crosstalk suppression for DEHeI, in

transferring their advantages into DEHoI, the difficulty remains in designing a QPSK

that retains the desired auto-correlation property.

The second approach to improve crosstalk suppression, also developed for and

demonstrated in DEHeI, seeks to engineer an ideal auto-correlation profile [124]. This

works by summing two correlation profiles at different demodulation delays to cancel out

most of the background. Taking the m-sequence as an example, two demodulation channels



§2.3 Further Developments 25

are simultaneously operated, one at the intended signal delay, the other at a non-physical

delay. In addition, the second channel is phase-flipped by 180◦ such that its effective

correlation is inverted and cancels the -1s in first channel. This technique is named offset

decoding and is similarly applicable to other binary codes. Utilising offset decoding in

DEHoI remains a work in progress with the primary challenge remaining modified QPSK

correlation.

To conclude the above discussions, the single bottleneck in transferring these developments

into DEHoI lies still in QPSK correlation. It is clear that the current QPSK generation

method is unoptimised for crosstalk suppression, and a redesigned algorithm is required.

The new four-level code would consist two binary sub-codes, each capable of forming a full

correlation after being “binned” and separated into I or Q quadrature by the other code.

Designing such a code is a non-trivial task, but could fundamentally transform DEHoI if

successful. Currently, techniques for minimising crosstalk and rejecting background noise

are more mature and adaptable in DEHeI. However, due to the thermal requirement of

our experiment, we are unable to use DEHeI and therefore trade noise suppression for

optical stability.
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Chapter 3

Experimental Design and

Implementation

This chapter focusses on the design and implementation of this experiment. In Section

3.1 to 3.4, we discuss optical, thermal and mechanical considerations that inform physical

design decisions. We then shift focus to software components that interface with the

optical system, and detail the FPGA implementation of DEHoI algorithms in Section 3.5.

3.1 Optical Configuration

We recall from Chapter 1.2–1.3 that a fibre frequency reference reads out source frequency

noise through an armlength mismatched interferometer. This presents two design

questions: what type of interferometer to use, and what differential armlength is optimal.

We now discuss available options for both parameters and their suitability for this

experiment.

3.1.1 Optical Topology

The optical topology is perhaps the most fundamental piece of hardware upon which the

rest of experimental design is based. It also sets the ultimate achievable performance

for the system. As DEHoI allows the extraction of interferometric phase between any

two fibre lengths that exhibit temporal code incoherence, several optical arrangements are

possible and have been demonstrated. These are depicted in Fig. 3.1, including a re-

entrant fibre loop [144] (a), a Michelson interferometer [145, 146] (b) and a Mach-Zehnder

interferometer [147] (c).

In all three configurations, the encoded laser light is split to interrogate two identical or

near-identical interferometers. The existence of the second interferometer serves to remove

common input frequency noise, and allows performance characterisation through the

subtraction of the two readouts. This requires the two interferometers to exhibit thermal,

acoustic and mechanical independence, such that these noises, if present, are not removed

from the stability measurement. For the first topology of Fig. 3.1(a), the design is such

that the backwards illuminated path can constitute the second interferometer, maximising

27
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Figure 3.1: Possible optical topologies for a fibre frequency reference. (a) re-entrant

fibre delayline. (b) an armlength unbalanced Michelson interferometer. (c) Mach-Zehnder

interferometer representing the topology used in this experiment.

optical simplicity while ensuring the two systems are perfectly identical. However, the

common fibre coil gives rise to high correlation between the twin interferometers, meaning

the differential measurement does not truly measure the relative frequency stability.

In addition to intra-interferometer dependence, the optical configuration of (a) also suffers

from increased crosstalk noise. As beams traversing multiple coil lengths interfere,

a number of undesired interference signals are presented at the photo-detector. The

proportion of these signals unsuppressed by DEHoI in demodulation then constitutes

crosstalk noise (referred to as “code noise” in [148]) and requires further management.

Overall, configuration (a) is not an optimal design.

The Michelson configuration (b) uses two separate interferometers that can be considered

independent up to the limit of their environmental commonality. A major drawback with

this design however lies in the reflective nature of the measurement, which allows the

coupling of first-order Rayleigh backscattering (RBS) [149]. RBS contaminates phase

measurements by introducing a statistically random error on top of the metrology field.

Although DEHoI strongly suppresses RBS outside the range gate, the amount of noise

contribution from within a chip still limits the low-frequency performance of this system.

Another issue associated with operating in reflection is the use of Faraday mirrors to

manage polarisation wander [150]. This increases the interferometer’s susceptibility to

magnetic field variations and can be especially problematic for low-Earth spacecrafts

or aeroplanes. In addition, Faraday mirrors are assembled from free-space optics and

therefore susceptible to vibration, stress and dynamic misalignment. These effects can be

further exacerbated by long lengths of fibre and significantly degrade system robustness.

Therefore topology (b) is also non-ideal for a fibre frequency reference.
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Finally, the Mach-Zehnder topology (c) is selected for this experiment. The single-pass,

transmissive design eliminates crosstalk and first-order RBS noise seen by the previous two

configurations. The two interferometers are also separately housed in individual isolation

chambers to maximise independence, as will be discussed in Section 3.2. Despite these

improvements, two technical challenges remain in this optical configuration.

First, the transmissive system is still susceptible to second-order RBS, where the doubly-

backscattered field realigns with the forward-propagating metrology field. This second-

order effect generates lower noise than its first-order counterpart, however as we will see

in Chapter 5.2, it still becomes a noise floor limitation even with DEHoI code suppression.

Because Rayleigh scattering is unavoidable with current fibre manufacturing technologies,

it remains a fundamental challenge to any fibre interferometry.

Second, the ideal condition for relative frequency stability measurement is two independent

yet identical interferometers. In pursuing independence and separating the construction

and isolation of the two interferometers, minor and unintentional differences inevitably

accumulate and reduce identicalness. Examples include differences in fibre coil length,

splice loss and stress, and thermal profile of the isolation chambers. These result in

different measurements of source frequency noise and therefore incomplete cancellation of

it. We will quantify this effect later in Section 4.5.

We note that the above two challenges are not unique to the selected Mach-Zehnder

configuration (c). Second-order RBS effects are difficult to mitigate, while system

independence is essential for valid noise floor characterisation, despite the trade-off of

potentially higher residual frequency noise. Overall, the optical topology of (c) still

represents the most favourable design amongst all three possibilities.

3.1.2 Interferometer Armlength

The second consideration in designing a fibre frequency reference is the armlength

difference of the interferometer, which determines how laser frequency noise is translated

into the interferometric phase readout. To illustrate this, we consider the corresponding

transfer function for an unbalanced interferometer. The input and output of the system

can be written as:

f(t) =
1

2π

dϕ(t)

dt

y(t) = ϕ(t− τ)− ϕ(t)
(3.1)

where f(t) is the instantaneous laser frequency, defined by the derivative of its phase ϕ(t).

τ is the interferometer transit time corresponding to the armlength difference (τ = nL/c),

and y(t) is the DEHoI phase readout. The transfer function of the interferometer is

obtained by taking the Laplace transform of the above terms, giving:

H(s) =
Y (s)

F (s)
=

e−τsΦ(s)− Φ(s)

[sΦ(s)− ϕ(0)] /2π
= 2π

e−τs − 1

s
(3.2)

Substituting in s = 2πif , we plot the amplitude response, |H(s)|, for three different

armlength differences (L = 1 km, 5 km and 20 km) in Fig. 3.2. All three traces have

a flat response at low Fourier frequencies, followed by periodic nulls and a 1/f roll-off,
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as indicated by the black dashed line. Here, we define two parameters via the armlength

difference to quantitatively describe the response curves: the optical gain and the free-

spectral range (FSR).
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Figure 3.2: Amplitude response of three unbalanced interferometers, with armlength differences

of 1 km, 5 km and 20 km respectively. The armlength difference quantitatively determines the

optical gain at low Fourier frequencies and the free-spectral range (FSR) of the interferometer. All

three traces intersect and roll off with a 1/f line.

Optical Gain

The optical gain refers to the height of the flat region in the above transfer functions, and

is a measure of the interferometer’s responsitivity to laser frequency noise. Its numerical

value represents the amount of phase excursion in radians arising from one unit Hz of

frequency modulation, at a specific Fourier frequency. In practice, the Fourier frequency

dependence is low when f ≪ FSR, and the optical gain is considered constant in that

region.

Comparing the three traces of Fig. 3.2, we can see that the optical gain scales

proportionally with armlength difference. Indeed, equal armlength interferometers, such

as a Sagnac or a balanced Michelson interferometer, have near-zero optical gain and are

thus highly immune to input frequency noise. As our goal is to directly measure frequency

noise, we look to the other end of the spectrum and favour a higher optical gain. This

would allow larger phase signals from the same source frequency fluctuation and give a

higher clearance from measurement noises. This benefit however does not scale indefinitely,

as dynamic range and tracking requirements also increase with optical gain and eventually

become a limitation.



§3.1 Optical Configuration 31

Free-Spectral Range

The FSR refers to the Fourier frequency at which the first null occurs on the transfer

function. Mathematically, the FSR is the inverse of the interferometer transit time τ and

inversely proportional to the armlength difference L:

FSR = 1/τ = c/(nL) (3.3)

where c is the speed of light and n is the refractive index in fibre. The FSR sets the

measurement cut-off frequency, beyond which laser dynamics are filtered and distorted by

the interferometer. A lower FSR frequency also generates a higher amount of non-linear

signal, which needs to be sufficiently resolved by DEHoI to prevent the occurrence of

readout errors. Therefore for both measurement bandwidth and requirement on DEHoI

operation speed, a shorter, more modest armlength difference is favourable in the optical

design.

The final armlength difference selected for this experiment was 15 km. This maximises the

optical gain and the resulting signal amplitude, while still providing a broad measurement

bandwidth with an FSR of 13.7 kHz. This FSR was also originally designed to align with

an intended DI code filter, and this was believed to enhance filter suppression and reduce

aliasing. In later work, we discovered the complexity with fast, distorted laser dynamics

and the necessity to track them, and consequently moved to a higher DI readout speed.

In hindsight, while signal strength and noise clearance are excellent at 15 km, robust

readout of laser dynamics is challenging with high gain and low FSR. Perhaps a shorter

length could relax the tracking requirement and still maintain clearance of measurement

noises. This however is a major experimental modification and beyond the timeframe of

this project.

3.1.3 Final Optical Layout

Combining the above discussions, the final optical layout used for this experiment is shown

below in Fig. 3.3. The optical source is encoded and split between the two Mach-Zehnder

interferometers, each with 15 km of armlength difference. A polarisation controller is

placed at the input of each interferometer to align the input field to the polarisation eigen-

mode of the interferometer, and balanced detection is used at the interferometer output

ports. To minimise etalon effects, all optical fibre connections are fusion spliced. Dual-

stage isolators are additionally spliced in upstream of attenuators and photo-detectors,

and downstream of the modulator.

The long lengths of fibre provides a medium for ambient thermal, mechanical and acoustic

noises to transfer into the interferometric readout. Without mitigation, these noises

degrade the measurement sensitivity and obscure the signal of interest. Two isolation

chambers were therefore constructed to stabilise the key interferometric paths for each

interferometer. We now proceed to discuss the design of these chambers.
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Figure 3.3: Optical layout of the experiment, showing two near-identical Mach-Zehnder

interferometers with 15 km of armlength difference, simultaneously measuring the same source

laser. The entire optical setup is fusion spliced with single-mode fibre, and each interferometer’s

input field is aligned to the interferometer’s eigen-mode through an upstream polarisation

controller.

3.2 Construction of Isolation Chambers

Although previous fibre frequency reference experiments also used isolation chambers, a

new set was made for this project to accommodate increased fibre spool dimensions. The

new chambers also incorporate a few design changes aimed to improve stability and ease

of access. Fig. 3.4 illustrates the design of one isolation chamber, showing the top and

side view of the system. We now detail the components that address stability concerns in

each category.

3.2.1 Passive Thermal Stabilisation

The primary purpose of the chambers is to provide thermal stability for the key

interferometer paths inside. This can be done either through active stabilisation or passive

isolation. While the active approach potentially achieves higher accuracy and greater

long-term stability, the additional sensor, heat pump and control loop constitute a more

complex system and contradict our philosophy of a simple and robust design.

The passive approach, which we use, consists of two sets of nested Styrofoam and

aluminium boxes. These two materials are chosen for their high thermal resistance and

capacitance respectively. When cascaded, the assembly is analogous to a second-order RC

filter, which blocks fast thermal dynamics and provides long-term stability for the inside

environment. The thermal time constant for each chamber is estimated to be 18.5 hrs; its

calculation and verification are provided in Chapter 4.3.

In fabrication, the Styrofoam panels were cut with tongue and groove joints while the

aluminium panels were connected via M4 cap screws. To ensure maximum thermal
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Figure 3.4: Top (a) and side (b) view of one isolation chamber designed to reduce thermal,

mechanical and acoustic noise coupling for the inside interferometer.

conductivity within the aluminium boxes, thermal paste was also applied along each

contact edge before screws were used to secure the assembly.

3.2.2 Mechanical Considerations

As seen in Fig. 3.4, the Mach-Zehnder interferometer is constructed on a separate

aluminium platform inside the chamber. The platform is supported by 4 pieces of

cylindrical Sorbothane feet [151], which dampen mechanical vibrations from the optical

table. In addition, to minimise fibre movement, the entire interferometer was secured to

the side, top and bottom flange of the 15 km coil using electrical tape, as shown in Fig.

3.5. This was a crucial step conducted later in the experiment, and saw a decrease in

mechanical noise from a few short sections of previously loose fibre. This concluded that

interferometer rigidity is key to minimising mechanical pickup, with the optimal design

being a system fully potted in a resin of similar thermal property.

Following the same rigidity principle, the input and output fibres were “sandwiched”

between two pieces of Styrofoam outside the chamber, as illustrated earlier in Fig. 3.4.

The Styrofoam pieces were further secured by two L-brackets mounted on the optical

table. This structure allows fibre to securely exit to the optical table with minimum

allowed movement or mechanical pickup.
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Figure 3.5: A photo of the MZI interferometer inside one of the two chambers. All optical fibre

and components are securely attached to the fibre spool using electrical tape. This was shown to

decrease fibre movement and the resulting mechanical noise.

3.2.3 Acoustic Insulation

To reduce audio coupling for the interferometer, a layer of sound deadening mat was

applied to the inner walls of the small aluminium box, as indicated by the green area

in Fig. 3.4. The mat was sourced commercially from the automotive industry [152],

and consisted of a honeycombed damping material, an aluminum sheet and a viscoelastic

complex (Butyl rubber). Functionally, the honeycombed damping material absorbs audio

waves inside the enclosure. The aluminium sheet helps maintain rigidity of the mat for

easier installation. The viscoelastic complex adheres to the inner aluminium box, and

attenuates vibration and sound from the outside environment.

3.2.4 Sealing the Boxes

Perhaps the most important consideration in designing and constructing the isolation

chambers was to ensure optimal sealing against the outside, unstabilised environment.

Any minuscule air gaps could create an effective short-circuit, allowing ambient thermal,

mechanical and audio noise to pass through. This short-circuit is most likely to occur at

the fibre exit point, where a small hole needed to be drilled on every box. To circumvent

this, the holes were first limited to 1 mm in diameter, the minimum amount required for

three fibres of 250 µm diameter. The inner aluminium box also hosts a Swagelok connector

with a Teflon ferrule insert [153]. The Teflon material was custom made into a tapered

cylindrical shape and had three evenly distributed through-holes for the input and output

fibres. When the Swagelok connector is tightened, the compressed Teflon ferrule forms an

ultra-high-grade seal theoretically tolerating up to 1 part in 1012 pressure difference [154],

which far exceeds the needs for this experiment.

As a precautionary measure, during construction, a thin layer of epoxy was applied outside

the small aluminium box where panels are joint, sealing any potential air gaps. On the

same box, a thin groove was also made on the top edges of the wall panels for a rubber

o-ring insert. When installing the lid panel, the o-ring is depressed and forms the final

seal for the enclosure.
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3.3 Table Enclosure

While the isolation chambers provide stability for the key interferometric paths, the rest

of the optics are still exposed to fluctuating laboratory conditions and susceptible to noise

coupling, particularly through air currents expelled by the air conditioning unit directly

above the optical table. To reduce air movement across the experiment, an optical table

enclosure was also installed. Figure 3.6 shows a photo of the enclosure.

Figure 3.6: Photo of the optical table enclosure.

The enclosure was custom designed into an L shape to cover all components of this

experiment. The top and side panels are made of polycarbonate plastic with two cut-outs

at the back end for cable passthrough. The enclosure is supported by an aluminium frame

mounted to the optical table via L-brackets. Visible gaps are sealed using a combination

of foam insert and cloth tape.

While the isolation provided by the enclosure was not directly measurable on this

experiment, in a separate seismic characterisation, a drop in vibration was observed when

the measurement unit was placed inside. This demonstrates the enclosure is effective in

reducing air movement and subsequent noise coupling through that process.
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3.4 Polarisation Management

The next part of experimental design concerns polarisation management. Changes in the

optical polarisation state, either from the source laser or single-mode fibre propagation,

are known to induce signal fading, visibility issues and interferometer phase noise

[155]. Amongst them, polarisation induced phase noise is the dominant concern for

our experiment, and has been previously observed in the infrasonic frequency band in

a similar fibre reference system [144]. To determine whether polarisation noise incurs

an experimental limit here, a few components were added to the optical setup to enable

DEHoI polarisation readout. The topology was adapted from work by McRae et al [144]

and illustrated in Fig. 3.7.

IF input 
pol control

Chamber 1

Chamber 2

PBC

QPSK 1

QPSK 2

s-pol

p-pol

SM-PM 
splice

3 dB 3 dBSource In

Figure 3.7: Optical layout for polarisation tracking. Two orthogonal, code-distinguishable

polarisation states are prepared and launched into each interferometer. Polarisation evolution

is then tracked by demodulating specific polarisation state combinations, recovering elements of

the Jones matrix.

In this setup, the optical source is split into two paths that are individually coded with

different QPSK sequences, before being recombined by a polarisation beam combiner

(PBC). This prepares two orthogonal polarisation states, referred to as s- and p-, that

are code distinguishable. The power for each polarisation state is maximised using an

inline polarisation controller [156] placed prior to the SM to PM splice, ensuring optimal

alignment and coupling. Two additional controllers are also inserted before the launch

coupler of each interferometer to allow adjustment of the output polarisation state.

Algorithms for DEHoI Polarisation Readout

Polarisation evolution within each interferometer can be described by the Jones matrix:

Eout =

[
a b

c d

]
Ein (3.4)
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where Ein and Eout represent the input and output electric fields. As s- and p- input

polarisation are distinguished by code, elements of the Jones matrix can be extracted

using the following demodulation logic:

a ∋ QPSK1(τref) and QPSK1(τsig)

b ∋ QPSK1(τref) and QPSK2(τsig)

c ∋ QPSK2(τref) and QPSK1(τsig)

d ∋ QPSK2(τref) and QPSK2(τsig)

(3.5)

Each of these demodulation channels returns the real and imaginary components of

each matrix element, allowing us to reconstruct the phase and amplitude information of

that element. Here, the amplitudes are used to readout and track the interferometer

polarisation state, as demonstrated in [144]. To obtain the interferometer phase, we

calculate the matrix determinant through the following algorithms:

Idet = IaQd +QaId − IbQc −QbIc

Qdet = IaId +QbQc −QaQd − IbIc
(3.6)

ϕdet =
1

2
arctan

(
Qdet

Idet

)
(3.7)

The determinant phase, collected from all four elements of the Jones matrix, is

insensitive to polarisation variations within the system and removes polarisation noise

down to the code suppression limit [144]. However, when comparing ϕdet to the original

readout without polarisation tracking, we did not observe a difference in noise floor. This

leads to the conclusion that the experiment is not limited by polarisation noise.

As a result, measurements described in the rest of the thesis are done without polarisation

tracking. This involves mostly a software change, and the optical setup from Fig. 3.7 is

preserved. In all following measurements, only the s-polarisation path is driven and the

p-path remains idle. The interferometer input polarisation controllers are still adjusted to

maximise signal amplitude and SNR.
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3.5 DSP Implementation

We now proceed to describe the software and digital signal processing code developed for

this experiment. The DSP algorithms are implemented on a National Instruments (NI)

Kintex 7 PXIe-7975R FPGA connected to a NI 5782R transceiver adapter module. The

module offers two 14-bit analogue to digital (ADC) channels each operating at 250 MSps

and two 16-bit digital-to-analogue (DAC) ports each at 500 MSps. The DAC speed can

be further doubled to 1 GSps by disabling the second port. We use this single DAC mode

to drive our AOM at its centre frequency of 200 MHz with DI phase modulation, at an

output sample rate of 1 GHz which retains maximum DI spectral content. Configuration

diagram for this feature is provided in Appendix B. The two ADC channels are used to

receive the returned signal from each interferometer.

While these IO channels operate at relatively high speeds, the FPGA program runs at a

slower rate for resource and timing efficiency. This is referred to as the base clock rate, and

is determined by the specific component-level intellectual property (CLIP) profile used for

the system. The NI 5782R supports two possible clock rates: 125 MHz in multiple sample

CLIP and 250 MHz in single sample CLIP [157]. We nominally use the multiple sample

CLIP as its slower time base gives more relaxed timing requirements. Synchronisation

between this base clock and the IO sample clocks is configured via software and detailed

in Appendix B.

An overview of the FPGA implementation is given in Fig. 3.8. We can see that the

entire VI is placed in a 125 MHz single-cycle timed loop. Higher rates for the DAC and

ADCs are achieved through oversampling and parallel processing of samples. Specifically,

within each clock cycle, our program generates 8 samples for the DAC, each phase-offset

by 1/8 of a cycle. A detailed block diagram of this is provided in Appendix A. Similarly,

two input samples are provided to each ADC channel per clock, and parallel decoding

maintains the 250 MHz speed by processing both samples simultaneously. The exact

implementation is simply a two times parallelised version of the previously shown Fig.

2.10. After decoding, the two samples are added, returning to the base clock rate of 125

MHz for further processing.

3.5.1 Real-time Phase Readout

As part of this experiment, the demodulation processes downstream of decoding were

upgraded to improve readout fidelity. This new architecture extracts DEHoI phase

onboard the FPGA at the clock frequency, and is named real-time (RT) phase readout.

The design and development of this work was driven by the high tracking requirement of

this experiment to reduce non-linear and aliasing errors, discussed further in the following

paragraphs. The software implementation was enabled by increased FPGA resources and

bandwidth [158], and completed with Chathura Bandutunga in 2019. We now compare

the before and after of the readout scheme, and highlight the advantages of RT readout.

Prior to the digital overhaul, traditional DEHoI readout relied on a single decimating

filter to achieve two purposes, code correlation and downsampling, as shown in the top

section of Fig. 3.9. The phase reconstruction process occurred in post-processing at the
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Figure 3.8: A flow diagram of the FPGA program used for this experiment. The program runs

and updates at a clock frequency of 125 MHz. Higher sample rates for the DAC and ADCs are

achieved by generating or processing multiple samples in parallel. The DAC output consists of a

QPSK modulated sinusoid and is amplified to drive the AOM. The ADCs digitise returned signals

from the two interferometers. These are then passed through decoding and phase reconstruction

operations, before being downsampled and transferred to a networked host computer for recording

and post-processing.

decimated sample rate, usually on the order of several kiloHertz. In contrast, the new

RT system structurally separates the traditional filter into two functional blocks, code

integration (a-b) and decimation (d).

The auto correlation for both I and Q is recovered using a real-time, cascaded integrator-

comb (CIC) filter (a-b). The comb stage of this filter (a) incorporates a delay-line that

retards samples by an entire code length. This requires a large number of samples to be

stored and retrieved at full clock rate, where serialising registers becomes cumbersome and

resource expensive. Instead, we allocate parts of the FPGA block RAM for this purpose,

creating a dedicated memory block which we can write to and read from. As shown

in Fig. 3.9(f), when accessing the memory block, we offset the read and write pointers

by 1 element. For every clock cycle, both pointers have their addresses increased by 1,

corresponding to a scan to the right-hand-side in the figure illustration. These addresses

are returned to 0 once they reach the scan length, which is set to the DI code length. This

scan loop architecture creates a robust, synchronous delay of exactly one full code. The

comb stage is then followed by an integrator (b) also operating at full rate. The lack of

decimation here minimises any aliasing effects prior to phase construction.

Following this, the integrated I and Q components are fed into a high-throughput

rectangular-to-polar function (c) [159], returning the amplitude and phase of the

desired signal. This real-time function uses the COordinate Rotation DIgital Computer

(CORDIC) algorithm with pipelined operation to achieve the desired throughput rate.

For this experiment, the input I and Q data both have a word length of 30 bits. The

CORDIC is then configured to use a 32-stage pipeline and outputs one sample per clock

cycle. The output amplitude mirrors the input word length of 30 bits, while the phase

data is truncated to a precision of 16 bits as tested to be sufficient for our purposes. This
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reduced word length also allows more bit growth in downsampling and therefore higher

dynamic range for the overall system.

There are two immediate advantages of RT phase readout. Firstly, as the arctangent

algorithm is mathematically non-linear, by having it performed upstream and at full rate,

we are able to minimise non-linear errors coupling into the readout. Second, the decoupling

of code integration (a-b) and downsampling (d) means that we are free to choose both

the architecture and decimation of the downstream filters, allowing the implementation of

higher-order, anti-aliasing filters at flexible speeds.

Following the CORDIC operation, the data container is enlarged to 64 bits for both the

amplitude and phase signals, giving an extra 48 bits headroom for downstream operations.

The RT phase signal is further unwrapped with a custom function, ensuring continuous

phase evolution. Both signals are now ready to be downsampled to a suitable recording

rate.

The downsampling process, shown in Fig. 3.9(d), consists of three cascaded, 2nd-order

CIC filters. Collectively, the process equates a 6th-order filter, but has the flexibility

of individual decimation factor per stage. The three filters are connected through a

handshaking mechanism, allowing downstream operations to occur at slower rates. The

block diagram of an individual filter is provided in Fig. 3.9(g), showing the integrator,

rate reduction and comb sections. The handshake is represented by the blue logic line,

and calculations are enabled only in clock cycles with valid input. In this experiment, we

nominally downsample by a factor of 25 per CIC filter, obtaining a final readout rate of 8

kHz. The amplitude and phase signals are then interleaved and streamed to Host at said

rate using the output valid trigger from the last filter, as depicted in Fig. 3.9(e).

Bit Growth and Dynamic Range

The choice of a 6th-order downsampling structure is determined by the total filter gain

and required dynamic range for the system. Although higher order filters offer better anti-

aliasing properties, they also incur higher data bit growth. This bit growth would leave less

headroom for actual signal dynamics in the system, therefore reducing the overall dynamic

range. With container size limited to 64 bit onboard the FPGA, the only mitigation to

avoid these outcomes is to perform intermediate rescaling using bitshift operations during

the downsampling process. The maximum down-shift without compromising readout

precision can be found by equating the expected quantisation noise at the filter output

[133] with the desired system noise floor, written as follows:

S̃ϕq(f) =
2−Nq

√
6fs

× π = 10−6 rad/
√
Hz (3.8)

where S̃ϕq(f) is the broadband quantisation noise resulting from a single interferometer

RT phase readout, and we specify it to be no more than 1 µrad/
√
Hz. An extra factor of

π is multiplied due to the CORDIC output unit of π radians. This means that at fs = 8

kHz, the minimum data precision required to clear quantisation noise is Nq = 13.8 bits.

The CORDIC output, at 16 bits word length and 14 bits decimal length, is already at this

limit. This means any intermediate down-shifting would result in a precision penalty, and

should be avoided for our system.
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Without the option to downshift and offset the bit growth in high-order filters, the design

of these decimating filters becomes a balancing act between anti-aliasing properties and

dynamic range. For this experiment, we aim for a dynamic range of 106 cycles, which

is expected to cover a high-drift metrology laser over multiple days. Recalling that the

container enlargement after CORDIC provides 48 bits of headroom, the remaining bit

growth allowed in the filter section is:

48− log2
(
106
)
= 28 bits (3.9)

The bit growth resulting from the filter section is calculated by [160]:

Filter section bit growth = log2 (NR)M (3.10)

where N is the number of delays and equates 1 in our case, R is the decimating factor and

M the collective filter order (order of each filter × number of filters). For our desired data

throughput rate of around 8 kHz, R = 25 if using three cascaded filters and R = 125 if

using two. We choose the former for its lower gain, and equate Eqn. 3.9 with Eqn. 3.10.

This yields a maximum filter order of M = 6 to satisfy our dynamic range requirement,

achieved by cascading three 2nd-order CIC filters (Fig. 3.9(d)).

From Eqn. 3.10, we see that bit growth is strongly dominated by the summed filter

order M and less so by the delay N or decimating factor R. In our system, any further

increase of M would quickly reduce the available dynamic range, and this sets the limit for

our anti-aliasing performance. For systems with less stringent dynamic range requirement,

however, M should be correspondingly increased for higher out-of-band signal suppression.
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Experimental Characterisation

Having constructed the experiment, we now proceed to characterise the system’s

performance over both short and long timescales. The relative stability of the two

interferometers is measured in Section 4.1-4.2, focussing on different Fourier regimes. From

there, we quantify the thermal, mechanical and armlength differences between the two

interferometers, and examine how they affect the overall noise floor over various Fourier

frequency bands.

4.1 Laser Frequency Readout and Stability

Characterisation

We recall from Section 3.1.2 that the single-interferometer phase readout is written as:

y1(t) = ϕ(t− τ1)− ϕ(t) (4.1)

where ϕ(t) is the instantaneous phase of the laser and τ1 the interferometer transit time.

The phase readout can be converted into frequency readout for timescales sufficiently

longer than τ1, such that τ1 could be considered instantaneous:

ν1(t) =
1

2π

ϕ(t− τ1)− ϕ(t)

τ1
=

c

2πnL1
y1(t) (4.2)

The conversion factor, c/(2πnL), is related to the interferometer FSR by a factor of 2π.

The frequency readout is accurate for slow dynamics but starts to decline in amplitude

response beyond the Fourier frequency of ∼FSR/2, as we will show in Section 4.5. Our

readout bandwidth of 4 kHz resides within this FSR/2 limit and therefore the above

conversion into frequency is justified.

The near-identical interferometer 2 obtains a second measurement of laser frequency

fluctuation, ν2(t). The relative stability of the system is then characterised by removing

common laser frequency noise through subtraction:

∆ν(t) = ν1(t)− ν2(t) =
c

2πnL1
y1(t)−

c

2πnL2
y2(t) (4.3)

43
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In the experimental design of Chapter 3, we have ensured readout independence between

ν1 and ν2 by constructing two separate interferometers and isolation systems. We can

therefore expect minimum common-mode noise suppression and ∆ν to be a true relative

stability measurement. ∆ν will be used throughout the rest of thesis as our main metric

of performance.

Figure 4.1 plots a 10 minute recording of the two interferometer’s frequency readout, ν1(t)

and ν2(t) (a), and their subtraction ∆ν(t) (b). The measurement was performed with a

Koheras E15 laser with a DEHoI modulation frequency of 41.7 MHz and a code length of

511 elements. We can see that over the 10 minutes, the E15’s central frequency fluctuated

by approximately 15 MHz, as recorded by both interferometers. The subtraction readout

in (b) largely removes this laser frequency fluctuation. The residual drift, on the order of

30 kHz, is attributed to thermal differences between the two interferometers.
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Figure 4.1: 10 minute, time-domain traces of (a) frequency readout from the two interferometers

(blue and dashed red), (b) the subtraction readout (black). The free-running E15 laser fluctuated

on the order of 15 MHz over the course of 10 minutes. The differential measurement shows removal

of this fluctuation with the residual drift attributable to uncorrelated thermal effects.

For this particular measurement, we detrended the differential measurement by subtracting

off a linear fit. This removes linear differences in thermal expansion between the two

interferometers, which are too slow to be sufficiently resolved in 10 minutes and can

consequently cause errors in Fourier-domain analysis. A non-detrended ∆ν will be shown

later in a longer measurement. For now, we focus on performance above 50 mHz Fourier

frequency.

Figure 4.2 plots the Fourier domain, frequency spectral densities of ν1 and ∆ν against

the left y-axis. These two traces are further divided by the central frequency of the E15
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laser, and the resultant fractional stability spectral densities are indicated by the right

y-axis. The spectral trace of ν2 is left out as it shows identical features to ν1 over the scale

presented here.
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Figure 4.2: The time-domain readout traces of both a single interferometer and the subtraction

are converted into Fourier-domain frequency spectral density. Trace (a) ν1 shows the frequency

characteristics of the Koheras E15 laser, with a knee frequency of approximately 500 mHz. Trace

(b) ∆ν plots the relative stability between the two interferometers. The system achieves a

broadband stability of 0.1 Hz/
√
Hz beyond 70 Hz, and is limited by different noise sources across

several frequency regimes.

Trace (a) details the E15 laser dynamics across various timescales. A 1/
√
f type frequency

noise roll-off can be observed from approximately 500 mHz to 1 kHz. A small feature,

centred at 2 kHz, protrudes beyond this 1/
√
f trend, likely due to noise peaking of a

control loop within the laser, while at 400 mHz there is an abrupt transition to a 1/f3

dependence that dominates low frequency stability.

In the relative stability FSD of trace (b), the noise floor can be categorised into four

regimes. Above 70 Hz, a frequency stability of 0.1 Hz/
√
Hz is achieved. This broadband

noise floor is later found to be due to second-order RBS effects, discussed in Section 5.2.

The slight roll-off above 2 kHz is due to an anti-aliasing filter prior to data decimation.

Between 5 Hz and 70 Hz, we see a few distinct mechanical and acoustic modes, rising

up to two orders of magnitude above the background frequency noise. At infrasonic

frequencies, the system stability lands close to the fundamental fibre thermo-mechanical

noise between 400 mHz and 2 Hz, modelled in Section 5.1. Below this frequency band,

we see the onset of fibre temperature drift, which is examined further in Section 4.2 - 4.3.
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To determine the optimal operation timescale of our system, an Allan deviation plot is

also generated for the fractional stability measurement, ∆ν/νc. The computation was done

using the Modified Allan function in Stable32 [161], with a confidence factor of 0.683. In

Fig. 4.3, we can see the system reaches an optimal fractional stability of 1.29× 10−14 at

2 ms integration time, while a stability below the 10−13 mark is maintained up till 0.3 s.
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Figure 4.3: Allan deviation plot showing the fractional frequency stability of the fibre frequency

reference as a function of averaging time. The plot was generated using Stable32. An optimal

stability of 1.29× 10−14 is achieved at 2 ms, while better than 10−13 stability is maintained up to

0.3 s.

The optimal integration time here is shorter than that reported in the previous generation

FFR, which was 0.1 - 1 sec [134]. This can be explained by the current system achieving

lower noise floor at high Fourier frequencies, translating to better stability below 10−2

sec integration time. The worsened stability between 10−2 - 0.25 sec can be attributed

to mechanical and acoustic pickup, as evident in the Fourier band of 4 - 100 Hz in Fig.

4.2. Finally, at above 1 sec integration time, the fractional stability of both systems is

degraded by the onset of temperature drift.
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4.2 Long-term Stability Characterisation Using an Optical

Frequency Comb

Having characterised the high frequency stability of our system, we now shift focus to the

performance over long timescales. We further compare with an independent reference,

an optical frequency comb (OFC), to provide a measure of any correlated noise sources

between the two interferometers due to their shared laboratory environment.

4.2.1 OFC Operation Principle

The Fourier domain frequency comb is generated by a mode-locked, ultra-fast pulse

laser with fixed phase relationship between successive emissions. The repetition rate of

the pulses (fr) determines the spectral separation of each comb tooth, while the offset

frequency (fo) specifies the starting frequency for the comb. These two parameters

collectively set the absolute optical frequency of each comb tooth, and we write that

of the ith as follows:

νi = fo + i× fr (4.4)

Here, fo is related to the carrier envelop phase ϕce, which evolves between successive pulses

due to the difference in the phase (vp) and group velocities (vg) of the resonator field inside

the mode-locked laser. The increment of ϕce per pulse is written as [162]:

∆ϕce =

(
1

vg
− 1

vp

)
lc ωc (4.5)

where lc is the round-trip length of the laser cavity, and ωc is the carrier frequency. The

resultant frequency-domain shift from this phase increment is expressed as [162]:

fo =
1

2π
fr∆ϕce (4.6)

From Eqn. 4.4, we see that the frequency stability of each OFC tooth is linked to that

of fo and fr. As both of them fall into the RF regime, direct detection is possible and

stabilisation solutions are readily available. The pulse repetition rate, fr, is detected by

heterodyning two adjacent teeth. To isolate the offset frequency, fo, a second harmonic

generator (SHG) is used to double the optical frequency of one tooth (ν1). This is

then compared with another tooth (ν2) an octave above the original one, generating a

heterodyne beat note of

2ν1 − ν2 = 2 (fo + ifr)− (fo + 2ifr) = fo (4.7)

Once fo and fr have been measured, they are typically stabilised to an atomic reference and

inherit the stability of that reference. The OFC used in this experiment is a commercial

unit by Menlo Systems [163] stabilised to a Stanford Research System Rubidium Frequency

Standard [97]. The rubidium standard has superior stability at low Fourier frequencies and

therefore is an ideal candidate for characterising the thermal stability and independence

of our system.
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4.2.2 Experimental Integration of OFC

In the experimental setup of Fig. 4.4, the two fibre references were identically configured

as previous. About 50% of the laser power was tapped off to interfere with the OFC, and

the input attenuation within the fibre references was correspondingly adjusted to maintain

the same incident photo-detector power.
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Figure 4.4: Experimental layout for the simultaneous, three-system measurement. The fibre

references were identically configured as previous, with the exception of a 50% tap-off from the

source laser. This tap-off was interfered with the OFC, and a single beat note within 125 MHz was

selected using a FBG and a 125 MHz photo-detector. Following digitisation, this beat frequency

was tracked and recorded using a phase-locked loop (PLL). A slow feedback was implemented for

the Koheras E15 laser to keep its frequency within the PLL dynamic range of ∼50 MHz.

To maximise the useful optical power for the comb-laser interference, we used a fibre Bragg

grating (FBG) with a pass band of 0.1 nm [164] to select the nearest neighbour comb teeth

to our test laser. By removing all but a few comb teeth, the shot-noise-limited sensitivity

of the measured beat note was improved.

Given the spectral separation of the OFC at 250 MHz, the comb tooth nearest the laser

wavelength would result in a beat frequency less than 125 MHz. We therefore used a 125

MHz Newport 1811 photodetector to further isolate this single beat note. The photo-

detector output was digitised using a NI 5782 IO Module connected to a NI 7975R Kintex

7 FPGA, a second, identical system to the one used for the fibre reference readout.

The two FPGA systems were clock synchronised and simultaneously called using a common

host program running on an integrated PC, allowing concurrent readout and recording of

all three references. The readout of the comb beat note was handled by a phase-locked

loop (PLL) running on the secondary FPGA. The PLL architecture, illustrated in Fig.
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4.5, was adapted from the original development by Roberts [133], with improvements in

bandwidth and resolution thanks to increased hardware resources.
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Frequency Error

Initial Frequency Estimate

Phase AccumulatorLPF
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Downsample
and Recording

Qerr Out Feedback to Laser

Figure 4.5: FPGA block diagram of the phase-locked loop. The digitised beat note is mixed with

an initial frequency estimate to generate an error in both I and Q. The up-converted frequency

content in this error is removed through a low-pass filter. This is then passed through a PI

controller and converted into frequency error in FPGA counts. The PLL loop is closed by adding

the frequency error onto the initial estimate and updating the mixing frequency. The beat note

dynamics are recorded from the frequency error readout, which is also used for laser pre-stabilisation

if the free-running drift exceeds the PLL dynamic range.

In the block diagram in Fig. 4.5, the digitised beat note is first mixed with sine and cosine

numerically controlled oscillators (NCOs) at an initial frequency given by the frequency

estimate parameter. Following low pass filtering this yields the IQ projections of the beat

note relative to the NCO. This differential frequency is subsequently passed through a PI

controller with tunable proportional (GP ) and integral (GI) gains, generating an output

which we call the frequency error. This numerical value represents the instantaneous error

in our initial frequency estimate. The final part of the architecture adds this frequency

error as a phase step into the phase accumulator, updating the mixing frequency within

the two look-up tables.

There are two key parameters that define the performance of the PLL: bandwidth and

dynamic range. Bandwidth represents the fastest dynamics that the PLL can track, and

is inversely proportional to the decimation factor of the PLLs and the total logic delay

within the loop. For metrology lasers with low high-frequency noise, fast dynamics in the

beat note are dominated by noise from the comb laser. In our testing, we found a LPF

update rate of 5 MHz to generally yield sufficient bandwidth for the OFC laser, although a

higher rate of 12.5 MHz was used in the below measurement for additional noise tolerance.

The theoretical tracking range of the PLL equates the FPGA Nyquist frequency of 62.5

MHz, but is in practice reduced to about 50 MHz due to degraded signal fidelity towards

Nyquist. To maximise the usage of this dynamic range, the beat frequency was centred at

25 MHz prior to the commencement of our measurements, by fine-tuning the repetition

rate fr on the OFC. However, through several trail measurements, we found that the free-

running Koheras E15 drift frequently exceeded the 50 MHz dynamic range. This meant

that we could not use the PLL as an open-loop readout, and a pre-stabilisation scheme

was developed.

For this, the output “Frequency Error” indicated in Fig. 4.5 was used as an error signal

in addition to being downsampled and recorded. The feedback path used a separate PI



50 Experimental Characterisation

controller, and was output via the DAC to drive the piezo actuator modulating the E15

fibre cavity. As only the slow laser frequency drift was of concern here, we electronically

low-pass filtered the piezo drive signal down to 0.1 Hz using a Stanford Research Systems

SR560 pre-amplifier. Given the low gain and bandwidth of the loop, we obtained on the

order of 4 hours of data prior to the lock disengaging.

At the time of this experiment, another metrology laser, the Orbits Lightwave, was also

available for characterisation. However, this laser suffered from a mode-hop issue, with

discrete frequency jumps on the order of 15-20 MHz occurring up to three times per

hour, subject to laboratory temperature stability. Brief attempts to re-calibrate the laser

operation point and to pre-stabilise it both proved unsuccessful. These frequent and fast

frequency steps created significant challenge for both the PLL tracking bandwidth and its

dynamic range, and we were unable to obtain a long-term measurement with this laser.

4.2.3 Measurement Results

Fig. 4.6 below plots the time-domain readout for all three references and their subtractions

over a proportion of the 4 hr measurement time. Unlike the previous short-term

measurement, here the traces were not detrended as the longer timescale affords sufficient

low-frequency resolution. This allows us to see significant differences between the two fibre

references, ν1 (a) and ν2 (b), with their subtraction ∆ν (d) drifting by 4 MHz over the

course of the measurement.
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Figure 4.6: Time-domain readout of the three-reference measurement using the Koheras E15

laser. (a) readout by IF1. (b) readout by IF2. (c) beat note readout by the PLL. (d) subtraction

between IF1 and IF2. (e) subtraction between IF1 and PLL.
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Because the laser was stabilised to the rubidium referenced OFC, a highly stable standard

at long timescales, the drift in trace (a) and (b) can be attributed to fibre length change,

which at these timescales corresponds to temperature drift. We can further quantify this

temperature drift by subtracting one interferometer readout (ν1, trace (a)) with that of

the PLL (νPLL, trace (c)), removing any residual laser frequency noise in the process. The

result is plotted in trace (e). By comparing it with the direct interferometer subtraction,

∆ν (d), we can determine the amount of correlated drift between the two interferometers

and thus estimate their temperature independence.

Quantifying the temperature independence this way is easiest done in the frequency

domain. In Fig. 4.7, we transform the above time-domain readout traces and plot their

corresponding frequency spectral density. From both the IF1 readout (a) and the PLL

readout (c), we see improved E15 laser frequency noise below 0.2 Hz compared to its

free-running spectrum (b) obtained in a separate measurement. Beyond 0.2 Hz, the laser

performance is degraded with many additional harmonic peaks, likely due to the control

and electronic noise within the pre-stabilisation feedback loop.

(a)

(b)

(c)

(d)

(e)

(f )

(a) ν1, pre-stabilised E15 laser 
(b) free-running E15 for comparison
(c) νPLL

(d) ν1 – νPLL

(f ) inferred temperature noise
(e) ν1 – ν2

Figure 4.7: Frequency spectral densities of the three-reference measurement using the Koheras

E15 laser. The E15 was pre-stabilised to ensure its drift remained within the PLL tracking range.

(a) Readout by IF1. (b) IF1 readout in a separate measurement where the laser was free-running.

(c) Readout by the PLL loop. (d) Subtraction between the single interferometer and PLL readout.

(e) Subtraction of the readout of the two fibre interferometers. (f) A 1/f2.5 type temperature noise

can be inferred from trace (d).

Comparing the IF1 readout (a) with that of the PLL (c), we see an overlap between 2.5

mHz - 0.5 Hz. Below 2.5 mHz, temperature-driven fibre drift exceeds the residual laser

frequency noise, confirming our observation from Fig. 4.6. Above 0.5 Hz, the stability of

the E15 laser exceeds that of the OFC, as the IF1 spectrum continues to drop while the

PLL remains at a flat noise floor of 5× 103 Hz/
√
Hz throughout the measurement band.
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Trace (d) maps out the temperature noise of a single fibre interferometer between 1 - 6

mHz, beyond which it is limited by the OFC noise floor. A 1/f2.5 slope (f) was fitted to

the trace (d) as the inferred, single interferometer temperature noise. This was compared

to the subtraction spectrum between the two interferometers (e), and we can see that trace

(e) lies above
√
2 of trace (e) across the spectrum, apart from the Fourier range of 50 -

120 mHz. This means that for most frequencies, incoherent temperature noise addition

applies to the two fibre interferometers, while between 50 - 120 mHz a small amount of

correlation exists and this results in slight common-mode suppression. From this we can

conclude that although located in the same laboratory, due to their independent thermal

housing, the two interferometers are largely temperature independent. The differences in

the thermal response of the two chambers are discussed in Section 4.3.
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4.3 Thermal Chamber Stability Characterisation

We recall from Chapter 3.2 the construction of the isolation chambers, which consist of

two nested sets of Styrofoam and aluminium boxes. In this section, we model the thermal

response of this architecture, and experimentally measure the temperature profile for both

chambers.

4.3.1 Estimating Thermal Time Constant

The top view of the nested box structure is repeated in Fig. 4.8(a). For both layers, the

Styrofoam boxes have a thickness of 5 cm and the aluminium ones 1 cm. The equivalent

thermal circuit of this system is provided in Fig. 4.8(b), where the index denotes the

isolation layer from the outside inwards.

R1

C1
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C2Vin Vout

(b)(a)

Aluminium
Styrofoam 1cm 5cm

637m
m

R1

R2

C1

C2

Figure 4.8: (a) Top view of the dual-stage thermal isolation chamber. Two Styrofoam boxes

and two aluminium boxes are cascaded together, forming a passive, second-order thermal low-pass

filter. The Styrofoam layers are 5 cm thick while the aluminium pieces are 1 cm thick. (b) The

thermal circuit of the system, where R1 and R2 correspond to the outside and inside Styrofoam

boxes, and C1 and C2 the aluminium boxes.

For a single-order RC circuit, the time constant is simply the multiplication of R and

C. A second-order RC filter however differs from two independent, cascaded first-order

filters. This is especially true when the second stage has a similar impedance and interacts

with the first stage. In the case of these thermal chambers, the inside boxes interact with

the outside ones by reducing their thermal load. Therefore the thermal constant of the

dual-stage chamber must be determined through its transfer function and the 3 dB cut-off

frequency.

The transfer function of a second-order RC filter is given by [165]

G =
Vout

Vin
=

1

1 + (jω) [C1R1 + C2(R1 +R2)] + (jω)2C1C2R1R2
(4.8)
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The thermal resistance of Styrofoam can be calculated as

R =

(
I

κ

)
/A (4.9)

where I is the thickness of the material, A the surface area, and κ the thermal conductivity.

For Styrofoam, κ = 0.03 W/m/K. All Styrofoam layers used in the chambers are I = 5 cm

thick, therefore surface area A is the cause for different thermal resistance values across

inner and outer layers. Based on box dimensions, we can estimate R1 = 0.91 K/W and

R2 = 1.55 K/W.

We can then calculate the thermal capacitance which is dominated by the aluminium

layers, with the below expression [166]:

C = c×m (4.10)

where c is the specific heat of a material and is equal to 900 J/kg/◦C for aluminium. m is

the mass and can be estimated by the volume and density of material used. This results

in a thermal capacitance of C1 = 34705 J/K and C2 = 18675 J/K for the outside and

inside aluminium boxes respectively.

We can now substitute the required values into Eqn. 4.8 and plot the frequency-domain

amplitude response of the thermal isolation chamber. This is shown in Fig. 4.9. We find

a 3 dB cutoff frequency of fc = 2.38 µHz. Given that fc = 1/(2πRC), the effective time

constant is estimated to be τ = 1/(2πfc) = 18.5 hrs . We now proceed to compare this

estimate with direct experimental measurement of chamber temperature.

fc

Figure 4.9: Modelled transfer function of the two-stage thermal isolation chambers, plotting gain

as a function of frequency. We find a 3 dB cut-off frequency of fc = 2.38 µHz, corresponding to an

estimated time constant of 18.5 hrs.
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4.3.2 Experimental Measurement of Thermal Stability

During the commissioning process, three temperature sensors were installed across the

experiment to characterise the thermal performance of the isolation chambers. These

sensors were sourced from Texas Instruments (model number TMP117), and have

an accuracy of ±0.1◦C. Temperature readout is digital and obtained through I2C

communication via a LabJack U3-HV unit. Figure 4.10 below illustrates the circuit layout

for this measurement.

SDA

SCL

ALT

GND

V+

TMP117

Isolation Chamber
or Laboratory Ambience

Electrical wires

5kΩ 5kΩ

470Ω

0.1μF

Circuit Board

IO 0

IO 1

GND

Vs (5V) LabJack

to computer

LabVIEW control

*Not to scaleWires pass through
chamber wall

Figure 4.10: Circuit layout for long-timescale temperature measurement. We use the breakout

board of the TMP117EVM evaluation module, where the sensing unit TMP117 is located at the tip

of the board. This was placed either inside an isolation chamber or outside in ambient laboratory

air. The breakout board has 5 pins connected to a circuit board through electrical wires. Two

pullup resistors of 5 kΩ were provided to SDA and SCL pins, while a bypass capacitor of 0.1 µF was

connected between V+ and GND. An adjustment resistor of 470 Ω was also inserted in the voltage

line. The alert (ALT) pin was not in use and therefore grounded. These electrical components

were mounted on the circuit board and further connected to corresponding LabJack channels. The

LabJack unit was then connected to a computer and data acquisition was handled by LabVIEW.

Amongst the three sensors, two were placed inside each isolation chamber, with the thermal

pad suspended mid-way between the inner wall and the fibre coil. As these sensors operate

on low power, the self heating effect within the chambers is expected to be minimal. Each

sensor is soldered onto four electrical wires, which pass through chamber walls and connect

to the control circuit outside. The third sensor was placed outside the chambers to measure

ambient laboratory temperature.

Following the installation and setup of the sensors, a measurement was carried out over 94

days, retrieving and recording temperature simultaneously from all three locations once

per second. The resultant time-domain readout is plotted in Fig. 4.11. While the ambient

laboratory temperature (trace a) experiences daily and sometimes hourly fluctuations of

up to 4 degrees, temperatures inside the isolation chambers (trace b and c) change at a

much slower rate. This confirms the low-pass filter effect of thermal chambers as discussed

in the section above.

The simultaneous measurement also allows for the calculation of transfer functions for both

isolation chambers. This is done by computing the amplitude spectral density (ASD) of

all three traces in Fig. 4.11, and dividing the frequency response of an isolation chamber

by that of the ambient air. The transfer functions of both chambers are plotted in Fig.
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Figure 4.11: Time domain readout of the 94 day temperature measurement, showing ambient

laboratory temperature in yellow (a), and chamber 1 and 2 in blue (b) and red (c) respectively. We

see that whilst the laboratory temperature fluctuates over hourly and daily timescales, temperature

inside the chambers changes at a significantly slower pace and over a reduced range.

4.12. The high frequency range of the x-axis is limited to 3 mHz; beyond 3 mHz, chamber

temperature measurement is limited by the TMP117 noise floor of 4.5 mK/
√
Hz.

From Fig. 4.12, we see that both chambers have a rippled frequency response. This is

likely due to the electrical wires that connect the temperature sensors to the control board,

which pass through chamber walls, creating an effective thermal short-circuit between the

inside and outside environment. Although the passthrough punch holes are minimised in

their diameter (3 mm for aluminium and 5 mm for Styrofoam), given the high thermal

conductivity of electrical wires, they can still induce significant thermal oscillation and

corrupt the stability afforded by the chambers. The actual equivalent thermal circuit for

these chambers is likely different to that described in Fig. 4.8(b), and therefore these

transfer functions are not directly comparable to the modelled transfer function of Fig.

4.9.

Fortunately, we can still approximate the time constant for both chambers using a thermal

interferometer analogy. Here, we consider two paths for laboratory temperature fluctuation

to flow into the thermal chamber. The electrical wire path with its low thermal resistance

is analogous to the short arm of the interferometer, while the original intended path

through the chamber is the long arm with a transit time of τ , where τ is the chamber time

constant. When these two paths of the thermal interferometer are combined, the resultant

readout transfer function displays nulls at integer multiples the FSR, where FSR = 1/τ .

This allows us to estimate the time constant by simply computing the inverse of the first

null frequency in Fig. 4.12.



§4.3 Thermal Chamber Stability Characterisation 57

Measurement Settings:
Sample rate: 1 Hz
Start time: 14-Apr-2020 19:42:01
Measurement duration: 94 days
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Figure 4.12: Transfer function of the two isolation chambers, calculated by dividing the Fourier-

domain ASD of inside temperature measurement by the ambient laboratory measurement. Both

chambers have ripples in their transfer function likely due to a thermal short-circuit, which alters

the thermal dynamics between the inside and outside environment. Fortunately, we can still apply

the thermal interferometer analogy to approximate the time constant for both chambers. The nulls

in their frequency response correspond to an estimated time constant of 13.2 hrs and 11.4 hrs for

chamber 1 and 2 respectively.

Using this analogy, we obtain a time constant of 13.2 hrs for box 1 and 11.4 hrs for

box 2. Both are lower than the theoretical estimate of 18.5 hrs, likely due to minuscule

gaps between various box surfaces. The difference in the number and distribution of

these gaps across the two chambers then results in different time constants for them.

This also explains the lack of thermal correlation between our interferometers at very low

frequencies.

Upon completion of this measurement, the temperature probes were removed from the

experiment, and the chambers were resealed to eliminate the short-circuit.
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4.4 Mechanical Resonance Investigations

From the relative stability measurement shown in Fig. 4.2, we saw coupling of mechanical

resonances in the readout noise floor, with distinct peaks at 8 Hz, 23 Hz, 43 Hz and 430

Hz. In order to identify the source of these mechanical features, a seismic measurement

was conducted. The goal of this experiment was to map out the vibration profile for both

the laboratory and the optical table of use, and to identify any mechanical correlation

between these systems.

The device used for this measurement was a Silicon Audio 203-60 optical seismometer [167],

with three mutually perpendicular sensors in X, Y and Z directions. An interferometric

measurement was made on each axis onboard the device, producing an electronic voltage

proportional to the acceleration along that axis. This voltage can be accessed through the

output terminals of the SA 203-60. For this experiment, we combined all voltage terminals

and the power supply ports onto a 9-pin Sub-D connector and secured it onto the body

of the seismometer. A Sub-D extension cable then wired these connections to the desired

location, and a subsequent breakout board allowed connection to a 15 V power supply and

three ADC channels.

The ADC used for this measurement was an NI PXIe-5764 digitiser card with four 16-

bit ADC channels operating at 1GSps, of which three were used for the corresponding

seismometer outputs. The conversion factor of the seismometer was specified to be 60

V/g, where g is the gravitational acceleration. The high gain of this instrument meant

that large voltage signals could be produced in excess of the ADC damage threshold. We

therefore constructed three electrical voltage limitors and ensured the measurements were

conducted at a quiet time.

The seismometer was first placed inside the polycarbonate enclosure on the optical table,

shielded from strong air current. The X axis was aligned with the short side (1.2 m) of

the optical table while the Y axis measured acceleration along the long side (2.4 m). The

Z axis corresponded to vertical movements. The PXIe-5764 digitised all three voltages

at 1GSps and down-sampled them to 8 kHz using a 6th order CIC filter. The resultant

readout was recorded to disk for 10 minutes, and calibrated to acceleration. In the blue,

red and yellow trace of Fig. 4.13, we plot the amplitude spectral density for the X, Y and

Z axis readout.

In Fig. 4.13, we see some mechanical features centred at 8 Hz on the X and Y axes, 23 Hz

on Z, and 43 Hz on all three axes. These features correlate well with the peaks seen in our

optical noise floor, indicating that those resonances likely originate from the optical table.

Between 200 Hz and 4 kHz, all axes have strong mechanical and acoustic pickup, with

the dominant resonance occurring at 2.7 kHz. From this, we can speculate that the 430

Hz feature seen in our experiment noise floor could be a resonance of one of the optical

spools, driven by the seismic pickup by the optical table around that frequency band.

To ensure the validity of the above measurement, a null measurement was also carried

out on the 5764, with all three ADC channels open and unterminated. The resultant

amplitude spectral density is plotted in the black trace in Fig. 4.13, showing the ADC

noise floor of the digitiser. As the seismic movements were small, the output voltage from

the seismometer was on the order of 10 mVpp for all three axes. This meant that only a
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Figure 4.13: Seismic profile of the optical table in frequency domain and measurement noise floor.

Blue: acceleration in X axis, parallel to the short side of the table. Red: seismic movement in Y

axis, aligned with the long side of table. Yellow: acceleration profile for the vertical axis. Black:

null measurement characterising ADC noise floor. Purple: specified sensitivity for the seismometer.

small proportion of the ADC dynamic range was utilised, and therefore the measurement

was close to being limited by ADC front end noise below 10 Hz. However, we can still be

confident in the 8 Hz features seen in the X and Y axes, which protrude significantly above

the ADC noise floor. This null measurement also validated the previous measurement

above 10 Hz Fourier frequency, where ADC noise rolls off as 1/
√
f and no longer imposes

a limitation.

Figure 4.13 also plots the noise floor specification of the seismometer in purple dots [167],

which resides below our ADC noise floor across the entire measurement bandwidth. The

seismometer in addition has a pass band of 5 mHz - 1.5 kHz. Overall, we do not see the

sensitivity or frequency response of the seismometer as a limitation for these measurements.

4.4.1 Measuring the Optical Table Transfer Function

To further characterise the mechanical performance of the optical table, we proceeded

to measure its mechanical transfer function. For this, the seismometer was moved onto

the laboratory floor, preserving its axis orientation. A wooden enclosure was placed on

top of the seismometer to reduce mechanical and acoustic coupling from air pressure.

The measurement was conducted in a similar fashion over 10 minutes, and the resultant

amplitude spectral density was computed for all three axes. The transfer function of the

optical table was then obtained by dividing the table response by the ground response for

each axis respectively, the result of which is plotted in Fig 4.14.

We can see that the 8 Hz feature remains present in the horizontal axes and the 43 Hz in

the vertical direction. These two frequencies are therefore likely resonances of the optical
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Figure 4.14: Mechanical transfer function of the optical table used for this experiment in X

(blue), Y (red) and Z (yellow) directions. 8 Hz and 43 Hz features can be attributed to table

resonances.

table. Specifically, the resonance in Y appears to be at a slightly lower frequency, possibly

due to longer table dimension in that direction. At 23 Hz, seismic noise can be found in

the amplitude spectral density of the floor measurement. This means that the table does

not resonate at 23 Hz but transfers movement of the building with minimal suppression.

At high Fourier frequencies, the optical table has more mechanical pickup, most noticeably

around 220 Hz, between 350 Hz and 1 kHz and at 2.7 kHz. These peaks fall in the typical

“resonance region” of an optical table, and can be effectively reduced via active vibration

damping [168]. Alternatively, without treating the optical table, future work could look

to increase the mechanical stability of the fibre interferometer itself, for example by using

an epoxy-potted fibre coil.
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4.5 Residual Laser Frequency Noise

The stability measurement for our experiment is dependent on the complete cancellation

of laser frequency noise between the two interferometers. This however can be hampered

by the length difference of the two systems resulting in different measurements of the

laser frequency. In this section, we quantify the amount of residual frequency noise in

our stability measurement, using three different subtraction methods. We also confirm for

each method whether residual laser frequency noise imposes an experimental limit.

4.5.1 Interferometer Response Differences

We recall from Section 3.1.2 the transfer function from laser frequency fluctuation to

interferometer phase readout is:

|H(s)| =
∣∣∣∣e−2πifτ − 1

if

∣∣∣∣ (4.11)

where τ = L/nc is the optical transit time through the fibre coil. In this experiment, the

coils used for the two interferometers differ in length by about 25 m, which corresponds

with 0.17% difference in their total length. This results in small differences in both the

optical gain and the FSR between the two interferometers, as seen below in Fig. 4.15, and

gives rise to incomplete cancellation of laser frequency noise in the subtraction readout.

IF1
IF2

Figure 4.15: Modelled amplitude response of the two interferometers used in this experiment.

The 0.17% armlength difference between the two systems results in slight differences in both the

optical gain, shown in the inset, and the cut-off FSR frequency.

For the following analysis, we define a laser frequency “suppression ratio” as the ratio

between the amplitude response of a single interferometer and that of the subtraction.

This allows us to determine whether residual frequency noise is a limitation by comparing

it with the experimentally measured ν1/∆ν ratio.
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4.5.2 Determining the Suppression Ratio

Direct phase subtraction

We first characterise the achievable suppression ratio for a direct phase subtraction

between the two interferometers, without the conversion into frequency. This is done

by computing the transfer function from laser frequency fluctuation to differential phase

readout. The input and output of this system are written as follows:

input: f(t) =
1

2π

dϕ(t)

dt

output: ∆y(t) = y1(t)− y2(t)

= [ϕ(t)− ϕ(t− τ1)]− [ϕ(t)− ϕ(t− τ2)]

(4.12)

where f(t) is the instantaneous laser frequency and equates the derivative of its phase ϕ(t).

y1(t) and y2(t) are the respective phase readout of the two interferometers, and τ1 and τ2
correspond to their individual transit time. Taking the Laplace transform, we arrive at

the following transfer function:

∆Hϕ(s) = 2π
e−sτ1 − e−sτ2

s
(4.13)

In trace (b) of Fig. 4.16, we plot the absolute value of ∆Hϕ(s) in dashed blue against

the left y-axis. The amplitude response of interferometer 1, given by Eqn. 4.11, is also

included in trace (a) for comparison. From this, we see a laser frequency suppression

ratio of ∼ 630 at all Fourier frequencies below the interferometer FSR. In an experimental

measurement, this translates to a residual laser frequency noise floor that is a factor of

630 below the measured laser frequency level. This clearance is insufficient for us to reach

the desired sensitivity, particularly at low Fourier frequencies where the laser drift is high.

Therefore a more sophisticated subtraction method is required to calibrate for the gain

and transit time differences between the two interferometers.

FSR calibration

The phase-to-frequency readout conversion described in Eqn. 4.2 allows partial correction

for the interferometer length difference, as individual FSR values are multiplied to the

original phase readout. For convention, this process will be referred to as FSR calibration.

To quantify the suppression ratio using FSR calibration, we compute the transfer function

for both a single interferometer frequency readout and for the frequency subtraction. We

write out the time-domain input and outputs as follows:

input: f(t) =
1

2π

dϕ(t)

dt

output for single IF: ν1(t) = [ϕ(t− τ1)− ϕ(t)]× 1

2πτ1

output for subtraction: ∆ν(t) = ν1(t)− ν2(t)

(4.14)
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Figure 4.16: Comparison between two readout subtraction methods. Solid blue (overlapped with

solid red): interferometer 1 phase response. Dashed blue: direct phase subtraction response. Solid

red: interferometer 1 frequency response. Dashed red: frequency subtraction response. We see that

FSR calibrated frequency subtraction (dashed red) achieves higher input frequency suppression

over most frequency bands. However, the method is not guaranteed to sufficiently remove input

frequency noise at kilohertz Fourier frequencies, due to the calibration’s inability to correct for

actual interferometer FSR mismatch.

Applying Laplace transform again, we find the following transfer functions:

Hν1(s) =
e−sτ1 − 1

sτ1

∆Hν(s) =
e−sτ1 − 1

sτ1
− e−sτ2 − 1

sτ2

(4.15)

The amplitude of Hν1(s) is plotted in trace (c) in Fig. 4.16 against the right y-axis. We

can see that the response follows the same shape as the phase response in trace (a), but

the gain is calibrated to 1 for f ≪ FSR. In addition, at these low Fourier frequencies, the

FSR calibration reduces the difference between the two interferometers response that was

observed earlier in Fig. 4.15.

The amplitude response of the frequency subtraction, |∆Hν(s)|, is plotted in trace (d)

of Fig. 4.16 against the right y-axis. This response follows a f dependence up to

approximately half the average FSR frequency, beyond which we see the onset of a

few ripples. Comparing with the direct phase subtraction response of trace (b), the

FSR calibration achieves higher suppression ratio up to ∼5 kHz. The improvement is

particularly noticeable at low Fourier frequencies, and this allows suppression of laser

frequency noise below other experimental noise sources. Above 5 kHz, the FSR calibration
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demonstrates no further advantage to direct phase subtraction. This is because the

calibration merely rescales the interferometer phase outputs and does not adjust for the

differential transit time. Thus, it is unable to correct for the mismatch towards individual

interferometer nulls.

As can be inferred from the earlier spectral plot of Fig. 4.2, most metrology lasers

we develop for will have a typical “knee frequency” between 0.1 and 1 Hz. This knee

frequency divides the spectral performance. High drift is usually observed below the knee

frequency, while above it, the laser noise rolls off as a polynomial of f and the suppression

requirement becomes more relaxed. Still, depending on the specific dynamics of the laser

in use, the available clearance in the kilohertz band for both subtraction methods may

still be insufficient, and residual laser frequency noise could still become a limitation in

this frequency range.

In order to explicitly determine whether the experiment was residual frequency noise

limited in any Fourier regime, we now use Time-Delay Interferometry (TDI) to correct for

both the gain and transit time differences between the two interferometers, and compare

the resulting sensing sensitivity.

4.5.3 Time Delay Interferometry

Time delay interferometry (TDI) was initially proposed by Tinto et al [169] to allow

unequal armlength interferometers to achieve sensitivity well below the frequency noise of

the interrogation laser. The technique has since been extensively studied and modelled for

the Laser Interferometric Space Antenna (LISA) mission [170, 38, 171, 172], in which three

satellites orbiting the solar system form multiple armlength unbalanced interferometers,

and laser frequency stabilisation alone becomes insufficient for the desired sensitivity.

The operation of TDI allows the circumvention of laser frequency noise while preserving

the desired sensing signal. This is done by combining the readout of at least two

interferometers and their respectively time-delayed versions, synthesising a Sagnac-

type response. The resulting construct, given precise knowledge of the interferometer

pathlength, can be free of laser frequency noise. This presents a computationally simple,

time-domain solution without measurement time or bandwidth constraints, as opposed

to its frequency-domain counterpart [173]. However, it is worth noting that despite

theoretical complete laser noise removal, the actual suppression achieved experimentally is

often limited by pathlength fluctuations and the ability to accurately track and promptly

adjust corresponding delays. These technical details are examined in detail in several

LISA studies [174, 175, 38, 176].

Adapting LISA TDI to our system, the required time-domain construct to cancel source

frequency noise is

x (t) = y1 (t− τ2)− y1 (t)− y2 (t− τ1) + y2 (t) (4.16)

where y1(t) and y2(t) are the respective phase readout of the two interferometers, and are

subtracted with a copy of themselves delayed by the other’s transit time. If we substitute

in Eqn. 4.1, we see that the laser frequency terms ϕ(t) are completely cancelled out.



§4.5 Residual Laser Frequency Noise 65

TDI modulation function

Clearly, the frequency response of x(t) would differ from that of ∆y(t) = y1(t)− y2(t) as

calculated earlier. We now use Laplace transform again to quantify this difference and

determine how x(t) alters the spectrum of our noise floor. We know that in addition

to residual laser frequency noise, the subtraction readout ∆y(t) also contains uncommon

noise sources between the two interferometers, written as

∆n(t) = n1(t)− n2(t) (4.17)

For the TDI construct x(t), no residual frequency noise is present, and therefore its readout

could be simplified to

x(t) = n1(t− τ2)− n1(t)− n2(t− τ1) + n2(t) (4.18)

Taking the Laplace transform of ∆n(t) and x(t), we arrive at the transfer function of TDI

computation

HTDI(s) =
X(s)

∆N(s)
=

(e−τ2s − 1)N1(s)− (e−τ1s − 1)N2(s)

N1(s)−N2(s)
(4.19)

We further approximate that τ1 = τ2 and simplify the above to

HTDI(s) = e−τavgs − 1 (4.20)

where τavg = (τ1 + τ2)/2. The amplitude of Eqn. 4.20, |HTDI(s)|, is plotted in Fig. 4.17,

showing the behaviour of uncorrelated noise in the TDI construct. We can see that up

to half the average interferometer FSR, the modulation function exhibits a f dependency

with a peak gain of 2 and a unity gain frequency of 2.2 kHz.

Knowing the TDI modulation function allows us to recover our original interferometer

noise floor by applying the inverse transfer function. For frequencies well below the

interferometer FSR, this could be simplified to a multiplication of f0/f in the frequency

domain, where f0 is the unity gain frequency. The resulting spectrum is then directly

comparable to that of the two subtraction readouts discussed earlier, allowing us to observe

any noise floor difference from the removal of residual frequency noise.

Although we have only computed the Laplace transform for noise terms, this analysis

also applies for other interferometric measurands. In the example of LISA spacecrafts,

gravitational wave signals are another component of the interferometer readout y(t).

Following the same calculation process, we see that these signals are preserved in the

TDI readout and modulated by the same function. Therefore, recovery of these signals to

their original amplitude simply requires the application of the inverse modulation function.

FPGA implementation

There are two methods to experimentally implement the TDI delays seen in Eqn. 4.16:

in real-time on the FPGA and in post-processing. For LISA, post-processed TDI is
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average FSR

Unity Gain

Figure 4.17: The interferometer noise floor is modulated by a frequency dependent function when

applying TDI. This function increases in gain as a function of f up until half of the interferometer

FSR, crossing unity gain at 2.2 kHz for our interferometers. Nulls can be observed at integer

multiples of the FSR.

strongly favoured for the reduction of onboard calculation and chance of error, relaxed

data telemetry requirement and increased algorithm flexibility on Earth [177]. The

implementation of post-processed TDI often requires a fractional delay filter to obtain

sub-sample resolution. While fractional delay filters are highly effective at interpolating

and recovering downsampled data, they are however susceptible to interpolation errors

[178, 177].

In comparison, our experiment operates on ground and is controlled locally. This, in

addition to sufficient FPGA resources, favours the real-time approach for our purposes.

When implemented on our FPGA platform, we are able to custom delay the RT phase

readout of each interferometer, with an adjustment resolution set by the FPGA clock cycle

of 8 ns. The block diagram of this procedure is shown in Fig. 4.18 for interferometer 1.

A memory delay block, similar to that implemented for the RT code filter (Fig. 3.9(f)),

takes in the CORDIC phase output of interferometer 1 and delays it by the transit time of

interferometer 2. Following this, both the prompt (y1(t)) and delayed (y1(t− τ2)) outputs

are downsampled and streamed to host at 8 kHz. This block diagram is duplicated for

interferometer 2, and the final linear combination of the TDI construct, x(t), is computed

in post-processing.

Following the FPGA implementation, delays for each interferometer were varied within

their approximate range until maximum laser frequency suppression was achieved [179].

The final clock delays were fixed to 9485 and 9470 cycles for 1550 nm corresponding to τ2
and τ1 respectively.
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Figure 4.18: FPGA implementation of real-time TDI. Each interferometer’s CORDIC phase

output is delayed by the transit time of the other interferometer in integer multiples of 8 ns, before

being filtered to 8 kHz for host monitoring and recording. Real-time TDI is the preferred approach

for our experiment as it allows precise control of relative delays while avoiding loss of data or

interpolation errors due to downsampling.

4.5.4 Experimental Verification

Having modelled the achievable laser frequency noise suppression for three subtraction

methods, we now proceed to experimentally verify these ratios. For this, a sinusoidal

frequency modulation (FM) tone was added through the encoding AOM, simulating laser

frequency noise at the FM frequency. We subsequently quantify the ratio between this tone

as measured by a single interferometer and by the three subtraction methods. The results

are summarised in Fig. 4.19, where theoretical suppression, as given in Fig. 4.16, are

repeated in trace (a) and (b) for direct phase subtraction and FSR calibration respectively.

Experimentally measured values are plotted in dots at specific FM frequencies, blue for

direct phase subtraction (c), red for FSR calibration (d), and green for unmodulated TDI

(e, where the f dependency has been removed).

These FM tests only occurred between Fourier frequencies of 60 Hz to 1.9 kHz. This

is because to obtain a valid suppression measurement, residual FM tone for all three

subtraction methods must protrude beyond the experimental noise floor. This becomes

difficult at low Fourier frequencies due to raised mechanical and temperature noise floor,

as well as the FSR method’s increased suppression resulting in no protrusion despite high

modulation depth. At high frequencies, the ability to track fast frequency changes becomes

a challenge, forcing smaller modulation depth and resulting in insufficient clearance to

characterise TDI suppression. Nonetheless, the frequency range tested here does contain

the kHz regime of concern, where FSR calibration may not sufficiently reject source

frequency noise. These tests also enable comparison between the three methods and

earlier models.

For direct phase subtraction and FSR calibration, experimental data show good agreement

with their analytical estimates. The FSR method achieves substantially higher suppression

at low Fourier frequencies but deteriorates in performance towards the interferometer FSR

frequency. While the TDI readout in theory has no residual frequency noise, the outcome



68 Experimental Characterisation

Direct phase subtraction, model
FSR calibration, model
Direct phase subtraction, experiment data
FSR calibration, experiment data
unmodulated TDI, experiment data

Higher is better

(a)
(b)
(c)
(d)
(e)

Figure 4.19: Summary of frequency modulation test results. The suppression ratio was

determined for each subtraction method at each modulation frequency, with higher values

representing greater suppression. (a) analytical model for suppression obtained by direct phase

subtraction. (b) model for suppression by FSR calibration. (c) suppression by direct phase

subtraction at several test FM frequencies. (d) experimentally measured suppression for FSR

calibration. (e) experimental data for TDI readout with f modulation removed. The suppression

ratio achieved by TDI (e) in the kHz regime exceeded the experimental clearance requirement for

residual frequency noise but resulted in no noise floor improvement. From this we concluded that

the current sensitivity was not limited by residual frequency noise, and FSR calibration alone could

provide sufficient suppression at all Fourier frequencies.

is dependent on the ability to precisely delay by the required amount, which for us is

limited to the FPGA clock resolution. This limitation also explains poorer suppression

using the TDI readout below ∼150 Hz.

At high Fourier frequencies, however, TDI has a clear advantage over the other two

methods, maintaining over four orders of magnitude frequency suppression. For the

frequency range tested here, this ratio is unambiguously beyond the experimentally

achieved clearance by a minimum factor of 10. Examining the frequency-domain spectral

density of the unmodulated TDI readout, however, we find good overlap between its noise

floor and that of direct phase subtraction and FSR calibration, for all audio frequencies

except the test FM tone. Despite higher and sufficient frequency suppression in the kHz

band, TDI readout does not improve the experimental noise floor. This concludes that the

current experimental sensitivity is not limited by residual laser frequency noise, and FSR

calibration alone should provide sufficient suppression across both infrasonic and audio

frequency bands.



Chapter 5

System Noise Budget

In previous chapters, we have characterised the temperature stability of our fibre

interferometers, and attributed mechanical features in the 4 - 70 Hz Fourier regime to

optical table resonances. To complete the experimental characterisation, in this chapter,

we model and quantify limiting noise sources for the remaining Fourier bands. In Section

5.1, we examine the effects of fibre thermal noise. This is followed by Section 5.2 - 5.3

where we discuss broadband noise limitations including double Rayleigh backscattering

(DRS) and DEHoI tracking. Noise contributions from additive sources are calculated in

Section 5.4. Finally, these elements are summarised in Section 5.5 where we present a

complete noise budget for our system.

5.1 Fibre Thermal Noise

The long lengths of optical fibre used in this experiment act as an effective thermal

amplifier, increasing the phase error induced by both temperature fluctuation and intrinsic

thermal noise. The differentiating factor between the two thermal noise sources is that the

former is dependent on environmental temperature changes, whereas the latter is primarily

dependent on the absolute temperature at which the material’s internal degrees-of-freedom

fluctuate. As such, temperature noise can be effectively reduced via passive isolation

or active stabilisation, whereas mitigation of intrinsic thermal noise requires substantial

cooling, an often impractical task for our intended usage scenarios. In addition, for glass-

like materials, reduction of temperature often results in increased loss angle and, as we will

see in this section, limits the reduction of thermal noise. For these two reasons, intrinsic

thermal noise represents a fundamental limit for our system, and will be the focus for this

section.

Early research in fibre thermal noise has drawn analogy between it and mirror noise seen

in LIGO interferometers, where spontaneous, localised temperature fluctuations induce

microscopic changes in interferometer pathlength through displacement of the coating

material [180]. In the case of a fibre interferometer, these minuscule temperature variations

result in the expansion and contraction of the glass as well as changes in its refractive

index. These two effects are studied and modelled independently by Wanser [181] and

Foster [182], both predicting a frequency independent fibre thermal noise floor.

Both theories demonstrate good experimental agreement in the high frequency regime [183,

184, 185, 186, 187]. At infrasonic frequencies, however, experimental measurements deviate

69
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from their predictions, as a 1/f type noise in excess of laser phase noise is widely observed

[188, 117, 189, 190]. This additional noise is believed to originate from thermo-mechanical

effects, where random expansion and contraction of the fibre occur due to internal friction

or structural damping [191]. Following these experimental observations and theoretical

proposals, Duan sought to bring both types of thermal effects under a universal framework

through the fluctuation-dissipation theorem [11]. Our modelling in this section is based on

this prior work by Duan, in which two mechanisms of fibre thermal noise are considered:

1) thermo-dynamic noise, akin to the derivations presented by Wanser and Foster, and

2) thermo-mechanical noise, which fixes the low-frequency experimental discrepancy in

earlier models [11, 190, 192].

5.1.1 Thermo-mechanical Noise

The thermo-mechanical noise estimate is derived through a normal mode expansion

analysis detailed in [191] and [193], where each normal mode is treated as a harmonic

oscillator to find the overall spectral density for fibre length change from structural

damping. An important simplification of this calculation occurs in Eqn. 25 of [191].

This assumes the frequency range of concern is significantly below the first longitudinal

resonance of the fibre, and is not entirely justified for our system with 15 km of fibre

corresponding to a first longitudinal mechanical resonance of approximately 0.24 Hz [190].

An exact calculation for our experiment would therefore require the numerical evaluation

of an infinite number of higher order modes, as per Eqn. 24 in [191].

Fortunately, as the mode order increases, its impact on noise spectral density decreases

exponentially. As we computed the analytical sum of 20 modes, this in fact converged to

the value given by the aforementioned assumption and simplification. We further observe

that the assumption still holds true for us at very low frequencies, and the 1/f trend

continues through the mechanical resonances at higher frequencies, as shown in [191]. In

addition, these resonances have not been observed experimentally, and could be caused by

oversimplifications in the model such as assuming a constant, frequency independent loss

angle ϕ0. If we assume no distinct mechanical peaks and a continuation of the 1/f trend,

we can justify applying the simplified thermo-mechanical noise estimate to all Fourier

frequencies. The simplified phase spectral density for thermo-mechanical noise is [11]:

S̃ϕ(f) =

√
4πL

λ2

2kBTn2ϕ0

3E0A

1

f
rad/

√
Hz (5.1)

We can further convert this into frequency spectral density by multiplying with the

interferometer FSR. We also add another factor of
√
2 for the incoherent addition between

the two interferometers:

S̃ν(f) =
√
2

c

2πnL
S̃ϕ(f) Hz/

√
Hz (5.2)

A glossary of the constants is provided in Tab 5.1. Substituting in these values, Eqn. 5.2

becomes

S̃ν(f) =
26.48√
Lf

Hz/
√
Hz (5.3)
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Name Symbol Value

Boltzmann constant kB 1.380649× 10−23

Temperature T 298 K
Mechanical loss angle ϕ0 0.01

Young’s modulus without loss E0 19 GPa
Cross-sectional area of fibre A π(125µm)2

Optical wavelength λ 1550 nm
Refractive index n 1.47

Thermo-optic coefficient dn
dT 9.488× 10−6 K−1

Linear expansion coefficient αL 5× 10−7 K−1

Thermal conductivity κ 1.37 W/m/K
Power profile radius r0 r0

2 = a2/2
Mode field radius a 5.2× 10−6 m
Thermal diffusivity D 8.2× 10−7 m2/s

Table 5.1: Glossary of thermal constants.

In trace (b) of Fig. 5.1 below, we plot the thermo-mechanical noise estimate for our

interferometer length of L = 15 km. Comparing this with our experimental noise floor

of trace (a), identical to trace (b) shown earlier in Fig. 4.2, we can identify a thermo-

mechanical noise limited region of 400 mHz - 2 Hz, indicated by the shaded area.

10-1 100 101 102 103

Frequency (Hz)

10-3

10-2

10-1

100

101

102

103

Fr
eq

ue
nc

y 
St

ab
ili

ty
 (H

z/
H

z)

(a) Subtraction
(b) Thermo-mechanical
(c) Thermo-dynamic

(a)

(b)

(c)

150 Hz

Figure 5.1: The experimental noise floor (trace a) is compared with two types of fibre thermal

noises. Thermo-mechanical noise (trace b) presents a 1/
√
f dependency, and resides within a factor

of two of the experimental sensitivity between 400 mHz to 2 Hz (shaded region). In contrast,

thermo-dynamic noise (trace c) is a broadband noise source and does not currently impose an

experimental limitation. These two thermal noise sources always intersect at the same Fourier

frequency regardless of fibre interferometer length, at approximately 150 Hz for our system.
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5.1.2 Thermo-dynamic Noise

Thermo-dynamic noise in optical fibre consists of spontaneous fibre length change and

refractive index variation. The two processes are jointly related to localised temperature

fluctuations, and their combined noise power spectral density Sϕ(ω) can be written as a

function of the temperature power spectral density SδT (ω) [191]:

Sϕ(ω) =
4π2L2

λ2

(
dn

dT
+ nαL

)2

SδT (ω) (5.4)

Further, SδT (ω) is derived using the fluctuation-dissipation theorem to be [191]:

SδT (ω) =
kBT

2

4π2Lκ
Re

[
exp

(
iωr20
2D

)
E1

(
iωr20
2D

)]
(5.5)

where E1(x) is the special function of the exponential integral, and the other constants

are specified in the glossary of Tab. 5.1. Substituting SδT (ω) from Eqn. 5.5 into Eqn.

5.4 then allows us to compute the power spectral density of thermo-dynamic noise. When

converting to single-sided phase spectral density, an extra factor of
√
4π applies:

S̃ϕ(f) =
√
4π
√

Sϕ(2πf) (5.6)

The same process is followed to convert this phase spectral density into frequency spectral

density, and an extra factor of
√
2 is added to account for the second interferometer. The

resultant thermo-dynamic noise estimate for L = 15 km is plotted in trace (c) of Fig. 5.1,

intersecting with thermo-mechanical noise (trace (b)) at approximately 150 Hz. Currently,

thermo-dynamic noise does not impose a limitation for our experiment in any frequency

regime. It does however lie within a factor of 10 of our experimental noise floor above 150

Hz, and could become a dominant noise source if higher noise sources are addressed.

One interesting observation from the modelling of fibre thermal noise is that the two

mechanisms always intersect at the same Fourier frequency regardless of fibre length. This

can be verified by equating Eqn. 5.1 and Eqn. 5.6, and we find that L is cancelled out

on both sides. For a transmissive, SMF-28e fibre interferometer with thermal constants

assumed in Tab. 5.1, the cross-over frequency occurs at ∼150 Hz. Therefore in practice,

these two noise sources always dominate different parts of the spectrum regardless of the

optical configuration, and their relative scale remains constant.
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5.2 Double Rayleigh Backscattering

Scattering in optical fibre occurs as a result of many microscopic defects “frozen in” the

glass during the manufacturing process. These inhomogeneities allow light to scatter in

various directions, a proportion of which is re-captured and guided backwards, constituting

Rayleigh backscattering (RBS). Measurement noise arises when the RBS field interacts

with a main metrology field, adding a small, rotating phase error onto the original phasor

of interest.

The dynamics of RBS induced phase noise correlates with the source frequency noise

[194, 195, 107]. A low-noise, metrology-grade laser drives a lesser phase error, while a

broadband source allows for a short coherence length in which interference can occur.

This phenomenon has led to the use of both high and low coherence sources in an optical

fibre gyroscope to reduce RBS noise [196, 197, 198, 2].

As our system operates in transmission, we are immune to first-order RBS noise but

still susceptible to its second-order effect, double Rayleigh backscattering (DRS). DRS

occurs when the back-reflected field undergoes a second scattering event. This reverses

the scattering field direction of travel, realigning it with the metrology field [199]. The

dynamics of DRS is similar to that of RBS. Here we adapt the analytical model developed

for RBS [200, 201, 134], and estimate DRS induced phase error for our system.

5.2.1 DRS Field Analysis

The two metrology fields in our Mach-Zehnder interferometer along with the total DRS

field can be written as:

Eref(t) =
√

Prefe
iω(t)t,

Esig(t) =
√
Psige

iω(t)t+iϕ(t)︸ ︷︷ ︸
Signal field

+
√
Psig⟨γ2⟩eiω(t)t+iθ(t)︸ ︷︷ ︸

total DRS field

, (5.7)

where Pref and Psig denote the optical powers in the respective interferometer arms, ϕ(t) the

interferometric phase and θ(t) the DRS phase. As the reference path is short, we assume

no DRS on that path and only add it to the signal field. γ represents the proportion

of the total optical power that is backscattered, and is dependent on four factors: the

fibre length l in which coherent scattering can occur, scattering coefficient αS , attenuation

coefficient α and capturing coefficient S [202]. The expectation value of γ in a transmissive

interferometer is given by [149]

⟨γ⟩ = αSS
∫ l

0
e−αzdz = αSS

1− e−αl

α
(5.8)

For SMF-28e optical fiber operating at 1550 nm, scattering is the dominant source of loss.

We can therefore further approximate that αS = α, giving

⟨γ⟩ = S
(
1− e−αl

)
(5.9)
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When considering DRS, γ is squared due to each DRS event consisting of two scattering

events. The phasor diagram of Fig. 5.2 illustrates the DRS noise mechanism. The

main measurand of the MZI interferometer, the phase difference between the two arms, is

given by ϕ(t) of amplitude β
√
PrefPsig in dark green, where β is the collective gain from

the photo-detector and DSP demodulation algorithms. As β is common to all signals

analysed here, we remove it from the following calculations. In Fig. 5.2, the smaller,

orange phasor added on top of the main MZI phase vector represents DRS interfering

with another metrology field, Pmet. This interference is offset from ϕ(t) by θ(t), and has

an amplitude of
√

Psig⟨γ2⟩Pmet. The resultant readout error for the ϕ(t) can be calculated

by:

∆ϕerr(t) = arctan

(√
Psig⟨γ2⟩Pmet sin θ(t)√

PrefPsig

)
(5.10)

which with small angle approximation is equivalent to:

∆ϕerr(t) =

√
Psig⟨γ2⟩Pmet√

PrefPsig

sin θ(t) (5.11)

Re

Im

ɸ(t)

Pref Psig PmetPsig γ2

err

θ(t)

Δɸ (t)

Figure 5.2: An illustration of the interaction between DRS and the metrology fields. Dark green:

interference between the reference and signal paths without DRS. This represents the intended

interferometric measurand ϕ(t) of amplitude
√
PrefPsig. Orange: phase vector representing DRS

interfering with either the reference or signal field (
√
Pmet). This vector contains the ensemble

average of DRS phase θ(t), which is driven by the source phase noise and capped at
√
Psig⟨γ2⟩Pmet.

Light green: resultant measurement error ∆ϕerr(t).

5.2.2 DEHoI Gating and DRS Coupling Mechanisms

In order to determine ∆ϕerr(t), we now consider the scenarios by which DRS contributes

noise in a DEHoI system. We recall from earlier that, in the case of a highly coherent laser
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source, the optical coherence length with DEHoI modulation is equivalent to the physical

length of a DEHoI symbol, or chip length:

Lc = Lchip =
c

n× fchip
. (5.12)

And the total physical length of the modulation code is

Lcode = Lchip ×N (5.13)

where N equals the number of code elements.

For this analysis, we can classify DRS effects into two main categories: code-coherent

and code-incoherent. Code-coherent DRS fields have the same DEHoI delay as either the

reference or signal field. They are coherently demodulated by DEHoI and indistinguishable

from the two metrology fields. Within our operating parameters, the physical length of

the optical coil well exceeds that of the code. Therefore there are multiple codes cascaded

in the delayline, allowing code-coherent DRS to occur not just within a single chip (Lc),

but also integer codes (η × Lcode) upstream.

The second category, code-incoherent DRS, refers to any DRS field whose optical time-of-

flight corresponds to different code delays than the reference and signal fields. As a result,

they are incoherently demodulated and subsequently suppressed in the DEHoI readout.

The residual, unsuppressed noise is expected to constitute a small proportion of broadband

noise.

We now develop analytical expressions for ∆ϕerr for each category.

5.2.3 Code-Coherent DRS

The two scenarios of code-coherent DRS are illustrated in Fig. 5.3. In both scenarios, a

proportion of the interferometer long arm is drawn with code-coherent sections highlighted.

The first scenario also depicts microscopic scatterers randomly distributed along the fibre,

which reverse the direction of travel for a small percentage of the incident metrology field,

forming DRS.

DRS within a single chip

In the first instance, DRS occurs within the physical length of a single chip, accumulating

no more than Lc extra travel length than the signal field. This means the first

backscattering event can occur anywhere along the fibre, while the second must occur

within Lc/2 of the first. We can therefore adapt Eqn. 5.9 to write ⟨γ12⟩ as:

⟨γ12⟩ = S2
(
1− e−αL

) (
1− e−αLc/2

)
(5.14)
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Lc/2
DRS additonal round-trip pathlength Lc≤

Code-coherent DRS within a single chip

Metrology field

DRS additonal round-trip distance η Lcode=
Lcode/2 Lcode/2

Code-coherent DRS from code wrapping

Metrology field

DRS code delay  =  ref/sig delay

Figure 5.3: Code-coherent DRS can occur in two ways. 1) Code-coherent DRS within a single

chip: two consecutive backscattering events occur within a physical distance of Lc/2 (highlighted

region), resulting in an additional delay of less than a chip for the DRS field, maintaining coherence.

2) Code-coherent DRS from code wrapping: as there are more than one physical code within the

fibre coil, the second scattering event can also occur at integer half codes upstream (highlighted

regions). The resultant round-trip delay for the DRS field in this scenario equates multiple complete

codes, allowing it to re-align with either metrology field, restoring code coherence and constituting

noise.

where L = 15 km is the length of the fibre coil. The resultant DRS field in this scenario

has the same code delay as the signal field, and is demodulated to coherently interfere

with the reference field, giving

∆ϕerr1(t) =

√
Psig⟨γ12⟩Pref√

PrefPsig

sin θ(t) =
√
⟨γ12⟩ sin θ(t) (5.15)

As DRS phase θ(t) is driven by laser phase noise, in the event of rapid phase fluctuation

well in excess of 2π, ∆ϕerr1(t) is manifested as a cyclic error. We can consider this error

to be spectrally white and estimate its spectral density by the RMS value of sin θ(t):

S̃ϕerr1 =

√
⟨γ12⟩
2

(5.16)

From a previous study, the onset frequency of S̃ϕerr1 was determined to be around 0.1 Hz

when measuring a metrology grade laser [149]. The Fourier region below 0.1 Hz provides

sufficient input frequency noise to drive the DRS phasor θ(t), validating the RMS spectral

density estimate. Conversely, above 0.1 Hz, the frequency noise of these metrology lasers

is reduced, and θ(t) can no longer rotate and average over 2π within the timescales of

concern. The actual single-chip DRS spectrum at these high Fourier frequencies is expected

to decline rapidly. S̃ϕerr1 therefore is an estimate for the shelf level of the spectrum, with

a corner frequency around 0.1 Hz.
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DRS re-aligning with signal delay

In the second scenario depicted in Fig. 5.3, one backscattering event occurs within the total

length of the delay coil, followed by a second event integer half codes upstream. Through

this process, an additional round-trip delay of integer complete codes is obtained. We

can write out the ⟨γ22⟩ value for this scenario as follows, noting that the proportion, or

likelihood, of a second scattering event is dependent on the position at which the first

occurs:

⟨γ22⟩ = S2

Floor(2M)∑
η=1

2M − η

2M
e−αηLcode (1− e−αL)︸ ︷︷ ︸

1st scatter

(1− e−αLc/2)︸ ︷︷ ︸
2nd scatter

, (5.17)

where M represents the number of code wraps within the fibre coil and is determined by

M =
L

Lcode
(5.18)

Eqn. 5.17 consists of four components. Firstly, S(1− e−αL) represents the first scattering

event, free to occur anywhere along the 15 km fibre delayline. S(1 − e−αLc/2) calculates

the second scattering event, which must occur within the coherence length of a single

chip at integer codes upstream. The additional attenuation accrued by the scatter field

is accounted for by the term e−αηLcode . Lastly, the summation is weighted by the factor

(2M − η)/2M . This represents the fraction of second scattering events that fit into the

physical length of the fibre as a function of η.

To illustrate this weighting factor, we consider the scenario where the first scattering event

occurs within Lcode/2 from the start of the fibre. In this case, there is not enough back

travel length for the second event to occur. Conversely, when the first scatter event occurs

near the end of the fibre, sufficient length allows the second reflection to occur a single

or many half codes upstream. This number of half codes is determined by η. We can see

that smaller η values onset earlier in the fibre coil, and therefore gain a greater proportion

in the weight factor. We also note that M here does not need to be an integer, and the

weighting factor remains exact for different η values.

Having travelled an additional ηLcode distance, DRS field remains at the same code delay

as the signal field, and is demodulated to interfere with the reference field. The resultant

phase error for this scenario can then be written as

∆ϕerr2(t) =

√
Psig⟨γ22⟩Pref√

PrefPsig

sin θ(t) =
√
⟨γ22⟩ sin θ(t) (5.19)

Again, the spectral characteristics of ∆ϕerr2(t) is dependent on the DRS phasor θ(t). We

however draw distinction from the first scenario, as the DRS fields here have traversed

significantly longer distance, between 1 to 12 extra code lengths with respect to the signal

field when using a modulation frequency of fchip = 41.7 MHz and a code length of N = 511

elements. This corresponds to time delays of between 12 and 144 microseconds, allowing

substantially higher coupling of laser frequency noise. These extensive yet distributed

delays effectively provide high optical gain for θ(t), allowing the cyclic error depicted in

Fig. 5.2 to occur even at high Fourier frequencies or with low input frequency noise. The



78 System Noise Budget

result of this is broadband DRS noise spread evenly across our measurement spectrum,

approximated again by the RMS value of sin θ(t):

S̃ϕerr2 =

√
⟨γ22⟩
2

(5.20)

DRS re-aligning with reference delay

Apart from re-synchronising with the signal code delay, DRS fields can also traverse extra

distances to re-align with the reference field and, in DEHoI demodulation, coherently

interfere with the signal field. The exact calculation for ⟨γ32⟩ depends on the relative delay

between the reference and signal fields, which adds a static offset, or attenuation, into Eqn.

5.17. As the level of this offset varies by operation parameters but the fundamental process

is similar, we can make the approximation that

⟨γ32⟩ ≈ ⟨γ22⟩ (5.21)

The interference between these DRS fields and the signal field therefore produces a phase

error of

∆ϕerr3(t) =

√
Psig⟨γ32⟩Psig√

PrefPsig

sin θ(t) =
√

e−αL⟨γ32⟩ sin θ(t) (5.22)

And its corresponding spectral density, broadband across the measurement bandwidth,

can be estimated as

S̃ϕerr3 =

√
e−αL⟨γ32⟩

2
(5.23)

5.2.4 Code-Incoherent DRS

Finally, the majority of DRS events within our system are code-incoherent. These DRS

fields do not synchronise with the code delay of either metrology field, and are therefore

suppressed by DEHoI demodulation. To calculate the proportion of code-incoherent

DRS, we use the original integration shown in Eqn. 5.8. This is because while the first

backscattering event can occur anywhere along the fibre coil, the second event has a range

dependency on the first, and therefore the two integrations can no longer be decoupled as

we have done previously.

⟨γ42⟩ = αS
2S2

∫ L

0
e−αz1dz1

∫ z1

0
e−αz2dz2 (5.24)

Strictly speaking, the calculation of ⟨γ42⟩ also includes all code-coherent DRS scenarios

as discussed above. The contribution from them however is minimal, as coherence only

occurs across two chips per complete code. We can therefore consider the entirety of

⟨γ42⟩ as code-incoherent DRS effects. These DRS fields are free to interact with either
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metrology field to produce a code-suppressed phase error. Here we take the average of the

two interactions, giving

∆ϕerr4(t) = Suppression× 1

2

(√
Psig⟨γ42⟩Pref√

PrefPsig

+

√
Psig⟨γ42⟩Psig√

PrefPsig

)
sin θ(t) (5.25)

= Suppression× 1 +
√
e−αL

2

√
⟨γ42⟩ sin θ(t) (5.26)

And the resultant phase spectral density, broadened both by extensive travel lengths of

DRS fields and by incoherent DEHoI demodulation, is considered spectrally white across

our signal band:

S̃ϕerr4 = Suppression× 1 +
√
e−αL

2

√
⟨γ42⟩
2

(5.27)

Determining DEHoI code suppression

As DEHoI modulation uses one PRN code to pseudo-randomly toggle between the I and

Q quadratures, data throughput for each quadrature is halved compared to heterodyne

operation. This results in compromised DEHoI code correlation, and we simulate and show

this effect in Fig. 5.4. Here we examine the normalised demodulated signal amplitude as

a function of code delays selected for the reference and signal fields. The code length used

here is N = 511, allowing a total of N ×N code delay combinations. For clarity, we zoom

in around a few specific reference delays and sweep the entirety of signal delays.

We see that the QPSK correlation spectrum is far from a single, clean peak with

background suppression of 1/N , as is the case with heterodyne operation. Instead, the

ideal N peak is collapsed across two dimensions, and the otherwise concentrated energy

is aliased into non-signal delays, resulting in“ghost correlation” spread across the delay

spectrum. These spurious peaks reduce the isolation afforded by DEHoI, with higher

peaks producing stronger detrimental effects. Table 5.2 summarises the distribution of

these ghost peaks.

Correlation Value N/2 N/4 N/2
√
2 1

Number of peaks N − 1 6N − 18 4 N2 − 7N + 15

Table 5.2: DEHoI code correlation values listed against the number of correlations at that value.

We note that out of the N −1 maximum height correlations, only one is the desired signal

and the rest are artefacts. At those delays, suppression is poorest at 1. Similarly, there

are 6N − 18 delays where background noise is only suppressed by 1/2. Using Tab. 5.2, we

can quantify DEHoI code suppression by the weighted average of these correlation peaks,

where the total number of non-signal delays is N2 − 1 :

Suppression

= 1× N − 2

N2 − 1
+

1

2
× 6N − 18

N2 − 1
+

1√
2
× 4

N2 − 1
+

2

N
× N2 − 7N + 15

N2 − 1

(5.28)
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Figure 5.4: An illustration of the QPSK correlation spectrum, simulated using a code length of

N = 511 elements. The maximum signal-to-noise ratio is halved to N/2. This reduced energy

is aliased into other non-signal delays, producing further, smaller ghost peaks that degrade the

suppression of DEHoI. The overall distribution of the correlation spectrum can be considered as a

two-dimensional collapse of the ideal, single correlation peak of N , and is a result of the sequential

sampling of each quadrature.

Equation 5.28 represents the actual amount of DEHoI suppression in amplitude for signals

outside the selected demodulation delay pair. We assume uniformity of this suppression

value across our 15 km delay coils, and apply it to our code-incoherent DRS calculation.

5.2.5 Total Numerical Estimates

Having examined both categories of DRS noise coupling, we can now compute the total

DRS noise floor for our system. As each scenario discussed above can be considered

an individual, non-correlated process, the total broadband DRS noise is the quadrature

summation of S̃ϕerr2 , S̃ϕerr3 and S̃ϕerr4 :

S̃ϕbroadband
=
√

S̃2
ϕerr2

+ S̃2
ϕerr3

+ S̃2
ϕerr4

(5.29)

The DRS shelf spectral density, onsetting at around 0.1 Hz, is the incoherent summation

of the above and S̃ϕerr1 :

S̃ϕshelf
=
√
S̃2
ϕerr1

+ S̃2
ϕerr2

+ S̃2
ϕerr3

+ S̃2
ϕerr4

(5.30)

The above can be further converted into frequency spectral density by multiplying with

the corresponding interferometer FSR. We also take into account the incoherent addition
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of two interferometers, adding another factor of
√
2 to the total noise spectral density

estimate:

S̃νbroadband =
√
2 S̃ϕbroadband

× c

2πnL
(5.31)

S̃νshelf =
√
2 S̃ϕshelf

× c

2πnL
(5.32)

Table 5.3 below lists the numerical evaluation for S̃νbroadband and S̃νshelf at a few common

DEHoI operation settings, with related constants specified in the left column. While the

shelf DRS level resides below thermo-mechanical noise for all evaluated DEHoI parameters,

broadband DRS imposes a noise floor limitation for our system. At the modulation

frequency of 41.7 MHz and code length of 511 elements, same parameters used for the

measurement of Fig. 5.1(a), we project a broadband DRS noise floor of 0.12 Hz/
√
Hz

overlapping with the experimental sensitivity above 70 Hz. The reduction or mitigation

of broadband DRS noise is therefore critical to improving the overall system sensitivity,

particularly towards the thermo-dynamic limit which currently resides under the DRS

noise floor.

Constants
DEHoI Operating
Paremeters

S̃νbroadband S̃νshelf

S = 3
8
NA2

n2

fchip = 41.7 MHz,
N = 511

0.12 Hz/
√
Hz 0.13 Hz/

√
Hz

NA = 0.14
n = 1.46

fchip = 25 MHz,
N = 511

0.12 Hz/
√
Hz 0.14 Hz/

√
Hz

α = αS =
0.18 dB/km

fchip = 41.7 MHz,
N = 1023

0.08 Hz/
√
Hz 0.10 Hz/

√
Hz

L = 15 km
fchip = 25 MHz,
N = 1023

0.07 Hz/
√
Hz 0.10 Hz/

√
Hz

fchip = 41.7 MHz,
N = 2047

0.05 Hz/
√
Hz 0.07 Hz/

√
Hz

fchip = 25 MHz,
N = 2047

0.04 Hz/
√
Hz 0.08 Hz/

√
Hz

Table 5.3: Numerical estimate for both broadband and shelf DRS spectral density at a few DEHoI

operating parameters. Constants used for these evaluations are specified in the left column.

5.2.6 Broadband DRS Dependency and Mitigation Discussions

We see from the above analysis that the amount of broadband DRS noise present in the

system, S̃νbroadband , is dependent on a number of factors: DEHoI modulation frequency

fchip, code length N and finally fibre coil length L.

Amongst the three, fchip plays a relatively minor role in determining the DRS noise floor,

as confirmed by the comparison between 41.7 MHz and 25 MHz modulation frequencies in

Tab. 5.3. This is because the extra physical length occupied by the code afforded by slower

modulation is largely offset by the increased coherence length and therefore coupling of

DRS at each demodulation code delay.
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Alternatively, lengthening the DEHoI code can effectively suppress DRS noise by reducing

the number of code wraps within the fibre coil. This however results in a further

complication involving DEHoI operation bandwidth and tracking capability. We will

discuss this further in the next section, noting for now that tracking challenges increase

with lengthened code (N) or lowered code update rate (fcode). Depending on severity,

the manifestation of tracking difficulties ranges from increased broadband phase noise

to frequent cycle slips. Therefore, in optimising interferometer sensitivity, we are forced

to maximise fchip and reduce code length until tracking errors and cycle slipping are

eliminated. This occurs at fchip = 41.7 MHz and N = 511 symbols when using the

Koheras E15 and X15 lasers, and at fchip = 41.7 MHz and N = 1023 for the Orbits

Lightwave laser which has reduced high frequency noise. None of these metrology grade

lasers however allows any further lengthening of the DEHoI code (e.g. to N = 2047)

to suppress DRS without first incurring tracking limitations. Therefore with the 15 km

interferometers, the lowest level of broadband DRS resides at 0.07 Hz/
√
Hz, close to our

experimental noise floor.

Finally, we consider the last parameter on which DRS noise floor is dependent, the

interferometer armlength difference L. Figure 5.5 plots the estimated broadband DRS

noise floor as a function of interferometer length L, for three different code lengths (trace

(b)-(d)) at fchip = 41.7 MHz. As the next noise source below DRS at high Fourier

frequencies is the thermo-dynamic limit, its estimate at 300 Hz is also plotted in trace (a)

as a function of L.

We see that for all three code lengths, broadband DRS noise is dominated by code-coherent

effects (∆ϕerr2 and ∆ϕerr3) with a weak dependence on L. As L increases, the noise level

is slightly enhanced with the onset of every additional code wrap, resulting in ripples in

trace (b) - (d). When L is shortened to less than half of the physical code length Lcode,

however, code-coherent DRS is eliminated. This results in a sharp drop of total DRS noise

down to the background level of code-incoherent effect, crossing the thermo-dynamic limit

in the process. As fibre thermo-dynamic noise cannot be mitigated, there is little to be

gained from further suppression of DRS beyond that limit. The intersections between

DRS and thermo-dynamic (orange dots) therefore represent the theoretical optimal fibre

lengths for broadband sensitivity for each code length.

Apparently, our current interferometer length of L = 15 km resides high above these

predicted optimal lengths. However, this does not immediately conclude that short

interferometers are beneficial. For one, Eqn. 5.3 predicts thermo-mechanical noise to

scale as 1/
√
L. As we are already thermo-mechanical noise limited between 400 mHz -

2 Hz, the stability in this region will further degrade as L decreases. This presents an

explicit trade-off between low and high frequency performance, with longer L favouring

low frequency stability and shorter L reducing high frequency DRS noise.

Additionally, the aforementioned tracking errors could still occur with a short

interferometer and undermine DRS noise reduction. We now explore this in detail and

show that, regardless of L, experimental sensitivity at the thermo-dynamic limit (orange

dots in Fig. 5.5) may not be achievable in this current architecture.
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Current operation points

code-incoherent DRS

code wrap
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Figure 5.5: Analytical predictions for the optimum interferometer length that achieves best high-

frequency sensitivity. Broadband DRS noise estimates at 41.7 MHz DEHoI chip frequency are

plotted against fibre length for 9, 10 and 11 bit codes in trace (b) - (d). Modelled level for thermo-

dynamic noise at 300 Hz is also plotted over the same range in trace (a). When fibre length

reduces to eliminate code-wrapping, DRS noise levels drop sharply and cross over thermo-dynamic

noise estimate, revealing an optimum fibre length (orange dots) for each code length. Our current

operation points are highlighted in black crosses, at 15 km and 9 bit for the Koheras lasers and 10

bit for Orbits Lightwave.
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5.3 DEHoI Phase Tracking Limitations

At the core of DEHoI phase tracking is the code update rate fcode, also referred to

as the DEHoI readout bandwidth. Dynamics beyond fcode are filtered before phase

reconstruction could occur, and this results in discrepancy between the DEHoI readout

phase and the original interferometric phase. Figure 5.6 conceptually visualises this

process. We see that the full interferometer response (blue) is incompletely tracked, with

information beyond fcode (shaded area) lost. The amount of tracking error arising from

this depends on the position of fcode relative to the interferometer response, and the input

dynamics from the laser.
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Figure 5.6: Conceptual illustration of tracking error formation. First, input laser frequency

noise is transformed into interferometric phase according to the transfer function plotted in blue.

This phase signal contains fast dynamics beyond the code refresh rate, which is lost in the code

averaging filter and converted into tracking error (shaded red region). Higher code update rate

is therefore favourable to reduce tracking noise, and a minimum fcode = FSR is required in this

experiment to prevent cycle slips (top right grey arrow). This forms a trade-off with code-coherent

DRS elimination, which requires a maximum fcode ≤ FSR/2 (top left grey arrow).

The position of fcode on the interferometer transfer function determines the ratio between

tracked and untracked dynamics. Intuitively, the resultant relative error decreases as fcode
is increased and integration time shortened. In our 15 km experiment, we have observed

a minimum fcode ≥ FSR to prevent cycle slipping, and a consistent drop of broadband

tracking error with increasing fcode, particularly at multiples of the FSR (fcode = m×FSR).

For shorter interferometers, fcode must increase to maintain the same proportion of

untracked dynamics and consequently the same tracking error. In the meantime, effective

DRS suppression requires code wrapping to be eliminated, fcode ≤ FSR/2. These two

considerations push fcode in opposite directions and form an explicit trade-off for the
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broadband noise floor, illustrated by the grey arrows in Fig. 5.6. Regardless of L, one

noise source always prevails and prevents any further improvement of the experimental

sensitivity.

In this respect, the use of DEHoI in a long armlength mismatched interferometer appears

to be a double edged sword. Without DEHoI code gating, all DRS events are coherent

and interfere with both metrology fields, resulting in a significantly higher overall noise

floor. With DEHoI, the integration time required to achieve DRS suppression reduces

the ability to reliably track high frequency dynamics within the system, resulting in

non-linear readout errors and again broadband noise.

We now consider the second variable that determines the amount of tracking error, input

laser frequency noise. Here, we are especially concerned with high-speed laser dynamics

beyond fcode, as this is the proportion that directly contributes to tracking noise. Low-

speed frequency drift on the other hand should not impose any tracking limitation as long

as the dynamic range requirement is met. Therefore in selecting the most suitable laser

for this experiment, their high-frequency profiles outweigh the low-frequency performance.

To illustrate this, in Fig. 5.7, we provide a comparison between three metrology lasers

that were available to this experiment. The solid lines on the left represent experimental

measurements of their respective frequency noise, and dashed lines at high frequencies

are noise estimates extrapolated from the laser specification where available. We note

that the FFR measurements on the left include the combined transfer functions from the

interferometer, code integration and downsampling filters. This results in a gradual roll-

off towards the interferometer FSR (13.7 kHz), fcode (nominally 40.7 kHz or 81.5 kHz)

and the sampling Nyquist frequency (4 kHz). The specification traces carry no transfer

functions and therefore can appear slightly disconnected with experimental measurements.

Comparing the three lasers, the best long-term stability is achieved by the Koheras X15

laser [203], while the E15 [204] has the highest drift at roughly 50 MHz peak-to-peak over

half a day. This equates to a dynamic range requirement of approximately 3650 cycles,

which is well within the system design described in Section 3.5.1.

At the high frequency end, both Koheras lasers experience a spectral hump in the kiloHertz

regime. The X15 in particular transitions to a white noise floor above ∼10 kHz, leading to

increased tracking difficulty. In comparison, the Orbits Lightwave laser [205] switches to

a 1/f−1/2 type roll-off at 2 kHz, resulting in substantially lower noise towards and beyond

the code frequency. This difference can also be observed experimentally. Using the same

chip frequency, we are able to extend the code length by a factor of 2 (N = 1023) when

using the Orbits laser, whereas for both Koheras lasers, maximum code length remains at

N = 511 to avoid cycle slips.

Following this thought process, a potential solution to the tracking versus DRS dilemma

is to use a non-planar ring oscillator (NPRO) laser [206]. The structural design of NPROs

allows them to have a typical frequency noise spectrum of 10 kHz/
√
Hz/f [207, 208],

plotted in the dashed green line in Fig. 5.7. This 1/f dependence allows us to trade low-

frequency drift for high frequency stability, which is highly beneficial provided dynamic

range requirement is met. We can see from Fig. 5.7 that at 1 kHz, the NPRO exceeds
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Koheras E15
Orbits Lightwave

Koheras X15

minimum fcode

NPRO
FFR measurements
Speci�cation

Figure 5.7: Input laser frequency noise beyond the code update rate is the second variable

to determine DEHoI tracking noise. In this plot we compare the spectral performance of three

metrology lasers: Orbits Lightwave (blue), Koheras E15 (yellow) and Koheras X15 (red). Solid

traces represent experimental measurements of laser frequency noise, while dashed lines are

extrapolated from specification documents or models. Amongst the metrology lasers, the Orbits

exhibits the lowest high frequency noise, in agreement with our experimental observation of lower

tracking error. We further compare this with the expected performance of a NPRO laser at 1064

nm, which has the potential to further ease the minimum fcode to maintain tracking capability.

the stability of all three metrology lasers tested in this experiment. The main advantage

however is seen at even higher frequencies above fcode, where the NPRO’s performance

becomes at least an order of magnitude better. This allows the reduction of untracked

laser dynamics, and therefore the reduction of tracking error, by directly reducing the

input laser noise. In doing so we remove the need to increase fcode, and avoid improving

tracking at the cost of worsening DRS.

It is worth noting that the 10 kHz/
√
Hz/f performance discussed here applies only to

NPRO lasers using a Nd:YAG osillator at 1064 nm, and a similar architecture is not

available for our current experimental wavelength of 1550 nm. Transitioning to this type

of optical source therefore requires major experimental reconfiguration and remains future

work.
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5.4 Additive Noise

We now consider and calculate additive noise sources in our system, including noise

contributions from the analogue front end electronics prior to ADC digitisation, and shot

noise and dark noise from the photo-detector. We note here that the use of RT DEHoI

readout modifies the noise level of these additive sources, and we quantify this modification

via a discriminant calculation. The exact mechanism for their propagation and coupling

in a DEHoI system remains under investigation and outside the scope of this thesis.

5.4.1 ADC Front End Noise

ADC front end noise arises from the analogue electronics of the ADC module, as opposed

to quantisation noise which occurs during the digitisation process. The amount of ADC

front end noise in our phase readout can be quantified by setting up an electronic bypass

test, as illustrated in Fig. 5.8. We synthesised a null DEHoI interferometic signal on the

FPGA by first delaying the modulation code by the respective optical transit time of the

two arms. These two digitally simulated interferometer arms were then differentiated and

used to generate the photo-detector output. The resultant signal was output via the DAC

and looped back to the ADC and subsequently the demodulation signal processing chain.

An analogue electronic attenuator was used to reduce to our nominal ADC input voltage

of 800 mV. The output of the demodulation signal processing chain, using a standard RT

architecture, was recorded for analysis.

QPSK

Equivalent
15 km delay

Z -n

cos(  )
DAC Out

ADC In
RT DEHoI Demod

To Host and 
post-processing

ϕ

FPGA

Electronic Passthrough

1 Vpp

80
0 

m
Vp

p

Figure 5.8: Illustration of the ADC noise measurement process. On the FPGA, a QPSK code

was delayed by the number of clock cycles corresponding to the interferometer delay. This was

subsequently subtracted from a prompt code copy representing the short optical path. The

resultant phase difference was wrapped in a cosine function, producing a synthesised DEHoI signal.

This signal was routed through the electronic converters of the IO module and attenuated to our

nominal input voltage of 800 mV. Once re-digitised, we followed the same demodulation process

as used for optical signals. The resultant phase measurement characterises the amount of ADC

front end noise in our experiment.

The measurement was conducted at our nominal chip frequency of 41.7 MHz, code length

of 1023 elements and decimated sample rate of 8 kHz. The resultant phase spectral density
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is shown in Fig. 5.9, showing a flat high-frequency ADC noise floor of 5.5×10−7 rad/
√
Hz.

This converts to an equivalent frequency spectral density of 1.2× 10−3 Hz/
√
Hz for a 15

km armlength mismatched interferometer, and 1.7× 10−3 Hz/
√
Hz when considering the

incoherent subtraction of two interferometers.

5.5 × 10-7

Phase Readout

Figure 5.9: Phase spectral density of ADC front end noise, measured through RT DEHoI readout

at nominal input voltage and DI parameters. Above 1 Hz, the noise floor resides at 5.5 × 10−7

rad/
√
Hz.

Additive Noise Discriminant

To determine the coupling coefficient for additive noise, from its raw form into our readout

phase noise, we compare the result above with a separate measurement of raw ADC input

voltage fluctuation. This measurement was made over a time window of ∼0.13 ms at the

ADC sample rate of 250 MHz, with the duration limited by the memory buffer size at

that measurement speed. The tested ADC channel was terminated, and the recording was

converted into voltage spectral density shown in Fig. 5.10.

From Fig. 5.10, we observe a flat noise spectrum of 9 nV/
√
Hz above 10 MHz Fourier

frequency and a gradual roll-up towards lower frequencies. In RT DEHoI demodulation,

both I and Q quadratures receive an equal amount of voltage error directly from the ADC

input. However, the low-frequency (below fchip) dynamics of Fig. 5.10 are commonly

inherited by the two quadratures and thus become highly suppressed in the phase output.

Dynamics faster than fchip, conversely, can be considered uncorrelated and couple into the

final phase readout. At our nominal chip frequency of fchip = 41.7 MHz, the raw ADC

voltage noise of concern is represented by the shaded area above, at 9 nV/
√
Hz.

We can now define a discriminant to describe the coupling of raw voltage fluctuation into

RT DEHoI phase readout error:

S̃ϕ = Discriminant (fchip, N)×
S̃V

[
V/

√
Hz
]

A [V]

[
rad/

√
Hz
]

(5.33)
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9 × 10-9

fchip

Uncorrelated 
I and Q

Terminated ADC Input

Figure 5.10: Input voltage spectral density of the NI 5782 ADC, measured at 250 MHz with

the ADC channel terminated. The shaded area represents uncorrelated additive noise received by

I and Q in demodulation. This occurs at Fourier frequencies higher than the DI chip frequency

and contributes to phase error in the readout. The raw voltage noise in this frequency regime is

measured to be 9 nV/
√
Hz.

where S̃V is the voltage spectral density of the additive noise observed at ADC input, A is

the amplitude of the DEHoI signal and is equal to the ADC input voltage Vin when only

one signal is present (i.e. not multiplexing), and the discriminant is a unitless coefficient

dependent on specific DI parameters. Calculating for our experiment where fchip = 41.7

MHz, N = 1023, S̃V = 9 nV/
√
Hz, A = Vin = 800 mV and S̃ϕ = 5.5× 10−7 rad/

√
Hz, the

discriminant value is:

Discriminant (41.7 MHz, 1023) = 48.89 (5.34)

5.4.2 Shot Noise

Also referred to as photon-counting error, shot noise is the dominate quantum-mechanical

noise in an interferometer [209]. It arises from uncertainties in the number of photons

absorbed by the photo-detector, generating a white, photo-current spectral noise of [210]:

S̃Ishot =
√
2eρPdet

[
A/

√
Hz
]

(5.35)

where e is the elementary charge, ρ the photo-detector responsitivity (ρ ≈ 1 A/W at

1550 nm), and Pdet the total incident optical power. The current spectral density S̃Ishot

can be converted into voltage spectral density via the transimpedance gain TG of the

photo-detector:

S̃Vshot
= S̃Ishot × TG

[
V/

√
Hz
]

(5.36)

For the Insight BPD-1 photo-detector [211] used in this experiment, its transimpedance

gain can be calculated from the RF output conversion gain by:

RF Conversion Gain = TG × ρ = 5000 [V/W] (5.37)
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Combining the above equations and substituting in Pdet = 60 µW, which represents the

combined optical power on both ports of the balanced detector, the raw shot noise voltage

spectral density incident on the ADC is:

S̃Vshot
= 2.19× 10−8

[
V/

√
Hz
]

(5.38)

Converting this into readout phase noise via the above derived discriminant:

S̃ϕshot
= Discriminant (41.7 MHz, 1023)× S̃Vshot

A
= 1.34× 10−6

[
rad/

√
Hz
]

(5.39)

Equation 5.39 can then be calibrated into frequency spectral density, with an additional

factor of
√
2 representing the incoherent subtraction of two interferometers. This gives

the final shot noise estimate for our system:

S̃νshot =

√
2 c

2πnL
S̃ϕshot

= 4.1× 10−3
[
Hz/

√
Hz
]

(5.40)

5.4.3 Dark Noise

Dark noise is another broadband noise source relating to the output voltage fluctuation of

the photo-detector. Unlike shot noise, its value is independent of incident optical power

and present in the absence of illumination. Manufacturers typically characterise this noise

source by the amount of optical power required to reach unity with the dark noise floor, the

noise equivalent power (NEP). The Insight detector’s NEP in low-gain mode is specified

as [211]:

NEP = 5× 10−12
[
W/

√
Hz
]

(5.41)

which is converted into voltage spectral density via the RF conversion gain:

S̃Vdark
= NEP× RF Conversion Gain = 2.5× 10−8

[
V/

√
Hz
]

(5.42)

Using the same DI discriminant, the resultant phase error spectral density is:

S̃ϕdark
= Discriminant (41.7 MHz, 1023)× S̃Vdark

A
= 1.53× 10−6

[
rad/

√
Hz
]

(5.43)

which is similarly calibrated into two-interferometer frequency noise floor:

S̃νdark =

√
2 c

2πnL
S̃ϕdark

= 4.7× 10−3
[
Hz/

√
Hz
]

(5.44)
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5.5 Total System Noise Budget

Combining the modelling and measurements of previous sections, we can now summarise

the total system noise budget below in Fig. 5.11. We see that the experimental noise

floor (trace a) is limited by DRS noise (d) above 70 Hz and thermo-mechanical noise (b)

between 0.4 - 2 Hz. This, in combination with temperature and mechanical investigations

discussed in previous chapters, allows complete identification of noise limitations in all

Fourier regimes.
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Figure 5.11: Total noise budget of our experiment. (a) experimental noise floor given by the

FSR subtraction of the two interferometers. (b) modelled thermo-mechanical noise, which limits

the experimental sensitivity over the 400 mHz - 2 Hz Fourier frequency band. (c) thermo-dynamic

noise intercepts thermo-mechanical noise at approximately 150 Hz and is not a current limitation.

(d) modelled DRS noise level, currently limiting the experiment at all frequencies beyond 70 Hz.

(e) measured frequency equivalent noise from the front-end electronics of the ADC module. (f)

estimated photo-detector shot noise in the current system, using RT DEHoI readout. (g) estimated

photo-detector dark noise for the current system using the same readout parameters.

Although not a current limitation, the modelling and evaluation of thermo-dynamic noise

(trace c) provides an important tool for the design and optimisation of future systems.

Specifically, the relationship between thermo-dynamic and DRS noise will inform the

optimal fibre length difference, while the numerical value of thermo-dynamic noise will

set the ultimate limit for broadband noise floor and the trade-off optimisation.

Lastly, additive noise sources (trace e - g) form the lower end of the noise budget and do

not currently impose any limitation. However, as these noise sources scale proportionally

to 1/L, as opposed to the 1/
√
L dependence of thermo-dynamic noise, their collective

contribution could surpass that of thermo-dynamic noise in a system with shorter coil

length.
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Chapter 6

Conclusion and Outlook

In this thesis, we have developed a passive, all optical fibre frequency reference. Using two

near-identical interferometers, we achieved a state-of-the-art relative frequency stability

of 0.1 Hz/
√
Hz above 70 Hz Fourier frequency, limited by broadband DRS noise. In other

Fourier regimes, the system performance was limited by mechanical resonances between 4

- 70 Hz, thermo-mechanical noise between 0.4 - 2 Hz, and temperature fluctuations below

0.4 Hz, all of which were modelled or measured in previous chapters. The experimental

characterisation was further completed by an examination of other non-limiting noise

sources, including polarisation drift, residual laser frequency noise, thermo-dynamic noise

and additive noise.

6.1 Summary of Isolation Chambers and System Mechanics

The thermal stability of the isolation chambers were characterised in Chapter 4.3.

Using a circuit analogy, we computed the thermal time constant of these chambers

and experimentally verified it with a three-month temperature measurement. From

this measurement, we found a 14% difference between the time constant of the two

chambers. The difference was in agreement with our previous finding of high temperature

independence between the two interferometers, which was characterised via a three-

reference measurement including an optical frequency comb in Chapter 4.2.

In Chapter 4.4, we measured the seismic profile of the laboratory building and the optical

table. Most mechanical resonances seen in our experimental noise floor were attributable

to the building and table, with the exception of one higher-frequency feature identified as

an interferometer resonance. To surpass these mechanical limitations, a future system will

need to incorporate vibration control strategies. One simple, proven solution is to curate

the entire fibre interferometer in an epoxy resin of similar thermal property [212, 213].

6.2 Fibre Thermal Noise Summary

In Chapter 5.1, we applied Duan’s thermal noise model [214, 191, 11] to our fibre frequency

reference, and demonstrated a thermo-mechanical noise limited sensitivity between 0.4 - 2

Hz. This was the first experimental observation of fibre thermal noise in a long armlength
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interferometer which, in combination with observations at shorter lengths [11, 111, 190,

192, 215], formed complete verification for Duan’s theory.

Building on Duan’s work, we also numerically evaluated the thermo-dynamic noise level

for our system, which was the second dominating broadband noise source below DRS.

The thermo-dynamic model, along with that of DRS, were then combined to inform the

optimal interferometer length to achieve the highest broadband stability.

6.3 DRS Summary

In Chapter 5.2, we developed a comprehensive model to predict noise contributions from

Rayleigh scattering in a digitally-enhanced, transmissive fibre interferometer. Numerical

evaluation of this model produced a broadband DRS noise estimate of 0.1 Hz/
√
Hz at

our DEHoI parameters, in agreement with the experimentally observed noise floor above

70 Hz. Although we focussed on characterising DRS with DEHoI implementation, this

model is also applicable to general fibre interferometry by modifying the scattering length

of consideration.

The range gating property of DEHoI in this experiment provided significant DRS

suppression, which would otherwise contribute a broadband noise floor on the order of 2

Hz/
√
Hz for our interferometer length 1. However, the averaging time required to achieve

this suppression resulted in limitations in the readout speed and consequently the ability to

track fast laser dynamics. This formed an explicit broadband trade-off between DRS and

DEHoI tracking noise, discussed in Section 5.3. For a future fibre reference, this trade-

off is expected to remain, and optimisation of high-frequency performance will involve

navigating these two parameters. The DRS model developed in this work will therefore

contribute half of the solution, while more work is required to quantitatively estimate

tracking noise.

6.4 Towards a Future FFR - the 1 µm Transition

The work in this thesis has demonstrated a fibre frequency reference with state-of-the-

art sensitivity and investigated all limiting noise sources. With these technologies and

scientific insight, we believe the system is now ready to transition to the 1064 nm optical

wavelength and align with current and future space applications [216, 217, 218, 219]. The

popularity of 1064 nm is explained by the availability of NPRO lasers using a Nd:YAG

oscillator. These offer superior stability at high Fourier frequencies with a 1/f type

noise roll-off. For us, a NPRO laser will emit less frequency fluctuation at high Fourier

frequencies, potentially easing the tracking challenge and its trade-off with DRS.

We now consider system noise level changes as a result of the wavelength transition. First,

DRS noise level is dependent on the scattering coefficient [220] and propagation loss [221],

both of which increase at 1064 nm. Although a higher scattering coefficient would appear

to induce more noise, its effect is in fact offset by the higher attenuation. As we propagate

1Calculated from S̃ϕerr4 in Eqn. 5.27 without the suppression factor.
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these new coefficients through our DRS model, we arrive at an estimated noise floor of

0.05 Hz/
√
Hz for a 15 km interferometer operating at the same DEHoI parameters (fchip =

41.7 MHz and N = 1023).

Second, both types of thermal noise are inversely proportional to the optical wavelength,

and will therefore increase by a factor of ∼1.46 at 1064 nm. This will likely broaden the

thermo-mechanical limited region, with the exact range dependent on temperature and

mechanical stability. Further, thermo-dynamic noise will rise closer to the DRS limit, at

0.027 Hz/
√
Hz at 200 Hz, potentially offering a probe opportunity if DRS noise could be

lowered.

The forecast noise budget for a future FFR is summarised below in Tab. 6.1. We estimate

the system to have an increased frequency band to characterise thermo-mechanical noise,

up to 40 Hz. The broadband improvement will come from lowered DRS noise at 1064 nm,

while improved laser stability will reduce DEHoI tracking limitation and potentially allow

probing of thermo-dynamic noise.

Noise Source Value (Hz/
√
Hz)

L = 15 km Thermo-mechanical 0.32/
√
f

λ = 1064 nm DRS/tracking optimisation 0.05
Cross-over frequency 40 Hz

Thermo-dynamic 0.027 Hz/
√
Hz at 200 Hz

Table 6.1: Estimated noise budget for a future FFR system operating at 1064 nm with an

armlength difference of 15 km.
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Appendix A

Oversampled Signal Generation

To utilise the full DAC output rate of 1 GSps, we use oversampled signal generation on the

FPGA, and present eight phase-offset samples every clock cycle. This allows the FPGA

program to run at a slower rate of 125 MHz for greater timing and resource efficiency.

The block diagram of our signal generation is shown in Fig. A.1. On the top left, a phase

accumulator (shaded blue) steps the phase value each clock cycle. The accumulator is set

to wrap upon data overflow. The input value to this accumulator can be calibrated to the

generated signal frequency (fsig) via the following equation:

fsig = Phase Step Value× fclock × 2−n (A.1)

where n is the bit depth of the accumulator, and fclock is the FPGA clock frequency.

DAC Out

AO N-3
AO N-2
AO N-1
AO N

AO N-7
AO N-6
AO N-5
AO N-4
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Z -1
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Figure A.1: Generation of the DAC signal for this experiment. A phase accumulator (shaded

blue) creates a linear phase ramp, wrapping over the bit depth of the ramp which corresponds to

a modulo 2π (1 cycle) phase. Eight copies of the output ramp are generated, each carrying 1/8

extra phase advance than the previous. These samples are then modulated by a calibrated QPSK

signal and sent into their respective LUTs. The final data points are presented to the DAC and

output sequentially at 8 times the FPGA clock frequency.

The oversampling is achieved by tapping off half (purple), quarter (yellow) and eighth

(green) of the input phase step and adding them to the accumulated output. Each row

is offset from the previous one by 1/8 of a cycle, labelled as 1 to 1 7/8 in Fig. A.1.

We then add in QPSK phase modulation (blue), which is scaled to the input bit depth

97



98 Oversampled Signal Generation

of the ensuing look-up tables (LUTs) such that the spacing between each QPSK level

corresponds to π/2. These modulated, oversampled phase values are then fed into their

respective LUTs and passed onto the DAC.

As the AOM we use in this experiment has a rise time of 10 ns corresponding to a maximum

modulation frequency of 100 MHz [222], there is no improvement from oversampling the

QPSK generation. We therefore use the same QPSK value for all 8 samples generated

per clock cycle. However, when moving towards an EOM based system with faster DI

modulation, oversampled codes will become beneficial. For m-sequences, this can be

done by performing XOR operation on the current tap combination as well as N future

combinations, where N is the oversampling factor. Following this, the LFSR is advanced

by N bits and prepared for the next clock cycle with N new outputs. Oversampled

m-sequences have been demonstrated in several DI applications requiring high ranging

precision [223, 224].



Appendix B

NI 5782R Configurations

This appendix documents two specific CLIP configurations for the NI 5782R adapter

module, clock synchronisation and single DAC operation. These settings are achieved

through an initialisation sequence on the Host program, shown in Fig. B.1. Upon opening

a reference to the FPGA program, the Host performs standard status checks and waits

till command line is idle, before moving on to the CLIP configurations.

SPI Idle

Commit

SPI Read SPI Write

FPGA target
reference

IO Module Present

IO Module Power Enabled
IO Module IO Enabled

IO Module Power Good

IO Module Status Check

IO Module\User Command Idle

Wait for idle

Clock Settings:
3 = All clocks synchronise to backplane
64 = Full speed with anti-aliasing filter

IO Module\User Command
IO Module\User Data 1
IO Module\User Data 0

IO Module\AO Data Sync

0
64

3
F

Wait for SPI idle
DAC5682Z

Access register CONFIG2

IO Module\SPI Device
IO Module\SPI Address2

1x

SPI Idle

10111111b Disable Bit 6 (dual_DAC)

IO Module\SPI Device
IO Module\SPI Address2

1x

SPI Idle SPI Read SPI Write

Access register CONFIG1

IO Module\SPI Device
IO Module\SPI Address1

1x

SPI Idle

11101111b Disable Bit 4 (fir_ena)

IO Module\SPI Device
IO Module\SPI Address1

1x

IO Module\AO Data SyncT

To Rest of VI

(a)

(b)

(c)

1 GSps
DAC
Only

Figure B.1: Initialisation protocol for the NI 5782R adapter module. After initial status checks,

the system proceeds to define (a) clock synchronisation options and DAC behaviour. For single

DAC operation maximising available bandwidth, two additional configurations are required: (b)

disable output from the second DAC; (c) disable the interpolating FIR filter.

B.1 Clock synchronisation

In the clock setting block of Fig. B.1(a), we load option “3” to “User Data 0” [225]. This

allows the internal voltage-controlled oscillator (VCO) of the IO module to lock to the

PXI CLK10 10 MHz system reference clock, distributed across the PXIe-1092 chassis and
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accessed through the backplane of the PXIe-7975R FPGA [157, 226, 227]. This clock is

subsequently distributed to the ADC and DAC parts of the IO module.

The reason for using the chassis synchronisation clock, instead of the internal reference

of the IO module, is twofold. First, the chassis clock is stabilised to an OCXO (Oven

Controlled Crystal Oscillator) with higher stability, at±80 ppb compared to±1 ppm of the

TCXO (Temperature Compensated Crystal Oscillator) onboard the IO module [157, 226].

Second, for simultaneous operation with multiple transceiver cards, as demonstrated in

Chapter 4.2, the chassis clock becomes a universal reference to which the full system is

synchronised.

B.2 1 GSps DAC

To maximise DAC bandwidth, most of this experiment uses single DAC operation at

1 GSps output rate, with polarisation readout measurements being the only exception

as they required both independent DAC outputs. The additional bandwidth contains

more spectral information of DI modulation, producing cleaner QPSK codes with sharper

transitions and reduced oscillation. This also reduces the difference between the analogue-

filtered modulation code and the ideal digital demodulation code, and leads to lowered

demodulation error and subsequent noise floor.

The NI 5782R contains a Serial Peripheral Interface (SPI) engine that interfaces with the

DAC, allowing the FPGA access to all registers that define the DAC’s operating modes.

As the DAC defaults to dual channel mode with 2× interpolation, we change the two

corresponding taps, dual DAC and fir ena as per the register map given in [228]. This

process is illustrated in Fig. B.1(b) and (c). Upon selecting the DAC device number and

interested register address, the target tap is disabled via an AND operation with that bit

set to false. The change is then pushed using the SPI Write command.

For dual DAC operation, block (b) and (c) are removed from the initialisation sequence,

and DAC behaviour is directly set by the “User Data 1” command shown in block (a).

Here, option “64” splits the full 1 GSps throughput rate across two DAC channels and

enables anti-aliasing filters to reduce imaging around the Nyquist frequency [225].
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S Sakata, L Sancho de la Jordana, V Sandberg, V Sannibale, L Santamaŕıa, S Saraf,
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T. W. Hänsch. Direct Link between Microwave and Optical Frequencies with a 300

THz Femtosecond Laser Comb. Physical Review Letters, 84(22):5102–5105, May

2000.

[80] A. I. Ferguson, J. N. Eckstein, and T. W. Hänsch. A subpicosecond dye laser directly
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