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A B S T R A C T

The number of research and development (R&D) projects underway has increased substantially in recent years,
which derives from the recognition of the importance of these projects for the future success of the University
of Minho and its scientific partners, not only from a financial perspective but also innovation and search for
knowledge.

Any Higher Education Institution (HEI) needs a solid management base for many areas that are part of and
complete its global organization, such as the area related to R&D projects. A large part of the financial man-
agement carried out by the University of Minho is intrinsically linked to project management, whose budgets are
often in the thousands of euros.

The data used by the most diverse entities and support centers at the University of Minho are available to those
responsible for them in an unintuitive and dispersed way. This dispersion, besides making access to information
very difficult, does not sympathize with the organization that a higher education unit needs.

Therefore, getting detailed and reliable information is the key to success, both for researchers, who are directly
responsible, and for the regulatory bodies that are implanted in the university. Thus, it was proposed to create
a Data Visualization (DV) platform based on project execution data sources from the Financial and Patrimonial
Services Unit (USFP) of the University of Minho to provide an organized and coherent data visualization platform,
according to the needs of its stakeholders.

With the creation of this platform, through an Intelligent Data Analysis System, using a temporal and detailed
observation of the data, it is possible to draw conclusions about the investments made in research projects
that have occurred until now and to help in future investment decisions crucial to the healthy functioning of the
educational institution. Thus, this analysis seeks not only to improve the financial management of the area in
question but also to understand the extent to which the use of Machine Learning techniques can be useful in
analyzing data related to the financial execution of R&D projects.

Furthermore, an area that is highly related to research projects, and cannot be ignored, is scientific production.
The dissemination of scientific knowledge is an essential part of the research work carried out in any area, so
this topic was also studied and introduced within the scope of this dissertation.

Keywords: Project Management, R&D Projects, Data Visualization, Business Intelligence, Intelligent Data
Analysis, Machine Learning, Scientific Production
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R E S U M O

O número de projetos de investigação e desenvolvimento (I&D) em execução tem vindo a aumentar substan-
cialmente nos últimos anos, o que deriva do reconhecimento da importância destes projetos para o sucesso
futuro da Universidade do Minho e seus parceiros científicos, não só numa perspetiva financeira, mas também
de inovação e procura pelo conhecimento.

Qualquer instituição de ensino superior necessita de uma base sólida de gestão para todos os tipos de áreas
que fazem parte e completam a sua organização global, como é o caso da área relacionada com os projetos de
I&D. Uma grande parte da gestão financeira realizada pela Universidade do Minho está intrinsecamente ligada
à gestão de projetos, cujos orçamentos rondam, muitas vezes, os milhares de euros.

Os dados utilizados pelas mais diversas entidades e centros de apoio da Universidade do Minho encontram-
se à disposição dos responsáveis das mesmas de uma forma pouco intuitiva e dispersa. Esta dispersão, para
além de dificultar bastante o acesso à informação, não se compadece com a organização que uma unidade de
ensino superior necessita.

Neste sentido, a obtenção de informação detalhada e fidedigna é a chave do sucesso, tanto para os in-
vestigadores, responsáveis diretos, como para as entidades reguladoras que se encontram implementadas na
universidade. Assim, foi proposta a criação de uma plataforma de visualização de dados a partir de fontes de
dados de execução de projetos provenientes da Unidade de Serviços Financeiro e Patrimonial (USFP) da Uni-
versidade do Minho com o intuito de fornecer uma plataforma de visualização de dados organizada e coerente,
conforme as necessidades dos seus stakeholders.

Com a criação desta plataforma, através de um sistema de Análise Inteligente de Dados, isto é, fazendo
uso de uma observação temporal e detalhada dos dados, é possível retirar conclusões sobre os investimentos
feitos nos projetos de investigação ocorridos até à data e ajudar nas futuras decisões de investimento cruciais
ao funcionamento saudável da instituição de ensino. Assim, com esta análise procura-se, não só melhorar a
gestão financeira da área em questão, mas também perceber até que ponto a utilização de técnicas de Machine
Learning pode ser útil na análise de dados relativos à execução financeira de projetos de I&D.

Para além disso, uma área que está altamente relacionada com os projetos de investigação, não podendo
ficar alheia à mesma, é a produção científica. A disseminação de conhecimento científico é uma parte essencial
do trabalho de investigação levado a cabo em qualquer área, pelo que é extremamente importante que também
este tema seja estudado e introduzido no âmbito desta dissertação.

Palavras-Chave: Gestão de Projetos, Projetos de I&D, Data Visualization, Business Intelligence, Análise
Inteligente de Dados, Machine Learning, Produção Científica
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1

I N T R O D U C T I O N

"Every new beginning comes from some other
beginning’s end."

— Seneca

The evolution of information technology and the continuous need to adapt to the environment in which it
operates are determining factors in the way which organizations progress and their businesses develop. The
information system is an intrinsic element to any organization, made up of professionals, procedures, computer
applications, data, equipment, among other fundamental constituents that guarantee its correct use and inno-
vation. Nowadays, all information systems have migrated to a technological aspect, leaving aside the most
rudimentary methods, such as the filing rooms where thousands of paper files were stored. Thus, an institution’s
information system, such as a university, needs to ensure continuous support and a well-structured organization.

In Higher Education Institutions, a significant part of the information system is linked to the management of
research and development (R&D) projects, where the data of hundreds of executed and in execution projects are
stored, representing a large amount of national and host institution investment.

The financial management of R&D projects cannot be neglected, so the correct storage of data in information
systems is not enough to obtain good levels of financial execution, since this management is carried out by
personnel outside the Financial and Patrimonial Services Unit (USFP) of the University of Minho. This unit deals
with the financial management the university, which includes the financial management of R&D projects. Project
managers, researchers, and other regulatory bodies must have quick and easy access to the data of the projects
they intend to manage, as well as a simple mechanism to understand them.

The data used by the various regulatory entities and management centers at the UMinho are available to those
responsible for them in an unintuitive, dispersed and, consequently, poorly organized manner. This dispersion,
besides making access to information very difficult, is not compatible with the data organization that a higher
education unit needs to have.

Given this need, it was proposed to develop a Data Visualization (DV) platform in order to provide an organized
and coherent data visualization, according to the needs of its stakeholders, in other words, interested parties in
the scope of project management and its monitoring.

1
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This platform works with 4 different levels of responsibility. Each level has access to a certain kind of informa-
tion, according to the position’s in the hierarchy. Thus, it is important to understand what information we must
show at each level, as well as what knowledge is, in fact, useful knowledge to support the investment decision.

As already mentioned, nowadays, we live in a highly changed community and very dependent on technologies,
in particular, on Artificial Intelligence (AI). This recent innovation brings us more and more chances to improve
and facilitate the work done in our daily lives, being already widely used in areas such as medicine. For this
reason, it is also very promising and interesting to study its influence in this field. So, this dissertation also focuses
on the possibility of performing, correctly and coherently, better financial management of the R&D projects, using
AI techniques.

Finally, the evolution and analysis of the scientific production produced to support research projects have also
become very relevant, since these are two closely related areas. Thus, we intend, above all, to analyze the
relationship between the financial execution of the University of Minho’s projects and the scientific production
produced by its researchers.

1.1 M O T I VAT I O N

Nowadays, more important than having information is knowing how to analyze it and, a posteriori, understand it.
For this reason, the available data must be aggregated and made available in the most direct way possible, for
example, with graphs illustrating the aggregation of information, making its visualization easier and aesthetically
appealing. This aggregation represents a powerful advantage in the statistical understanding of the data since
without it a perspective of the surrounding environment is lost. With an adequate presentation and logistical
aggregation, we achieve a good analysis and understanding of the data, essential to the success of the organiza-
tion/institution. Institutions capable of providing their managers and regulators with data visualization platforms,
such as the one suggested in this dissertation, tend to substantially increase their financial performance since
the organization of information also becomes more careful and accurate.

Besides this development focusing on the area of project management and web development to better repro-
duce its monetary life cycle and thus provide an opportunity to improve the organization and understanding of
these data, the artificial intelligence area also has an important role in monitoring these investments. In order
to maximize the correct investment in the various projects in execution, it becomes very relevant to study their
evolution over time, as well as what factors can be decisive for their success. Thus, we can apply Machine
Learning techniques that allow us to forecast project expenditures and even, from there, study the probability of
the project to have or not a positive financial execution rate.

Finally, the analysis of the scientific production is also a major focus of this dissertation, since the opportu-
nity arises to relate the financial execution of research and development projects with the dissemination and
production of scientific knowledge.

Reduce the time used on manual data aggregation by people responsible for project management, with many
different and tools; minimize the time spent on its indirect analysis; increase the productivity of the management
team; using Machine Learning techniques as a way of forecasting and supporting investment decisions; and the
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analysis of the relationship between the project’s financial execution and their scientific production, are the main
reasons for the development of this dissertation.

1.2 O B J E C T I V E S

This dissertation has as main objective the development of a DV platform with project execution data sources from
the Financial and Patrimonial Services Unit of the University of Minho in order to build a system for visualization,
maintenance, and analysis of data related to the financial execution of R&D projects at the University of Minho.
We can summarize the principal objectives of this dissertation in the following guidelines:

• Research on Project Management and its financial execution;

• Research on success factors in the execution of R&D projects;

• Survey of requirements for the development of a data visualization platform;

• Development of an organized data visualization platform that allows an intuitive data understanding;

• Assist project management in investment decisions:

– Study the financial evolution of projects;

– Make expenses and costs forecasts to better manage financial investment overtime.

• Scientific production analysis:

– Research on the relationship between the financial execution of R&D projects and the quantity and
quality of the scientific production;

– Study the scientific production made by UMinho;

– Study the scientific production in Portugal.

• Answer the questions:

– Can we predict future financial difficulties in R&D projects using ML techniques?

– What are the advantages of using data visualization platforms?

– Is there any relationship between the quantity and quality of scientific production and the financial
execution of R&D?
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1.3 R E S E A R C H H Y P O T H E S I S

The introduction of a new tool in a person’s daily life can be quite time-consuming. There are countless reasons
for this aversion, such as the need to adapt to it, the different design, among others. To combat the possible
reasons for disagreement in the use of new platforms it is important to know, first of all, the needs of its users
and reconcile this with a visually appealing and easy to use graphic interface.

Besides, it is equally important that the platform is an asset, that is, that it brings something to users that it
would be much more costly to do otherwise or that it could not do at all. In the case of this dissertation, this
added value is found in three distinct areas:

• Data aggregation: Users currently have a large amount of data dispersed. Several users have developed
some data aggregation techniques in order to facilitate their own work, however, they suffer from some
limitations:

1. the time spent in its aggregation is abysmal, leading users to invest part of their time outside of work
in this solution, both in its development and in the resolution of any errors;

2. it is done using standard tools and they are not prepared to present the results of this aggregation
cohesively, contrary to what is expected with a web application.

With the development of a DV platform, this concern disappears. The data will be aggregated automati-
cally, coming directly from the source, obtaining a much lower probability of error.

• Understanding the data: Although those who deal with the data have great knowledge about the subject,
understanding the data is often not so trivial. This factor is aggravated by the dispersion of the data. Thus,
with the aforementioned aggregation of data and subsequent visualization of these data in a more prone
environment, with greater visual and statistical organization, the understanding of results by users will be
greatly facilitated.

• Forecasting financial characteristics: While data aggregation and visualization can be considered a
simpler activity, the attempt to forecast the future is not so seen. In this way, this dissertation also intends
to provide results about possible financial features of R&D projects, thus becoming an enormous asset in
the financial management of projects.

Our research hypothesis are: (1) if we use Machine Learning techniques, we can predict future financial
characteristics in R&D projects; and (2) the use of data visualization platforms is a huge advantage for its users.
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1.4 M E T H O D O L O G Y A P P R O A C H

Once this preamble has been made, the case study of the University of Minho is used as a research strategy,
according to a partnership with the Rectory of the University.1

The need to develop a system capable of responding to the difficulties of all those involved in the financial
management of R&D projects led to the creation of this partnership through a research grant with an open call
made available to carry out work in the Pro-Rectory for Research and Projects.

Today, the University of Minho (UMinho) is undoubtedly a university of research. That can be seen in the
position the university occupies in the most important international rankings, such as the Leiden Ranking, which is
the main bibliometric ranking associated with scientific research. Other important rankings in which the University
of Minho is well-positioned are the Times Higher Education (THE) ranking, both in their global ranking and in the
THE ranking of universities under-50 years old.

There has also been a clear increase in scientific publications and other diverse scientific outputs coming from
the University of Minho throughout the years. UMinho’s researchers are considered to be highly cited, with a big
number of citations and h-indexes in their scientific areas.

UMinho is one of the Portuguese HEIs with the highest success rate in winning large European projects and
it is the only university in the country coordinating projects in all the fields of the European Commission’s (EC)
Widening programme.

In 2018, UMinho had 25 258 611C of European funding, 5 808 480C of Internacional funding, 122 713 451C
of National funding from PT2020 and 7 404 111C of other National funding, making a total funding of 161 184
653C from the different Organic Units of UMinho, as University of Minho (2018) reported.

1.5 D O C U M E N T S T R U C T U R E

This document was structured into six chapters, organized as follow:

1. Introduction
The first chapter begins with a brief description of the problem and an introduction to the main concepts of
the thesis theme. An explanation about the motivation behind this work is also given, as well as the main
objectives, the methodology approach and the document structure.

2. Related Work
This chapter presents a short disclosure about some related work that was already done, in order to
serve as a basis for the work developed. Here are described some solutions similar to the proposal for
this dissertation. It also describes the background of this dissertation, that is, the explanation of how the
theme of this thesis arose and the higher education entity that hosted this investigation.

3. State of the Art
The state of the Art chapter is mainly related to project management, R&D projects, machine learning

1 Supported by University of Minho through a research grant - PRT-FV-001/2020.
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techniques and scientific production analysis worldwide. It’s explained how some techniques are used
nowadays and what can we do with them to improve the financial execution of projects, supporting the
theme of this dissertation.

4. Development
After all the necessary literature review, we proceed to the presentation of all the work developed. This
chapter detailedly explains how the work was developed and what themes were explored to get satisfac-
tory conclusions.

5. Conclusions and Future Work
The last chapter of this dissertation summarizes the work that has been done and the main conclusions
to be drawn from it, as well as what can be improved. The limitations found throughout the research, the
future work that can be done and the scientific publications carried out in support of this dissertation are
also mentioned.
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R E L AT E D W O R K

“How can we prepare for the future if we won’t
acknowledge the past?”

— N.K. Jemisin

This chapter aims to demonstrate work related to the topic in question. Despite this being a very broad topic
and with numerous applications, this chapter focuses on studying Business Intelligence systems already in place
and describing their comprehensive use.

2.1 B U S I N E S S I N T E L L I G E N C E S Y S T E M S

According to Zulkefli et al. (2015), decision-making is a critical issue in every organization to achieve business
performance indicator goals and improve business processes. Therefore, appropriate data plays a crucial role in
effective decision-making.

An increase in the number of data in Higher Education Institutions (HEI) leads to an increase in the complexity
of its management and handling. Each institution has several sectors that, in turn, have very important data
for the performance of the university. Thus, a Business Intelligence (BI) tool can help in the organization and
management of data.

Using BI tools has grown immensely since most organizations have numerous data and information that are
random, dispersed, and unrelated. Bentley (2017) defined Business Intelligence as a set of techniques and tools
for the acquisition and transformation of raw data into meaningful information for business analysis purposes.
The main goal of BI is to allow easy interpretation of large volumes of data. Usually uses reports, analytics,
business performance management, among others.

Thus, according to Primak’s work Primak (2008), BI tools bring some advantages to institutions, such as:

• software cost reduction;

• reduced administration and support costs;

• cost reduction in project evaluation;

• cost reduction with training for employees;

7
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• greater control and less incorrect data;

• greater information security;

• ease of access control and definition of management levels;

• better user management;

• greater efficiency in obtaining information for decision-making;

• consistent information across multiple dispersed locations.

However, Primak (2008) also lists some difficulties when implementing BI systems:

• dispersed and often inconsistent operational data;

• deficiency in the operating systems used by organizations, which often do not store useful data for future
decision-making;

• need for a good relationship between the business area and the technological team;

• obtaining information from several external sources is done in a way that may not be favorable, that is, it
does not compensate in terms of cost-benefit;

• the treatment and storage of data is a process that must be well planned, since it is complex, so capable
professionals are needed to guarantee the success of this stage;

• implementation of a BI system is not cheap.

2.2 B U S I N E S S I N T E L L I G E N C E I N T H E A C A D E M I C E N V I R O N M E N T

There are numerous possible applications for Decision Support, Data Visualization and Business Intelligence
systems, but these have been increasingly adopted in the academic/higher education environment. In higher
education, BI is a very promising solution for adding much-needed efficiency at the operational level - Guster
and Brown (2012). In fact, Dell’Aquila et al. (2008) claimed that the management of a University is as critical as
the management of a big business company since the factors affecting a great University’s management are the
same as those involved in the business processes. Authors like Guster and Brown (2012) even defend that the
problem is often even more difficult when it is applied to higher education, particularly if the institution is public.
Most institutions have an extensive amount of data and, given the current economic environment, it is absolutely
necessary to run the institution more efficiently.

Universities are organizations with an important social responsibility since it’s in them that a large part of the
knowledge that supports the economic development of any society is generated and transmitted - Dixson et al.
(2015). They can use these systems for various purposes, even having several systems for various sectors, but,
in general, the objective is to obtain data and turn it into useful information for decision-makers, such as Drake
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and Walz (2018) affirmed. There are still some systems created by companies whose objective is exactly the
same, however, each educational institution has its own internal organization, and it is often not possible to use
pre-designed systems. Thus, there is a great need for each educational institution to have its own systems, in
order to obtain the necessary flexibility and functionality.

Several countries and institutions have already implemented systems that aim to respond to their needs. For
example, Mansmann and Scholl (2007) created a Decision Support System (DSS) for Managing Educational
Capacity, i.e., for assessing educational capacity and planning its distribution and utilization; Feghali et al. (2011)
developed a web-based Decision Support Tool for Academic Advising for the American University of Beirut; in
Thailand, Kleesuwan et al. (2010) developed a BI tool to manage Thailand’s Higher Educational Resources; and
even a DSS for forecasting student’s grades making use of machine learning techniques were implemented by
Kotsiantis (2012).

Although there are some implementations of these systems in the scope of Research and Development (R&D)
projects such as Khatibi et al. (2017), there is a lack of information about systems implemented in higher educa-
tion institutions in this area. The same happens concerning the financial management of these projects in the
university context, that is, although there is research in financial management using DSS like EDDIE-Automation,
explained in Tsang et al. (2004), research with a focus on financial data from R&D projects in universities is
scarce. This lack can be easily explained by the sensitivity and privacy of the processed data, which does not
mean that other universities (mainly Portuguese) have not already developed identical platforms. However, since
there is a failure to obtain more examples, we consider the creation of a DV platform for the financial management
of research projects quite innovative and fundamental to the success of a higher education institution.

2.3 B A C K G R O U N D

Founded in 1973, the University of Minho (UMinho) is renowned for its competence and quality in several fields.
UMinho has 32 Research Units and 75% of those were recognized with the three highest ratings in the

International Research Unit Evaluation Programme, conducted by the National Science Foundation (FCT). In fact,
as we can see in the image below, UMinho has been improving itself in the field of research, being nowadays a
research university, committed to the value chain of knowledge, namely: Research, Development, and Innovation,
as stated in University of Minho (2018). In this chart, the scientific performance evolution of the University of
Minho (2009 - 2021) in the Research Rank made by SCImago Institutions Rankings is represented.
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Figure 1: Volume, impact and quality of the UMinho’s research output

To achieve these levels of success, an exemplary organization is essential. Many factors influence the suc-
cess of projects, but one of the most frequently mentioned by authors like Cooke-Davies (2002); Goldstein and
Kearney (2020); Mahmood et al. (2014); Nagesh and Thomas (2015) is research funding.

A project may contribute substantially to the economic welfare of a country, but if the implementing
institution lacks the funds to finance it, project implementation will suffer – Belli (1999).

That said, we can say that an educational institution must have a great deal of control over its finances so the
financial execution of the projects to be carried out successfully.

Organic Unit Research Center

Institute of Arts
and Humanities

Centre for Humanistic Studies (CEHUM)

Centre for Ethics, Politics and Society (CEPS)

Institute of
Education

Research Centre on Education (CIEd)

Research Centre on Child Studies (CIEC)

Institute of
Social Sciences

Communication and Society Research Centre (CECS)

Centre of Studies on Geography and Spacial Planning (CEGOT)

Interdisciplinary Centre of Social Sciences (CICS)

Centre for Research in Anthropology (CRIA)

Landscape, Heritage and Territory Laboratory (Lab2PT)

Research Institute
I3B’s

3B’s Research Group (3B’s)

Continued on next page
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Table 1 – Continued from previous page
Organic Unit Research Center

School of
Architecture

Landscape, Heritage and Territory Laboratory (Lab2PT)

School of Economics
and Management

Research Centre in Political Science (CICP)

Centre for Research on Economics and Management (NIPE)

School of
Engineering

Mechanical Engineering and Resource
Sustainability Centre (MetRICs)

Algoritmi Centre (CAlg)

Centre of Textile and Science Technology (2C2T)

Centre of Biological Engineering (CEB)

Centre for Territory, Environment and Construction (CTAC)

Institute for Polymers and Composites (IPC)

Institute for Sustainability and Innovation in
Structural Engineering (ISISE)

High-Assurance Software Laboratory (HASLab)

Centre for Microelectromechanical Systems (CMEMS)

School of
Law

Research Centre for Justice and Governance (JusGov)

School of
Medicine

Life and Health Sciences Research Institute (ICVS)

School of
Nursing

Health Sciences Research Unit: Nursing (ESE/UICISA)

School of
Psychology

Psychology Research Centre (CIPsi)

School of
Sciences

Centre of Plant Functional Biology (CBFP)

Centre of Molecular and Environmental Biology (CBMA)

Continued on next page
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Table 1 – Continued from previous page
Organic Unit Research Center

Centre of Earth Sciences (CCT)

Centre of Physics (CFUM)

Centre of Mathematics (CMAT)

Centre of Chemistry (CQUM)

Laboratory for Instrumentation and Experimental
Particle Physics (LIP)

Table 1: Organic units and research centers of University of Minho
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S TAT E O F T H E A R T

"Any knowledge that doesn’t lead to new
questions quickly dies out."

— Wislawa Szymborska

In order to explore in more detail other areas that are related, in some way, to the financial execution of R&D
projects and what benefits they can bring, some literature has been studied. In other words, this research aims
to better understand the projects and their management, as well as their relationship with other areas. Thus,
this chapter focuses largely on the technological enrichment derived from the development of the platform. The
use of ML techniques to make predictions, the process of knowledge discovery, and the relationship between
research projects and scientific production were the most discussed topics, as they are crucial for the correct
progress in the development and exploration of the case of study.

3.1 R E S E A R C H A N D D E V E L O P M E N T P R O J E C T S

An R&D Project integrates several activities that are related to innovation and are directed towards the develop-
ment of new products or applied research, which may eventually enable the future development of a product.

According to the PMBOK Guide PMI (2008) a project can be defined as a temporary endeavor undertaken
to create a unique project service or result. However, it is also important to realize that Project Management
is a different thing, since it is defined by the Association for Project Management [Murray-Webster and Dalcher
(2019)] as the application of processes, methods, skills, knowledge and experience to achieve specific project
objectives according to the project acceptance criteria within agreed parameters.

According to Sugandhavanija et al. (2011), universities play a very important role in the development of technol-
ogy and the knowledge base that underpins the process of economic growth, both in developed and developing
countries. Futhermore, as Closs et al. (2012) stated, a great effort is needed between universities, the govern-
ment and companies to provide an adequate scientific environment and apt for the development and innovation
of knowledge dissemination.

The area of research, of its projects and management is a very vast area and, consequently, complex when
it comes to measuring its performance. This performance is difficult to measure because it is associated with

13
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great uncertainty and risk and, for this reason, the research related to the success factors of project management
has been growing considerably, as mentioned by Barnes et al. (2006). Therefore, it is essential that the entities
where the research projects take place know their success factors, so they implement projects capable of being
successful.

3.1.1 Factors of Success

Firtsly, project success is not the same as project management success. The latter is commonly measured by
the management of the following constraints: budget, time and target/objective; project success depends on its
outcome, impact and the satisfaction of its stakeholders. Also, studies shows that the project success or failure
depends on the project management process.

There are many studies such as Mahmood et al. (2014); Cooke-Davies (2002); Saito and Lezana (2015);
Nagesh and Thomas (2015) that aim to determine the success factors of the projects and their management,
since this is a topic of interest since the early 1960s.

Despite the need to continue studying this topic and the existence of numerous success factors that differ
from project to project, there are some factors that we can consider "essential", since they appear many times
in the studies carried out. The management and monitoring of projects, the availability of resources and their
adequacy, the management of human resources and the budgeting/financial support are some of the most
frequently listed. All these factors are closely linked to financial management, which is why we reiterate the
importance of developing a platform capable of managing research projects.

Figure 2: Factors that Influence R&D Project Outcome
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3.1.2 Project Life Cycle

The Project Life Cycle is characterized by Ward and Chapman (1995) as a convenient way of conceiving the
generic structure of projects over time. Since these are associated with uncertainty, organizations that perform
projects tend to divide each project into several phases in order to improve its management and monitoring.
Regardless of their genesis, projects go through a very similar life cycle from the beginning to the end, character-
ized by identical work phases. The set of these phases is known as the life cycle of a project, as claimed in PMI
(2008).

For this work, we admit five phases for the project life cycle: Initiation, Planning, Execution, Monitoring and
Controlling and Closure. Each of the phases is characterized by the completion and approval of one or more
deliveries, related to final or intermediate outputs.

Figure 3: Project Life Cycle

1. Initiation Phase: characterized by the beginning of the project, definition of its specifications, establish-
ment of objectives, formation of project teams and the assignment of the main responsibilities;

2. Planning Phase: characterized by an increase in the level of activity/intensity and the development of
plans to determine the implications of the project, its scheduling, the key tasks, its costumers, level of
quality and the budget;

3. Execution Phase: characterized by a high level of activity due to the production of result;

4. Monitoring & Controlling Phase: monitoring and control of previously defined parameters, such as time,
cost and specification measures defined by stakeholders;

5. Closure Phase: delivery of the project’s product to the customer, redistribution of project resources and
the revision after its completion.
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3.1.3 R&D at Portugal

Álvarez Bornstein and Bordons (2021) stated that research is an important driver of social and economic devel-
opment of countries, therefore every year, a lot of money is spent on research and development through various
funding agencies. This investment is made to provide the best possible working conditions (such as technical
and human resources) to achieve positive and promising results. In 2019, Portugal invested 2.991.864,1 thou-
sand euros in R&D, the highest value ever, such as described in PORDATA (2021); OECD (2021). This value
corresponds to 1.40% of GDP, but the highest value of GDP was 1.58% reached in 2009 as shown in figure
4. Besides, the amount corresponding to expenses in higher education is 1.210.653,0 thousand euros, which is
also the highest amount of expenditure on R&D for this sector. This leads us to believe that research has come to
be valued and occupies, more and more, an important place in the researchers’ lives and scientific advancement
of the world.

R&D investments are not made on the expectation of immediate payoffs but rather on the expecta-
tions of creating future investment opportunities that will be profitable – Herath and Park (1999).

In Portugal, the Higher Education sector includes all universities, higher institutes, polytechnic institutes, and
other post-secondary education institutions, regardless of the source of their financial resources and legal status.
It also includes all institutions that operate under the direct control of or are managed by higher education estab-
lishments. Still according to PORDATA (2021), the sector also includes private non-profit institutions controlled
and largely funded by Higher Education.

Figure 4: Evolution of Gross domestic spending on R&D: comparison between the OECD total and
Portugal for the years 1981 - 2019. Image taken from OECD (2021).

The Organisation for Economic Co-operation and Development OECD (2021) defined Gross Domestic Spend-
ing on R&D as the total expenditure (current and capital) on R&D carried out by all resident companies, research
institutes, university and government laboratories, etc., in a country. It includes R&D funded from abroad, but
excludes domestic funds for R&D performed outside the domestic economy.
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3.2 K N O W L E D G E D I S C O V E R Y M E T H O D O L O G I E S

As already mentioned, this dissertation is also related to the acquisition of knowledge in order to extract useful
information for users. This extraction is now more than ever essential to the development of the industry, which
is increasingly dependent on information technology and, consequently, information computerization. Nowadays
any Small and Medium-sized Enterprise (SME) or even any worker needs to organize their data easily and
intuitively, often going through the storage of data in large databases. However, the evolution of this sector leads
us to the need to draw conclusions from these data: knowledge extraction.

Discovery (or extraction) of knowledge in large datasets is made possible thanks to the so-called Knowledge
Discovery (KD) methods (also known as Data Mining methods). There are several methods of achieving this
goal, all of which are based on Artificial Intelligence. As such, this dissertation presents the three best known
methods for discovery knowledge from data in the following subchapters.

Still, before explaining each of these methods, it is important to realize the growing use that these methods
have been achieving. As such, based on the research work of Rogalewicz and Sika (2016) and Chawla (2005),
we can affirm that at the beginning of the 21st century, the KD Methods are increasingly used because of the
following reasons:

• The number of datasets and their size have been increasing a lot, so the computational resources need
to accompany this growth. The only problem lies in discovering useful knowledge in these sets.

• Human beings are not able to process large amounts of data like this in a manual and fast way. Thus,
automatic ways of extracting knowledge (such as KD methods) are essential.

• KD methods help in decision making (e.g.: prepating prognoses and dectection of frauds)

• KD methodologies don’t require performing very expensive experiments since they are based o already
gathered data.

• KD methodologies allow obtaining knowledge from datasets that are noisy, contain missing values or
correlated variables. These sets aren’t dealt well by the traditional data analysis methodologies.

• These methods can be applied to a wide spectrum of problems.

• The increase in literature about the theme is notable and presents successful implementation of KD meth-
ods. Also, dedicated methods were created to realize the knowledge extraction process, presenting step
by step ways of conduct.

However, as with everything, there are also disadvantages/limitations in these methods:

• Ensuring the security of data stored in databases can be a problem, as can extracting knowledge from
them.
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• Knowledge extraction can be used for the wrong reasons (such as against safety of a company, a country
or its citizens).

• The incorrect use of KD methods can lead to wrong results, which means inadequate conclusions and
decisions made based on them.

• Implementation of a well-functioning system, which systematically utilizes the Knowledge Discovery meth-
ods, requires the application of large resources (maintenance and updating of databases, hiring specialists
for knowledge extraction, ...), and not every company is capable of doing it.

• Users may have wrong expectations about using these methods. For example, they may expect that these
methods will replace their conclusions drawing and decision making.

3.2.1 Knowledge Discovery in Databases

Knowledge Discovery in Databases (KDD), coined in 1989, is a broad area that integrates concepts and methods
from several disciplines, trying to make sense of data and extract useful knowledge from them. It is the process
of extracting hidden knowledge from databases. Research work in this field has been done by some researchers
like Ioannis Kavakiotis and Ruhul Sarker in Kavakiotis et al. (2017); Sarker et al. (2000). In consonance with their
work, it is considered to be a multistep iterative process composed of the following five steps: (1) data selection,
(2) preprocessing, (3) transformation, (4) data mining and (5) interpretation, as we can observe in figure 5.

A generally accepted definition is given by Usama Fayyad in Fayyad et al. (1996a) in which KDD is defined
as the nontrivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in
data.

According to this definition and David Taniar and Usama Fayyad’s work Taniar (2008); Fayyad et al. (1996b),
we can withdraw some assumptions:

1. Data is a set of facts that is somehow accessible in electronic form;

2. The term pattern indicate an expression in some language describing a subset of the data or a model
applicable to that subset;

⇒ Patterns have to be valid (i.e., they should be true on new data with some degree of certainty);

⇒ We want patterns to be novel (at least to the system, and preferably to the user);

⇒ A novel pattern is not previously known or trivially true ;

⇒ The potential usefulness of patterns refers to the possibility that they lead to an action providing a
benefit;

⇒ Extracting a pattern also designates fitting a model to data, finding structure from data, or in general
any high-level description of a set of data;

⇒ Patterns should be understandable, if not immediately then after some post-processing;
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⇒ A pattern is understandable if it is interpretable by a human user;

3. The term process implies that KDD is comprised of many steps, which involve data preparation, search
for patterns, knowledge evaluation, and refinement, all repeated in multiple iterations;

4. Nontrivial means that some search or inference is involved, i.e., it is not a straightforward computation of
predefined quantities like computing the average value of a set of numbers.

However, it is still necessary to understand the various steps that make up the KDD Process, especially be-
cause there are different views of what should be the steps for KDD. While Fayyad et al. (1996a) identify nine
steps, Sarker et al. (2000) identify thirteen and many other researchers have identified others. Although, the uni-
versally accepted steps are five and meet Fayyad’s definition. They are just less detailed, encompassing more
phases in fewer steps.

Figure 5: KDD process model according to Fayyad et al.

• Data Selection
Consists on creating a target data set, or focusing on a subset of variables or data samples, on which
discovery is to be performed.

Much of the available data nowadays may be redundant and therefore, it hinders the knowledge extraction
as well as making it more time and resource consuming. After an initial study, suitable and unsuitable data
should be identified. Therefore, in order to ease the upcoming KDD phases, it is very important to select
the potentially useful data.

• Preprocessing
This stage consists on the target data cleaning and preprocessing in order to obtain consistent data.

Nowadays, datasets are prone to suffer from noise, outliers, missing values, and inconsistencies due
to their big size and their probable origin from multiple and heterogeneous sources. Not only do these
data quality issues compromise knowledge extraction algorithms’ performance, but they also may have a
negative impact on decision-making processes.

Different methods are applied to ensure quality of the data and prepare the data for a subsequent analysis
such as the removal of noise if appropriate, deciding on strategies for handling missing data fields, and so
on.
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• Transformation
Transformation of the data into a form which data mining algorithms can work with and improve their
performance.

Data transformation means reflecting the logical relations between the tables into a single table that con-
tains all the information needed for the mining process. Many of the mining algorithms do not work on
multiple-tables and therefore we need somehow to combine the tables into one.

• Data Mining
Searching for patterns of interest in a particular representational form or a set of such representations,
depending on the data mining objective.

The user’s role in this phase consists of selecting the suitable algorithm and fine-tuning it with the appro-
priate parameters. Furthermore, as each algorithm’s performance may vary depending on the input data,
the user expertise and even intuition at times also play a role in this phase. This phase is explained in
3.2.1.

• Interpretation/Evaluation
It’s the final phase where the results, patterns and models derived are used to support decision-making
processes.

This step can also involve visualization of the extracted patterns/models or visualization of the data given
the extracted models.

The KDD process can involve significant iteration and may contain loops between any two of the mentioned
steps, as demonstrated in 5. The necessity of having such a flexible process arises from the wide range of
methods and parameter selections that can be applied in each step.

Additionally, the KDD process must be preceded by the development of an understanding of the application
domain, the relevant prior knowledge and the goals of the end-user. It also must be continued by the knowledge
consolidation by incorporating this knowledge into the system, conforming to Fayyad et al. (1996b).

We can distinguish two types of knowledge discovery goals: (1) Verification, where the system is limited to
verifying the user’s hypothesis; and (2) Discovery, where the system autonomously finds new patterns.

Data Mining

The most important step within the process of KDD is Data Mining (DM). Data Mining consists of applying
data analysis and discovery algorithms that, under acceptable computational efficiency limitations, produce a
particular enumeration of patterns over the data.

The terms Data Mining and Knowledge Discovery in Databases have been used interchangeably in practice,
and the literature therefore creates some confusion, making it difficult to pinpoint each of the concepts. However,
strictly speaking, and in agreement with Sarker et al. (2000), KDD refers to the overall process of deriving useful
knowledge from data, while DM refers to a specific step in that process.
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Most DM algorithms can be viewed as compositions of a few basic techniques and principles. In particular,
as Sarker and Fayyad in Sarker et al. (2000); Fayyad et al. (1996a) reported, there are three primary components:

• Model Representation: Model representation is the language used to describe discoverable patterns. It
determines both the flexibility of the model in representing the data and the interpretability of the model in
human terms;

• Model Evaluation Criteria: Model evaluation criteria determine how well a particular model and its pa-
rameters meet the goals of the KDD process;

• Search Method: Consists of two components: parameter search and model search.

In parameter search, the algorithm searches for the parameter set for a fixed model representation that
optimizes the model evaluation criteria based on the observed data. The model search takes place as a
loop using the parameter search method: the model representation is changed so that a family of models
is considered. For each specific model representation, the parameter search method is instantiated in
order to evaluate the quality of that particular model.

3.2.2 Cross Industry Standard Process for Data Mining

Cross Industry Standard Process for Data Mining (CRISP-DM) is a comprehensive knowledge discovery method-
ology and process model that provides anyone from novices to data mining experts with a complete blueprint for
conducting a data mining project. It breaks down the process of KD into six different phases shown in figure 6.
Pete Chapman in Chapman et al. (2000) explains all these phases:

1. Business understanding: What does the business need?
This phase focuses on understanding the goal and the requirements of the project from a business per-
spective. In other words, uncovers important factors including success criteria, business and data mining
objectives and requirements as well as business terminologies and technical terms. This understanding
will then be transformed into a definition of data mining problems to create a project plan and achieving
the goals.

2. Data understanding: What data do we have/need? Is it clean?
This phase starts with an initial data collection and then proceed with activities that enable you to be-
come familiar with the data, identify data quality problems, discover first insights into the data and detect
interesting subsets.

3. Data preparation: How do we organize the data for modeling?
Once the data collected, it is necessary to prepare them to construct the final dataset. Data preparation
tasks are likely to be performed multiple times and not in any specific order. These may include many
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tasks records, table and attributes selection as well as cleaning and transformation of data (e.g.: cleaning
data from noise).

4. Modeling: What modeling techniques should we apply?
In this phase, various modeling techniques are selected and applied to the project and parameters get
calibrated for the models to get the optimal value. Typically, there are several techniques for the same DM
problem type and some of these techniques have specific requirements on the form of data. Therefore,
going back to the data preparation phase is often necessary.

5. Evaluation: Which model best meets the business objectives?
At this stage in the project, you have created a model (or models) that appears to have high quality
from a data analysis perspective. Before the model can be deployed and implemented, the work must
be evaluated to ensure that the results meet the business requirements. The steps taken to produce
the result are thoroughly reviewed and evaluated. The main objective is to determine if there is some
important business issue that has not been sufficiently considered.

At the end of this phase, a decision on the data mining results should be reached.

6. Deployment: How do stakeholders access the results?
In this phase, the final model is deployed. This focuses on organizing, reporting and presenting the
knowledge gained when needed. Depending on the requirements, the deployment phase can be as
simple as creating a report or as complex as implementing a repeatable data mining process across the
enterprise. In many cases, it is the customer, not the data analyst, who carries out the deployment steps.
But even if the analyst takes over the deployment, it is important for the customer to understand in advance
which actions have to be carried out in order to actually be able to use the created models. In other words,
it is important to create a deployment plan so that it is clear what actions are required to carry out the
deployment.

As mentioned in Chapman et al. (2000), there are no strict ways of moving between different phases of
the processes, in fact, moving back and forth between them are required. It is the result of each phase that
determines whether you should move on to the next step or repeat with the one above. The outer circle in figure
6 symbolizes the cyclical nature of data mining. Data mining doesn’t end with deploying a solution. Even after a
solution has been deployed, the process continues to create a better version, so the insights gained during the
process and from the deployed solution can trigger new, often more focused, business questions. Subsequent
data mining processes will benefit from the experiences of previous ones.

According to Mariscal et al. (2010), CRISP-DM is considered the standard for developing Data Mining and
Knowledge Discovery projects since 1999.
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Figure 6: CRISP-DM life cycle

3.2.3 Sample, Explore, Modify, Model, Assess Process

SEMMA is an acronym for Sample, Explore, Modify, Assess and it was developed by the SAS Institute. SAS
Institute defines SEMMA as a logical organization of the functional tool set of SAS Enterprise Miner for carrying
out the core tasks of DM.

As Umair Shafique argued in his research Shafique and Qaiser (2014), SEMMA offers and allows understand-
ing, organization, development and maintenance of data mining projects, as well as providing the solutions for
business problems and goals.

The main difference between the original KDD process and SEMMA is that SEMMA is integrated into SAS
tools and it’s unlikely to use SEMMA methodology out of them, while KDD is an open process and can be applied
in very different environments. But, according to Mariscal et al. (2010), these are not the only differences. First,
SEMMA skips the first step of the KDD process (learning the application domain) and proceeds directly to the
sample step. Furthermore, SEMMA doesn’t include an explicit step to use the discovered knowledge, while KDD
includes this after the Interpretation/Evaluation step. These two steps are considered essential to successfully
running a data mining project.
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Figure 7: SEMMA Steps

As its name implies, SEMMA consists of five different steps, explained by Ana Azevedo and Manuel Santos in
their research Azevedo and Santos (2008):

1. Sample
This phase focuses on sampling the data that will be used for modeling by extracting a portion of a large
dataset. This portion must be large enough to contain important information, but small enough to be
edited quickly and easily. This step also includes partitioning of the data to create the training, validation,
and test samples.

This phase is pointed out as being optional.

2. Explore
In this step, the data is explored by searching for unexpected trends and anomalies to gain an understand-
ing of the data and draw conclusions and ideas. As stated by Colleen McCue in McCue (2015), this can
be done with the help of data visualization, but if the visualizations do not show clear trends, statistical
analysis can be used instead.

3. Modify
This step builds on the data exploration (the previous step). It consists in modifying the data by creating,
selecting and transforming the variables to focus the model selection process. This stage may also look
for outliers and the number of variables to be reduced.

4. Model
In this step, the model is starting to be created. According to McCue (2015), it includes the use of machine
learning algorithms to create models of the sample data that can be used to reliably classify unknowns
and/or predict outcomes.

5. Assess
The final step focuses on the evaluation of the reliability and usefulness of findings from the data mining
process and estimates its performance. Therefore, with this evaluation, a decision is made if the model is
useful and reliable.

The movement between the different steps is not strict, so you can go both back and forth throughout the
project and repeat steps several times before you are satisfied with the result. Also, as explained in the devel-
oper documentation - SAS Institute (2006) -, it isn’t mandatory to include all the steps, i.e., you may or may not
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include all of the SEMMA steps in your analysis.

Table 2: CRISP-DM vs. KDD vs. SEMMA: Knowledge Discovery Methodologies Comparison

KD Methodology Pre-Processing Main-Processing Post-Processing

CRISP-DM

Cross-Industry Standard
Process for Data Mining

Business Understanding

Data Understanding

Data Preparation

Model

Evaluation

Deployment

KDD

Knowledge Discovery
in Database

Selection

Pre-Processing

Transformation

Data Mining
Interpretation/

Evaluation

SEMMA

Sample, Explore,
Modify, Model, Assess

Sample

Explore

Modify

Model Assess

3.3 D ATA S C I E N C E

Data Science (DS) is a subject that has aroused growing interest all over the world. Although there is no well-
defined definition, it is the current term for the field of study that combines domain expertise, computer science
and knowledge of mathematics and statistics to extract meaningful insights from data. As Stanton indicated in
his well-known work Stanton (2013), this is an area that is associated to collection, preparation, analysis, visual-
ization, management and preservation of large amount of information.

According to Longbing Cao in Cao (2017), Data Science can be defined by the following formula:

Data Science = (statistics + in f ormatics + computing + communication + sociology +

management) | (data + environment + thinking)

where "|" means "conditional on", i.e., that all the mentioned sciences act on the basis of data, the environment
and the so-called data-to-knowledge-to-wisdom thinking, as explained in Weihs and Ickstadt (2018).



3.3. Data Science 26

Figure 8: Data Science Areas

Data Science is a complex, multifaceted field that can be approached from several points of view such as
ethics, business models, how to deal with big data, data governance, etc. Each point of view becomes a long
and interesting discussion, but the approach adopted in this dissertation focuses on analytical techniques, be-
cause such techniques constitutes the core toolbox of every data scientist. Also, they are the key ingredients in
predicting future events, discovering useful patterns, and probing the world, and, as we will see in this chapter,
these are very important points to explore the world using data.

Data scientists apply machine learning algorithms to numbers, text, images and others to produce AI systems
to perform tasks that ordinarily require human intelligence. In turn, these systems generate insights that analysts
and business users can translate into tangible business value.

The novelty of DS is not rooted in the latest scientific knowledge, but in a disruptive change in our society that
has been caused by the evolution of technology: datification.

M. Lynne Markus, in the research Markus (2017) made with Bentley University, defended that datification, also
called the heart of DS, is basically the process of rendering into data aspects of the world that have never been
quantified before, i.e., the technologies and work practices by which individuals and organizations are sorted
and classified, scored and ranked on various dimensions, prescribed or predicted and manipulated. It is about
taking a process or activity that was previously invisible and turning it into data. That data can then be tracked,
monitored, and optimized, leading to new opportunities — and new challenges.

However, datification is not the only ingredient of the data science revolution. The other is the democratization
of data analysis. Some companies used it to take advantage of datification by using analytical techniques to
develop innovative products and even to take decisions about their business.

Laura Igual, in Igual et al. (2017), argues that, in general, DS allows us to adopt four different strategies to
explore the world using data:
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1. Probing reality: There are some cases where the data represents the response of the world to our
actions. Analyzing these responses can be extremely valuable in making decisions about how we should
proceed. A good example is the use of A/B testing for web development: what is the best button size and
color? The best answer can only be found by probing the world;

2. Pattern discovery: Datified problems can be analyzed automatically to discover useful patterns and
natural clusters that can greatly simplify their solutions. The use of this technique to profile user is a
critical ingredient today in such important fields as programmatic advertising or digital marketing;

3. Predicting future events: Since the dawn of statistics, one of the most important scientific questions
has been how to build robust data models that are capable of predicting future data samples. Predictive
analytics enables decisions to be made in response to future events, not just reactively. Obviously, there
is no way of predicting the future in any environment and there will always be unpredictable events, but
the identification of predictable events represents valuable knowledge. For example, predictive analytics
can be used to optimize the tasks planned for retail store staff during the following week, by analyzing
data such as weather, historic sales, traffic conditions, and so on;

4. Understanding people and the world: This is an objective that at the moment is beyond the scope of
most companies and people, but large corporations and governments are investing considerable sums in
research areas such an understanding natural language, computer vision, psychology and neuroscience.
The scientific understanding of these areas is important for data science, because in order to make optimal
decisions, it is ultimately necessary to know the real processes that determine decisions and behavior of
people.

Traditionally, the data that we had was mostly structured and small in size, which could be analyzed by using
simple BI tools. Unlike data in the traditional systems, today most of the data is unstructured or semi-structured.
This data is generated from different sources. Simple BI tools are not able to process this huge volume and
variety of data. This is why we need more complex and advanced analysis tools and algorithms for processing,
analyzing and extracting acknowledgments.

According to Baier et al. (2005) the greatest challenge for Data Science is finding out what available evidence
are useful for the task.

3.3.1 Statistics

Statistical analysis is the process of generating statistics from stored data and analyzing the results to deduce or
infer meaning about the underlying dataset or the reality it is trying to describe.

Statistics can be defined as the science of data. It includes collecting, classifying, summarizing, organizing, an-
alyzing, and interpreting numerical and categorical information, summed up Darius Singpurwalla in Singpurwalla
(2013).
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Statistics and machine learning play a central role in data science, as explained in van Dyk et al. (2015), and
is defined as the study of the collection, analysis, interpretation, presentation, and organization of data. If we
strictly observe this definition, we realize that it is not far from the definition of Data Science.

Bruce Ratner, in Ratner (2017), developed a study to answer the question: "Are Statistics and Data Science
Different?". Ratner proposed two hypotheses based on 19 perspectives from several important studies in the
area:

H0: Data Science and Statistics are identical (p = p0)
H1: Data Science and Statistics are not identical (p 6= p0)

According to his research, 8 scientists consider that H0 is the most correct hypothesis, while 11 consider that
H1 is the correct hypothesis.

When observing these results, it is not possible to draw a solid conclusion, since these results are due, in
large part, to a gap in the coherence of the definition of the various areas. What we can tell is that the areas
intersect a lot with each other and, therefore, they are fundamental in the existence of each other, promoting a
symbiosis relationship.

According to Weihs and Ickstadt (2018) and other researchers, statistical methods are essential to finding
structure in data and making predictions since they are able to handle many different analytical tasks.

3.3.1.1 Statistics Applications

Statistics is used to solve complex problems so that they can be analyzed, looking for trends and significant
changes in the data. In simple words, statistics can be used to derive meaningful insights from data by perform-
ing mathematical computations on it, as said in Lateef (2020).

Statistical analysis in Data Science may be used to a lot of things, mainly:

• Present key findings revealed by a dataset;

• Summarize information;

• Calculate measures of cohesiveness, relevance or diversity in data;

• Make future predictions based on previously recorded data;

• Test experimental predictions.
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Figure 9: Statistics Applications Worldwide

3.3.1.2 Types of Statistics

According to Darius Singpurwalla in Singpurwalla (2013), there are two types of statistics that are often referred
to when making a statistical decision or working on a statistical problem:

• Descriptive Statistics
Utilizes numerical (e.g.: mean, median, ...) and graphical (e.g.: pie charts, bar charts, ...) methods to
explore data, i.e., to look for patterns in a data set, to summarize the information revealed in a data set,
and to present the information in a convenient form, making possible to make decisions. Igual et al. (2017)
also defends that it helps to simplify large amount of data in a sensible way. In this type of statistics we do
not draw conclusions beyond the data we are analyzing; neither do we reach any conclusions regarding
hypothesis we may make. We do not try to infer characteristics of the population of the data, but claim to
present quantitative descriptions of it in a manageable form. The main goal is to describe a data set.

It is based on two main concepts:

1. a population is a collection of objects, items or units about which information is sought;

2. a sample is a part of the population that is observed.

• Inferential Statistics
Utilizes sample data to make estimates decisions, predictions, or other generalizations about a larger set
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of data (e.g.: z-statistics, t-statistics, ...). Inferential statistics generalizes a large data set and applies
probability to arrive at a conclusion. It allows you to infer parameters of the population based on sample
stats and build models on it. The main goal is to make a conclusion about a population based off of a
sample of data from that population.

However, there is not only one way to address the problem of statistical inference. In fact, there are two
main approaches to statistical inference:

– Frequentist approach: the main assumption is that there is a population, which can be represented
by several parameters, from which can obtain numerous random samples. Population parameters
are fixed but they are not accessible to the observer. Thus, frequentist methods regard the popula-
tion value as a fixed, unvarying (but unknown) quantity, without a probability distribution. The only
way to derive information about these parameters is to take a sample of the population, to com-
pute the parameters of the sample, and to use statistical inference techniques to make probable
propositions regarding population parameters.

– Bayesian approach: bayesian methods are based on the idea that unknown quantities, such as
population means and proportions, have probability distributions. The probability distribution for a
population proportion expresses our prior knowledge or belief about it, before we add the knowledge
which comes from our data. That said, it is based on a consideration that data are fixed, not
the result of a repeatable sampling process, but the parameters describing data can be described
probabilistically.

J. Martin Bland defended in Bland and Altman (1998) that the major difficulty is deciding on the
prior distribution. This is going to influence the conclusions of the study, yet it may be a subjective
synthesis of the available information, so the same data analysed by different investigators could
lead to different conclusions.

Table 3: Descriptive vs Inferential Statistics Elements

Types of Statistics
Descriptive Inferential

1) define the population of interest define the population of interest

2)
select the variables that are going
to be investigated

select the variables that are going
to be investigated

3)
select the tables, graphs,
or numerical summary tools

select a sample of the population units

4) identify patterns in the data run the statistical test on the sample

5)
Generalize the result to your population
and draw conclusions
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3.3.1.3 Types of Data

Conforming to Devin Pickell in Pickell (2019), there are two types of data in statistical analysis:

• Qualitative
Qualitative data is descriptive and conceptual. This data cannot be measured on numerical scale. Instead,
it is categorized based on properties, attributes, labels, and other identifiers;

• Quantitative
Quantitative data can be counted, measured, and expressed using numbers.

3.3.2 Machine Learning

Machine Learning (ML) is a branch of Artificial Intelligence (AI) that focuses on programming computers to learn
from data and seeks to answer the question: "How do you create a computer system that automatically improves
through experience?”.

ML is all about using the right features to build the right models that achieve the right tasks.

Figure 10: The main ingredients of ML

As Peter Flach in his work Flach (2012) argued, in resume, features define a ‘language’ in which we describe
the relevant objects in our domain; a task is an abstract representation of a problem we want to solve regarding
those domain objects; the model is produced as the output of a machine learning algorithm applied to training
data.

Each machine learning problem can be precisely defined, according to Mitchell (2017), as the problem of im-
proving some measure of performance P when executing some task T, through some type of training experience
E. Once the three components 〈T, P, E〉 have been specified fully, the learning problem is well defined.
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3.3.2.1 Machine Learning Lifecycle

As Ritvik Voleti in Voleti (2020) said, Data is equal to Knowledge. Data is the vital "organ" of any ML application,
so that’s where the entire ML life cycle starts. There are many researchers in this field, such as Sean Kandel -
Kandel et al. (2011) -, and Rob Ashmore - Ashmore et al. (2019). According to their research, data management
is represented here as a combination of several data-related steps. This phase is responsible for collecting data
from the various sources, as well as integrating them. This also encompasses data analysis and pre-processing
and the Data Wrangling process, which aims to make the data usable. It is necessary to resort to cleaning and
transform the data in a suitable format to make them more suitable for analysis in the next step. It is one of the
most important steps in the whole process, since without it all the next work may be in vain and the algorithm will
not arrive at a reliable result. This phase produces the training dataset and testing dataset, i.e., the datasets that
are used to train and verify the model, respectively.

The next two phases are related to the model to be used. It starts with choosing the model based on the
nature of the problem and the volume and structure of the training data. A loss function is constructed as a
measure of training error. The purpose of the training being performed is to create a model that minimizes the
error. When the resulting ML model obtains satisfactory results for the context in question, a phase of verification
of the model comes. The key challenge in this phase is to ensure that the trained model works well with new,
previously unseen inputs.

After these phases, we receive the result of the review. If the result is good and contains all the necessary
requirements, the Model Deployment phase begins.

The Model Deployment phase includes activities related to integrating the successfully verified model with
other developed and verified components. The outcome of the Model Deployment stage is a fully-fledged de-
ployed and operating system, as described in Ashmore et al. (2019).

3.3.2.2 Supervised and Unsupervised Learning

Mariette Awad argued in her work Awad and Khanna (2015) that we can classify machine learning systems ac-
cording to the type and amount of human supervision during the training.

1. Supervised Learning
As stated by some authors like Gron (2017); James et al. (2013); Sathya and Abraham (2013), supervised
learning is a learning mechanism that infers the underlying relationship between the input data and a
target variable (a dependent variable or label) that is subject to prediction. It is based on training a data
sample from data source with correct classification already assigned. For each observation of the predictor
measurement(s) xi, i = 1, ..., n there is an associated response measurement yi. The goal is to fit a
model that relates the response to the predictors, with the aim of accurately predicting the response for
future observations (prediction) or better understanding the relationship between the response and the
predictors (inference). So, that said, supervised algorithms use datasets that contain a label y for each
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example x and these algorithms try to correlate the features with a given label by estimating p(y|x), i.e.,
the conditional probability of y given x.

Also, Glenn J. Myatt and Wayne P. Johnson, in their research work Myatt and Johnson (2009), pointed
that the two typical tasks of supervised learning are classification and regression. While in a classifica-
tion problem a model is built to predict a categorical variable (e.g.: filtering spam: classifying emails as
spam or not, leading the model to learn how to classify new emails); a regression problem (also called
estimation, forecasting or prediction) refers to building models that generate an estimation/prediction for a
continuous variable given a set of features (predictors) (e.g.: predicting the sales for a given quarter).

The Random Forest Algorithm and the Linear Regression Algorithm are explained in 3.3.2.3 and
3.3.2.4 as examples of supervised learning.

2. Unsupervised Learning
Based on Aurlien Gron and Gareth James works Gron (2017); James et al. (2013), Unsupervised Learning
means there’s no supervision or guidance and unsupervised algorithms don’t have access to a label.
It’s often thought of as having no correct answers, just acceptable ones. For every observation i =

1, ..., n, we observe a vector of measurements xi but no associated response yi. It is not possible to fit a
linear regression model, since there is no response variable to predict. Thus, these algorithms attempt to
estimate p(x).

Visualization algorithms are a good examples of unsupervised learning algorithms: you feed them a lot
of complex and unlabeled data, and they output a 2D or 3D representation of your data that can easily
be plotted. Another important unsupervised task is anomaly detection. The system is trained with normal
instances, and when it sees a new instance it can tell whether it looks like a normal one or whether it is
likely an anomaly.

Igual et al. (2017) also defends that the problem of unsupervised learning is trying to find hidden structure
in unlabeled data. Since the examples given to the learner are unlabeled, there is no error or reward
signal to evaluate the goodness of a potential solution. This distinguishes unsupervised from supervised
learning.

• Clustering
Clustering is a process of grouping similar objects together, i.e., to partition unlabeled examples into
disjoint subsets of clusters, such that:

– Examples within a cluster are similar;

– Examples in different clusters are different.

3. Reinforcement Learning
Reinforcement learning (RL) methodology involves exploration of an adaptive sequence of actions or
behaviors by an intelligent agent (RL-agent) in a given environment with a motivation to maximize the cu-
mulative reward. In general, this methodology can be viewed as a control-theoretic trial-and-error learning
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paradigm with rewards and punishments associated with a sequence of actions. The RL-agent changes
its policy based on the collective experience and consequent rewards. RL seeks past actions it explored
that resulted in rewards.

RL algorithms are those that learn via reinforcement from criticism that provides information on the quality
of a solution, but not on how to improve it.

James et al. (2013) also defended that variables can be characterized as either quantitative or qualitative (also
known as categorical). We tend to refer to problems with a quantitative response as regression problems, while
those involving a qualitative response are often referred to as classification problems. However, some regression
algorithms can be used for classification as well, and vice versa.

3.3.2.3 Random Forest

There are many learning models in the ML literature. In this dissertation we are going to focus on Random Forest,
based on Igual et al. (2017).

As the name suggests, Random Forest (RF) consists of a large number of individual decision trees that op-
erate as an ensemble, so RF is an ensemble technique. Ensemble techniques rely on combining several base
models in order to produce one optimal predictive model using some aggregation technique, such as majority
voting. These techniques usually have good properties for combating overfitting. The aggregation of models
using a voting technique reduces the variance of the final model. This increases the robustness of the model
and usually achieves a very good performance. The forest mechanism is versatile enough to deal with both su-
pervised classification and regression tasks. A critical issue is that the combination to be successful, the errors
made by the members of the ensemble should be as uncorrelated as possible.

Random Forest Steps
First of all, it is clear that, to make use of the RF algorithm, we want to categorize a sample. For example,

whether a patient has heart disease or not.

1. Create a bootstrapped dataset. To create a bootstrapped dataset that is the same size as the original,
we just randomly select samples from the original dataset.

The important detail is that we are allowed to pick the same sample more than once.

2. Create a Decision Tree using the boostrapped dataset, but only use a random subset of variables (or
columns) at each step. Thus, instead of considering all variables to figure out how to split the root node,
we randomly select a subset.

Basically, each sample of the bootstrapped dataset is going to create various decision trees, depending
on the number of variables we chose.

Using a bootstrapped sample and considering only a subset of the variables at each step results in a wide
variety of trees. The variety is what makes Random Forests more effective than individual decision trees.
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3. Now, our patient data is going to be used. After running the data down all of the trees in the RF, we see
which option received more votes, and draw a conclusion.

Figure 11: As an example, suppose we want to know whether a patient has heart problems or not.
From the mentioned algorithm, the data are run by all the trees that were previously
created and, each one of them gives a result. In the end, the results are aggregated, as
shown in the figure, and the result with the most votes is the "winner". In this case, "Yes"
received the most votes, so we will conclude that this patient has heart disease.

Bootstrapping the data plus using the aggregate to make a decision is called Bagging.

4. Estimate the accuracy of a RF. Typically, about 1
3 of the original data does not end up in the bootstrapped

dataset. This is called the Out-of-Bag dataset.

Since the Out-of-Bag dataset was not used to create our trees in the RF, we can now run it through and
see if it correctly classifies the samples. So, in summary, this dataset is also run by the decision trees of
our RF algorithm and, in the end, the vote takes place to reach a conclusion.

Ultimately, we can measure how accurate our RF is by the proportion of Out-of-Bag samples that were
correctly classified by the RF. The proportion of Out-of-Bag samples that were incorrectly classified is
"Out-of-Bag error".

5. Achieving better results. Now, we can compare the Out-of-Bag error for an RF built using different
variable numbers per step, and we test a bunch of different settings and choose the most accurate RF.
Typically, we start by using the square of the numbers of variables and then try a few settings above and
below that value.

Decision Trees

We can not talk about RF without talk about Decision Trees. A decision tree is one of the most simple
and intuitive techniques in ML, based on the "divide and conquer" paradigm. A decision tree determines the
predictive value based on series of questions and conditions. The basic idea behind them in to partition the
space into patches and to fit a model to a patch. There are two questions in order to implement this solution:

1. How do we partition the space?
There are different strategies for creating decision trees. Most techniques share the axis-orthogonal
hyperplane partition policy, i.e., a threshold in a single feature.
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2. What model shall we use for each patch?
Each patch is given the value of a label (e.g.: the majority label), and all data falling in that part of the
space will be predicted as such.

Figure 12: General Decision Tree

So, decision trees are easy to build, easy to use and easy to interpret, but, quoting Hastie et al. (2001), trees
have one aspect that prevents them from being the ideal tool for predictive learning, namely inaccuracy. They
seldom provide predictive accuracy comparable to the best that can be achieved with the data at hand. In other
words, they work great with the data used to create them, but they are not flexible when it comes to classifying
new samples. RF combine the simplicity of decision trees with flexibility resulting in a vast improvement in
accuracy.

RF technique creates different trees over the same training dataset. The word "random" in Random Forest
referes to the fact that only a subset of features is available to each of the trees in its builfind process. The most
important parameters in this technique are the number of trees in the ensemble and the number of features each
tree is allowed to check.
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3.3.2.4 Linear Regression

Linear Regression (LR) is used when we want to predict the value of a variable (independent variable) based on
the value of another variable (dependent variable). As stated by Su et al. (2012), it provides the simplest model
form to model the regression function as a linear combination of predictors and the models parameters are easily
interpretable.

LR helps to determine if an independent variable does a good job in predicting the dependent variable or
which independent variable plays a significant role in predicting the dependent variable.

According to Wrong (2020), when performing a simple linear regression there are four main components:

• Dependent Variable: target variable that will be estimated and predicted;

• Independent Variable: predictor variable that is used to estimate and predict;

• Slope: angle of the line, denoted as m or β1;

• Intercept: where the function crosses the y-axis, denoted as c or β0.

And the formula can be described as:

y = β0 + β1X + ε

Linear regression finds the line of best fit line through your data by searching for the regression coefficient
(β1) that minimizes the total error (ε) of the model.

3.3.2.5 Machine Learning in Medicine

Machine learning is ubiquitous and essential for solving complex problems in most sciences. Essentially, from an
initial training dataset of features and outcomes, an algorithm learns how the features relate to and are predictive
of the outcomes.

As in other areas, ML techniques have already partially revolutionized medicine and are showing no signs
of slowing down. The advances that have already been made would have been inconceivable without machine
learning to process high-resolution physiological data in real time.

ML excels particularly in identifying patterns in large and noisy data sets, which makes it useful for analyzing
complex biological data. However, machine learning algorithms are very "data hungry" and often require millions
of observations to achieve an acceptable level of performance.

According to Obermeyer and Emanuel (2016), the ability to transform data into knowledge will disrupt at least
three areas of medicine.

First, machine learning will dramatically improve prognosis, in consonance with Rahul C. Deo and Chloe Gui’s
analysis in Deo (2015) and Gui and Chan (2017), respectively.

Prognosis prediction includes approximate outcomes such as a patient’s susceptibility to disease, the like-
lihood of disease recurrence, life expectancy, and response to treatment. The factors involved are complex



3.3. Data Science 38

and a definitive prognosis for many diseases is difficult. Accurate prognosis forecasting is valuable as it helps
healthcare providers make informed decisions about resource allocation and best treatment practices.

Oncology in particular deals intensively with the use of ML methods to predict the prognosis. One review
reported that ML improves cancer prognostic predictions by 15-25%, according to Kourou et al. (2014).

Second, pursuant to Wang and Summers (2012); Gui and Chan (2017), machine learning will replace much
of the work of radiologists and anatomical pathologists.

ML already forms the basis of radiology tools such as image segmentation to isolate areas of interest. However,
increased ML skills can oust physicians from some of their roles. These physicians mainly focus on interpreting
digitized images, which can instead be fed directly into algorithms without any problems. Massive image data
sets combined with recent advances in computer vision will cause rapid increases in performance, and machine
accuracy will soon surpass that of humans.

ML would ease the burden and provide consistent 24-hour service while human radiologists can make mis-
takes in circumstances like night shifts. Besides, physicians of other image-based specialties, such as pathology,
may also perform fewer image analysis tasks as ML algorithms improve.

And third, machine learning will improve diagnostic accuracy. A recent Institute of Medicine (IOM) report -
Monegain (2015) - drew attention to the alarming frequency of diagnostic errors and the lack of interventions to
reduce them.

ML has been demonstrated to be capable of screening patients, stratifying patients by risk, and assisting physi-
cians in decision making. Screening models have been built to detect diseases such as congenital cataracts, skin
cancer, heart disease, hepatitis disease, and autism. Given the high stakes of medical decisions, a model built
with particularly high sensitivity could be an inexpensive tool to rule out diagnoses, leaving potentially positive
cases for physicians to investigate.

Also, screening could be particularly advantageous for rare diseases. Rare diseases are typically difficult to
identify, and this may lead to delayed or incorrect treatment, possibly with harmful consequences to the patient.
Thus, Long et al. (2017) examined whether AI could provide a unique management system for rare diseases.
They built ML models to screen patients for congenital cataracts, perform risk stratification, and suggest treat-
ment.

In resume, ML is a versatile and powerful tool that potentiates personalized medicine, providing a more precise
understanding of individual patients and their needs.

3.3.2.6 Machine Learning in Finance

Finance, technology, and data analytics have long existed in symbiosis. Artificial Intelligence and more specif-
ically machine learning are just some of the most recent innovations in data analytics to be leveraged by the
financial sector, as Gensler and Bailey (2020) claimed.

Recently, Emerson et al. (2019) mentioned that there has been a proliferation of ML techniques and growing
interest in their applications in finance, where they have been applied to sentiment analysis of news, trend
analysis, portfolio optimization, risk modelling among many use cases supporting investment management.
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As Dixon and Halperin (2019) stated, finance has all the ingredients needed to make ML work. In general,
the more data you enter, the more accurate the results will be. Coincidentally, huge data sets are widespread
in the financial services industry. There are a lot of data on transactions, customers, invoices, money transfers,
and others. That is a perfect fit for machine learning and that’s why so many financial companies invest heavily
in machine learning R&D.

We can also see that the future of financial services is hard to imagine without machine learning as technology
evolves and the best algorithms are open source.

Konstantin Didur summarized in Didur (2018) that, thanks to the quantitative nature of finance and the large
amount of historical data, ML is poised to improve many aspects of the financial ecosystem.

Principles for Effective Machine Learning in Finance

Although it is important to note that there is no possible substitution for human judgment and experience in
the case, in line with Dixon and Halperin (2019), we can follow some guidelines for improving the success of
machine learning in investment management:

1. Problem definition: Define the problem that is being solved;

2. Modeling assumptions: State the main assumptions of the modeling approach. Does the machine
learning method assume that the observations are identical and independently distributed? If the data is
a time series, does the model assume stationarity?;

3. Develop intuition: Establish a toy model, a subset of the full problem, in order to gain comfort with
machine learning in a setting where less can go wrong;

4. Defensible results:Design the experiment so that the model output can be explained and is defensible
by reduction ad absurdum2;

5. Diagnostics: Employ several diagnostics, both from machine learning and statistics, to characterize the
data;

6. Keep it Simple: Minimize the use of elaborate algorithms and widgets, in favor of approaches that rely
on as few parameters and are as transparent as possible;

7. Choice of utility function: Ahead of analyzing the performance of specific algorithms, review the appro-
priateness of your assumption about a loss function you use to train your machine learning algorithms;

8. Solution constraints: Analyze all possible prior views or constraints that the expected solution should
satisfy and enforce these prior views on the solution;

2 Reductio ad absurdum is a mode of argumentation that seeks to establish a contention by deriving an absurdity
from its denial, thus arguing that a thesis must be accepted because its rejection would be untenable.
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9. Is your data biased?: In many cases, datasets available for training machine learning algorithms are
misbalanced. A misbalance of data may propagate into biases of your predictive model;

10. Feature Engineering: If possible, avoid the temptation to prematurely feature engineer, switch between
various machine learning models or live simulation environment.

Like these, there are many other viable ML applications in the industry. Therefore, and following what was
found in this section, we easily realize the importance of trying to make the most of ML in monitoring the financial
execution of UMinho’s R&D projects.

3.4 S C I E N T I F I C P R O D U C T I O N

As already mentioned, research is an area where a lot of money is invested. The knowledge dissemination and
the publication of scientific results is an essential part of scientific research and, according to Ugolini et al. (2012),
this production has increased significantly. Scientific production is carried out based on research, so it is highly
dependent on the latter. In turn, as said in Gulbrandsen and Smeby (2005), research has very specific needs
depending on its focus such as obtaining specific equipment and material or hiring staff, which is often quite
expensive. Therefore, it is important to cross the scientific production and the financial execution of R&D projects
since they are so connected with each other.

According to the Scopus database, scientific production in Portugal has been increasing over the years, which
reveals, once again, the importance that this theme has been acquiring.

Figure 13: Evolution of scientific production indexed in the Scopus database

Richard Van Noorden, a well-known journalist specializing in science journalism, proposed the following ques-
tion in Noorden (2014): "How fast is the mass of scientific production really increasing?" In the same paper, he
stated that, according to some bibliometric analysts, it is impossible to know for sure, but the real rate is closer to
8-9% per year. This means that global scientific production doubles every nine years.
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Despite this great development in the quantity of scientific production, evaluating its quality is a much more
complex problem and, according to Seglen (1997), has no standard solution. Ideally, scientific work should be
evaluated by real experts in the field according to universal rules. In practice, however, the assessment is carried
out by the committees, which, despite having a solid knowledge of the field, are usually not experts. For this
reason, it is not surprising that other methods of assessing the quality of scientific work are being developed.

Therefore, as Montoya et al. (2018) claimed, the evaluation of these works is often based on bibliometric indi-
cators provided by certain information sources (such as Scopus, Web Of Science or Google Scholar), which not
only contain several indicators for quantity and quality, but also facilitate the search and grouping of information
(by author, journal, affiliation and others). According to Merediz-Solà and Bariviera (2019), these methods have
become an emergent and buoyant discipline and research works like Larivière et al. (2006) show that they are
increasingly used in research evaluation due to concerns about public spending in science.

Much of the scientific world has accepted the Impact Factor (IF) as the standard quality indicator for evaluating
scientific work. However, in consonance with Ramin and Shirazi (2012); Seglen (1997), it has come under some
criticism: among other things, poor quality assessment of the citations, influence of self-citation, bias of the
English language. Furthermore, some researchers such as Salimi (2017) reported that not all metrics rate an
area equally, that is, some metrics rate some areas more positively than others.

Actually, Jonas Lundberg in Lundberg (2007) affirmed that there are differences in average citation rates
for publications of different types, of different age, published in journals within different fields. In other words,
in agreement with Guerrero-Bote and Moya-Anegón (2012), not all papers or journals have the same quality
values. And this type of metric is usually lower in the areas of Engineering, Social Sciences, and Humanities as
reported by Guerrero-Bote et al. (2007); Lancho-Barrantes et al. (2010a). Some authors as Lancho-Barrantes
et al. (2010b) have also expressed concern about the applicability of certain indicators to certain scientific areas.
In addiction, citation indexes like WoS or Scopus concentrate mainly on journals and less on books, proceedings
or reports. So, in line with Larivière et al. (2006); Mongeon and Paul-Hus (2016), this is a problem because
there are scientific areas like Social Sciences and Arts and Humanities where the publication of books is more
common and has great importance for researchers’ careers, even more than publishing papers.

3.4.1 Scientific Databases

In 2000, M. K. Michener and J. W. Brunt Michener and Brunt (2009), defined a scientific database as a comput-
erized collection of related data organized so as to be accessible for scientific inquiry and long-term stewardship.

Nowadays there are several databases designed to store scientific work, that is, scientific databases. Some
of them are open access, while others only allow access by organizations that make a subscription, as Montoya
et al. (2018) claimed. There are also some databases that only focus on one scientific area, such as PubMed.
Since there are many sources of information available, some studies such as Bar-Ilan (2008); Kulkarni et al.
(2009); Levine-Clark and Gil (2008) have been done to compare them.

Until 2004, according to Bar-Ilan (2008), the Web of Science was the only comprehensive database that
provided citation data, but that changed with the introduction of Scopus and Google Scholar.
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These sources of information, while used to store and organize scientific studies, also began to recognize
that there was an increasing need to classify these works qualitatively. Therefore, they developed their own
performance metrics.

The correspondence base used for this work is Scopus since it is the database used by UMinho to manage
the quantity and quality of its scientific production. Not only it is the scientific database that contains most of the
journals in which UMinho articles are published, it is also the most reliable information, along with the Web of
Science Montoya et al. (2018). Furthermore, the Scopus Database API enables us to search and collect data
very easily, as it is accessible to the public and enables the collection of raw data according to specific criteria.

Thus, for a classification of the scientific production quality by area, the 27 scientific areas listed in Table 4
described in Scopus were considered.

Scientific Area

1. Agricultural and Biological Sciences 2. Arts and Humanities
3. Biochemistry, Genetics and Molecular Biology 4. Business, Management and Accounting
5. Chemical Engineering 6. Chemistry
7. Computer Science 8. Decision Sciences
9. Dentistry 10. Earth and Planetary Sciences
11. Economics, Econometrics and Finance 12. Energy
13. Engineering 14. Environmental Science
15. Health Professions 16. Immunology and Microbiology
17. Materials Science 18. Mathematics
19. Medicine 20. Multidisciplinary
21. Neuroscience 22. Nursing
23. Pharmacology, Toxicology and Pharmaceutics 24. Physics and Astronomy
25. Psychology 26. Social Sciences
27. Veterinary

Table 4: 27 Scientific Areas described in Scopus

3.4.2 Bibliometric Indicators

According to Ugolini et al. (2012), bibliometric studies are systematically carried out to assess the relative impor-
tance of scientific production in a given scientific area. The Impact Factor (IF) is one of the most commonly used
measures of quality, but we have used this and others to get a more general view.

SJR: The SCImago Journal Rank (SJR) indicator expresses the average number of weighted citations received
during the selected year from articles published in the selected journal in the last three years, i.e. weighted
citations received in year X to documents published in the journal in years X-1, X-2 and X-3;

H-index: The H-index expresses the journal’s number of articles (h) that have received at least h citations;
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Cites/Document (2 years): Cites per Document is the average citations per document. It is calculated consid-
ering the number of citations a journal has received in the current year compared to the documents published in
the two previous years, i.e., citations received in year X to documents published in years X-1 and X-2;

IPP: The Impact Per Publication (IPP) is calculated as the number of citations given in the present year to
publications in the past three years divided by the total number of publications in the past three years;

SNIP: The Source Normalized Impact per Publication (SNIP), calculated as the number of citations given in
the present year to publications in the past three years divided by the total number of publications in the past
three years. The difference with IPP is that in the case of SNIP citations are normalized in order to correct for
differences in citation practices between scientific fields;

JIF: The Journal Impact Factor (JIF) is calculated as the average of the sum of the citations received in a given
year to a journal’s previous two years of publications, divided by the sum of "citable" publications in the previous
two years;

Eigenfactor: The Eigenfactor score intends to give a measure of how likely a journal is to be used, and is thought
to reflect how frequently an average researcher would access content from that journal;

CiteScore: The CiteScore is a measure reflecting the yearly average number of citations to recent papers
published in that journal;

There are several indicators from different databases that could be used for this study. However, many data
sources are not public, do not have a large part of the papers or have a more complex mass extraction process,
which complicates the evaluation task intended here.
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D E V E L O P M E N T

“The best way to predict the future is to create it.“

— Alan Kay

This chapter describes all the development work carried out throughout the dissertation. As previously men-
tioned, the main focus of this thesis was the construction of a Data Visualization platform that would allow a
correct and organized visualization of the financial data of the University of Minho R&D projects. However, as the
theme of this master’s thesis is quite wide and with a wide variety of adjacent themes, there was the possibility
to explore some of these themes, going beyond the development of the platform. Thus, work was also carried
out in the scope of the exploration of scientific production produced with the support of UMinho, as well as its
relationship with the financial execution of the university’s research projects. In addition, the prediction of certain
variables also proved to be a challenge that was explored in this development.

4.1 D ATA V I S U A L I Z AT I O N P L AT F O R M

According to Albertin and Amaral (2010), there is a high rate of failures and unsuccessful projects, which cor-
roborates the need for organizations to update and improve their management techniques and platforms and
highlights the need to create this DV platform.

The creation of this platform required a very detailed survey of requirements from UMinho rectory and inter-
ested parties in order to develop a platform capable of responding to the widest needs.

After some meetings with several researchers, directors of Research Centers (RC), presidents of Organic
Units (OU), and other competent entities from UMinho, some key pieces were proposed for the correct develop-
ment of the platform.

In the first phase, the stakeholders expressed a special interest in gathering information on a single page,
containing a dashboard very rich in information. However, this interest quickly proved inconceivable and even
detrimental to the removal of information from the page by users. The amount of information that the platform
needed to host was immense, so the best chance was to spread the information across several pages.

Even so, the most relevant idea was to make a global summary on the home page, that is, the first page
to be viewed should contain the user’s summary information. Thus, and according to the level of responsibility

44



4.1. Data Visualization Platform 45

of the user, when performing the login you would be redirected to the page with the most comprehensive and
summarized set of information.

As an example, an investigator, after entering his credentials and entering the platform, is redirected to a page
that has a summary of the researcher’s ongoing projects, where he can see which projects are in charge, what
the overall budget is of each one, as well as the available, among others.

A research center director will have access to all the center’s projects, but this time, aggregated by percentage
of execution. Here, there are four "boxes": the red box where projects with very low execution rates are found;
the yellow box with projects with low execution rates; the green box with projects with execution rates as planned;
and, finally, the blue box where projects with higher execution rates are located.

Following the same logic, a director of an OU sees all the research centers in that unit. And, finally, the rectory
has access to the twelve Organic Units that make up UMinho. In the appendix A some images of the platform
are presented.

4.1.1 System Architecture

Thus, we can observe the architecture of the platform under development in the figure 14. This development
depends completely on the files sent periodically by the Financial and Patrimonial Services Unit, so this architec-
ture starts precisely with its collection. These files are subjected to a rigorous Extract, Transform and Load (ETL)
process (e.g.: file merging) so that they can later be uploaded to the database.

Once the database is loaded with the necessary data, the code developed for the creation of the platform
will be able to consume the data. Finally, the data visualization platform created from the data provided can be
viewed by users.

Figure 14: Platform System Architecture

4.1.2 The Dataset

As mentioned, the financial analysis of R&D projects is the core of this platform. This analysis aims, through
data already collected, to draw some conclusions that can help their financial management. Also, for a correct
analysis of the data, it is necessary, first of all, to understand them.
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The area of project management and its financial execution proved to be quite vast, so it was necessary to
study what data were in fact relevant and which were not.

For this, let’s see what comprises a research project. A research project has some crucial points to understand:

• Has one or more Responsible Researchers. A Responsible Researcher is the lowest level of responsibility
that exists when it comes to project management, as well as on the platform mentioned above, but also
the most important. This researcher can be identified by his mechanographic number;

• It has two types of budget:

1. Global budget;

2. Global budget without overheads, tuition expenses, and human resources belonging to the board.

The difference between these two budgets is in the amount that can, in fact, be spent. While in the first
part of it is already destined to expenses such as general expenses, tuition fees, and others, in the second
these expenses are already discounted.

It is important to understand this difference so that, later, it is understood which of the two should be
considered, depending on the situation;

• Despite having a global budget, this budget is divided according to the duration of the project and your
spending needs. Thus, each project has a budget assigned to the date, i.e., a total amount assigned to
that project that can be spent for a certain period of time;

• Finally, it has the budget available. This is the budget that really piques researchers;

• However, the amount of a budget cannot be spent anywhere. Each project has a certain number of
subcategories, called rubrics, which in turn have a budget. The budget for each rubric is then a part of the
overall project budget.

Rubrics are a very important part of projects, as it is through them that the money allocated to a project is
conducted and used. The rubrics can be of any type according to the needs of the project (e.g.: general
expenses, human resources, purchase of goods and services, etc ...).

Knowing the bases and fundamental parts of a project, it becomes easy to understand the importance of
financial analysis and management of R&D projects. For the success of this analysis, it is also important to
understand that there are some factors to take into account that depend a lot on the knowledge of the world that
surrounds the research projects.

Even so, we know that R&D projects move a lot of money and that, if it is not well oriented to the most diverse
needs of researchers and projects, can result in a huge monetary dismissal.
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4.2 C O V I D - 1 9 I M PA C T O N R & D P R O J E C T S

As mentioned, the rubrics can be related to any set of expenses, functioning as groups where the money allocated
to the projects can be spent.

One of the most used rubrics is related to missions and scientific dissemination. These expenses are sup-
plemented by all expenses for demonstrating, promoting, and publicizing a project. This item generally has a
large share of expenses on travel, accommodation, and food outside the area where the development of the
R&D project takes place. These expenses can refer to missions in the country or abroad. In summary, the rubric
"Missions/Scientific Production" refers to expenses with missions in the country and abroad directly attributable
to the project.

The positive financial execution of a project depends on the execution of the rubrics intended for it. Thus,
we can see that if the budget for the different rubrics is not executed, the project will automatically have poor
execution.

In 2020, the world saw the emergence of a pandemic caused by the new coronavirus (Covid-19) that dev-
astated the economy of many countries, and disrupted our way of life. The Covid-19 pandemic manifests itself
as an acute respiratory disease caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2;
formerly called 2019-nCoV). The first case of infection identified occurred on December 1, 2019 in the city of
Wuhan, Hubei province, China.

Worldwide, several borders have been closed to prevent the spread of the pandemic and several confinements
and states of emergency have been implemented. As a result, the population was largely restricted to their own
country and, often, to their own city.

In order to understand the impact that the pandemic had on the financial execution of R&D projects, we
analyzed some projects3. The selected projects have as a requirement to have a large part of their execution in
2020 and to have expenses destined for the "Missions/Scientific Production" rubric.

As explained, each project has its own budget for the rubric in question, so, to carry out a fair analysis and
draw plausible conclusions, this study was done based on the percentage of budget already spent on the rubric
compared to the budget allocated to it, both globally and for the year 20204.

As we can see in the figures 15 and 16, the execution percentages are very low. However, it is necessary to
pay a little more attention to these graphs and observe in detail what they mean.

The first graph represents a comparison between the total budget for missions and the money already spent
on missions and the second graph represents a comparison between the budget for missions per year and the
money already spent on missions. Although the first graph may be misleading, it is important to have it in this
study, since all projects, except project 19, started in 2020. This means that for all other projects, the budget
already spent is also the budget spent in the year 2020.

3 Project IDs were hidden to guarantee the necessary confidentiality requested by UMinho.
4 The data acquired so far date from November 2020, so it was only possible to carry out the analysis of projects

with expenditures up to that point.
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Figure 15: Total percentage of budget spent on missions

Figure 16: Percentage of budget spent on missions per year

This information becomes even more relevant when we observe that all these projects have 2 or 4 years to be
executed. This means that in the first graph, since the data dates from the end of 2020, the percentages should
be 25% ( 1

4 of 100%) or 50% ( 1
2 of 100%).

In the table 5 we can learn a little better about the projects under study. The penultimate column refers to
money already spent on missions and the last to the total budget allocated to missions.

As we can see, both in the graphs and in the table, only project 19 is at odds with the others. However, it is
easy to understand why. This project started on 01/01/2019, that is, at the beginning of the year 2019 and the
only rubric it has destined is precisely the rubric of missions. Thus, this is a project with 2 years of execution and
had 1 year to make use of its budget before the pandemic started, exclusively for missions.
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Project
Start
Date

End
Date

Number
of years

Budget spent
on missions

Budget allocated
to missions

Project 1 2020-01-01 2023-12-31 4 3 242.73 € 57 856.72 €
Project 2 2020-01-01 2023-12-31 4 1 300.00 € 15 312.00 €
Project 3 2020-01-01 2023-12-31 4 395.00 € 23 880.00 €
Project 4 2020-01-01 2023-12-31 4 1 641.78 € 24 000.00 €
Project 5 2020-01-01 2023-12-31 4 1 118.07 € 9 400.47 €
Project 6 2020-01-01 2023-12-31 4 1 754.60 € 32 000.00 €
Project 7 2020-01-01 2023-12-31 4 825.63 € 32 000.00 €
Project 8 2020-01-01 2023-12-31 4 1 969.94 € 25 000.00 €
Project 9 2020-01-01 2023-12-31 4 1 584.89 € 125 000.00 €

Project 10 2020-01-01 2023-12-31 4 622.88 € 172 800.00 €
Project 11 2020-01-15 2022-01-12 2 125.90 € 2 650.00 €
Project 12 2020-01-01 2023-12-31 4 1 284.76 € 214 738.56 €
Project 13 2020-01-01 2023-12-31 4 50.00 € 12 039.00 €
Project 14 2020-01-01 2023-12-31 4 2 230.86 € 72 000.00 €
Project 15 2020-01-01 2023-12-31 4 1 269.38 € 18 584.64 €
Project 16 2020-01-01 2023-12-31 4 590.00 € 42 953.52 €
Project 17 2020-01-01 2023-12-31 4 313.90 € 20 000.00 €
Project 18 2020-01-01 2023-12-31 4 797.45 € 30 000.00 €
Project 19 2019-01-01 2020-12-31 2 10 472.42 € 9 000.00 €
Project 20 2020-01-15 2022-01-14 2 127.86 € 7 450.00 €
Project 21 2020-01-01 2023-12-31 4 260.00 € 37 894.19 €

Table 5: The projects of this study - projects that have mission expenses

Looking at this project in more detail, we can see that all expenses incurred, which make up the 10 472.42C,
were made in 2019, as we can see in table 6. So, it is safe to say that the pandemic did not affect the financial
execution of this project, since during 2019 the entire project budget was spent and even exceeded. These
exceedances may depend on several factors and even be purposeful, so, when they appear, they should not be
seen as a danger that needs to be overcome, but as something natural and should, above all, be studied to rule
out any error in the formulation of the selection.

Even so, and although we can therefore say that this project is not the type of project that should be part of
this study, it is important that it be represented here to prove that without the pandemic, the financial execution
of the item relating to missions would perform quite different.

We can then say that the pandemic had a major impact on the financial execution of this rubric, as stated in
Alves et al. (2021c). Thus, there is also a high probability that this was not the only rubric affected. This small
study focused on the missions rubric, but, as we know, numerous rubrics can be attributed to projects and that,
consequently, may have seen their execution severely hampered by the COVID-19 pandemic.

Although this is a small starting point for drawing conclusions about this theme, it proves to us that it is a theme
that should be explored and even related to others. Thus, within the scope of this thesis, it was also proposed to
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Expense
Date

Expense
Amount

2019-08-05 1 034.04 €
2019-08-05 350.00 €
2019-08-05 1 700.00 €
2019-08-05 850.00 €
2019-08-05 1 700.00 €
2019-08-07 1 850.00 €
2019-08-07 600.00 €
2019-08-07 350.00 €
2019-12-11 1 019.19 €
2019-12-11 1 019.19 €

10 472.42 €

Table 6: Project 19 Expenses

study the relationship between the financial execution of research projects and their scientific production. As we
know, the rubric studied in this chapter is closely linked to scientific production, so, starting from this brief study,
we will analyze the scientific production produced at UMinho in the next chapter.

4.3 T H E R E L AT I O N S H I P B E T W E E N F I N A N C I A L E X E C U T I O N I N R & D A N D S C I E N T I F I C P R O D U C -
T I O N

R&D projects and their financial execution cannot be separated from the scientific production carried out. In other
words, scientific production and research projects are inextricably linked, so analyzing one topic often involves
analyzing the other. With this study we intend to answer the question: "Is there any relationship between the
quantity and quality of scientific production and the financial execution of R&D?"5.

Each project contains a large amount of financial information. Therefore, in addition to analyzing the global
perspective, it is important to analyze the expenditure per rubric in order to get detailed conclusions for the next
steps of the study. We can divide sectors into 4 main groups: Equipment/Services, Missions/Scientific Production,
Human Resources and Others. The latter group refers to expenses that did not fit into any of the other groups
(e.g.: other expenses with project X).

Initially, we carried out a detailed analysis by research center and by organic unit, since it is very important for
UMinho that this analysis takes into account the different hierarchical degrees of the university.

In order to match the financial data with the data on the scientific production of UMinho, the Scopus database
API (Application Programming Interface) was used a posteriori to automate the search for scientific publications
published by UMinho in the last 4 years (2017-2020). This step allowed us to quantitatively evaluate UMinho’s
scientific production for the years mentioned, but not to evaluate it qualitatively, as this step is used to get

5 Based on UMinho’s case.
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scientific papers grouped as needed and not to get quality measures. To perform this assessment, we used
Scopus’ SCImago Journal & Country Rank, in which we obtained various metrics for qualitative classification from
several journals: SCImago Journal Rank (SJR), H-Index, Cites/Document and others. Then, we have merged the
journals that published UMinho papers with the journals indexed in SCImago to get some classification metrics.

Figure 17: Merge illustration from UMinho papers with bibliometric indicators from Scopus

4.3.1 Financial Execution

In order to examine the expenditures for 2018, 2019 and 2020, the sum of all expenditures per year was made,
obtaining the result shown in figure 18. As expected, spending in 2020 was lower than in 2019. However, the
point of the question focuses on which rubrics the spending was, in fact, much lower. Thus, the expenditure by
rubric was checked.

Figure 18: Sum of UMinho’s expenditures per year

Although it is not the only one with low execution compared to the past two years, we can notice a significant
drop in execution in terms of missions and scientific dissemination, as shown in figure 19. In fact, the financial
execution of 2020 under this rubric does not even reach half of the execution of 2018 nor 2019.
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Figure 19: Expenses by rubric

For the University of Minho, the analysis of this expenditure by RC (figure 20) and by OU (figure 21) is also
very important in order to analyze financial needs by area. For a better understanding of this analysis, only the
10 centers with the highest expenses are shown. For the aforementioned years, the total expenditure of the other
remaining centers (3 453 267 e) does not reach half of the expenditure of these 10 centers (9 311 830 e), so
their graphic representation would not be relevant. Even so, the complete analysis can be found in figure 41.

Figure 20: Expenses by Research Center

Figure 21: Expenses by Organic Unit
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4.3.2 Scientific Production

After observing the financial execution, we move on to observing the scientific production. The bibliometric
indicators used are well known. However, the classifications of the various entities that developed these metrics
vary from year to year. Therefore, the ratings of the updated journals were collected for each year with the
exception of 2020. The ratings for a given year are not published until the middle of the following year, so the
ratings for 2020 are only known in June 2021. For this reason, in order to carry out the proposed assessment for
the year 2020, the 2019 assessments were also used, as they are the most recent.

Year Number of Papers SJR H-index Cites/Doc. Quartile (most freq.)

2020 3060 1,07 85,42 5,39 Q1

2019 3070 0,97 85,91 4,29 Q1

2018 2845 1,07 91,33 4,36 Q1

2017 2664 1,12 87,82 2,69 Q1

Table 7: Quantity and quality of Scientific Production at UMinho using Scopus indicators

The results of SJR, H-index and Cites/Doc. correspond to the average values.

Despite the sharp decrease in the financial execution of the "Missions/Scientific Production" rubric, we note
that the qualitative assessment of UMinho’s scientific production, according to some indicators, has not been
influenced and even improved. Compared to 2019, SJR and Cites per Document increased and the latter even
got the highest value in the last 4 years. In addition, the amount of scientific production also remained stable:
in 2020 UMinho published 10 fewer articles than in 2019, which does not represent a significant decrease. In
other words, the financial execution under this rubric has decreased considerably, but the quantity and quality of
scientific production have not. In the next section we analyze the relationship between financial execution and
scientific production.

Still regarding the quantity produced, studies were carried out to further explore this theme, grouping the
scientific production produced by RC (figure 22) and by OU (figure 23). As with the financial execution analysis,
only the 10 centers with the highest scientific production have been considered as the graphing of the remaining
would not be relevant. Full information can be found in figure 42.
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Figure 22: Amount of scientific Production by Research Centre

Figure 23: Amount of scientific Production by Organic Unit

UMinho’s publications in the aforementioned 4 years can also be separated by the areas defined in Scopus
and see which areas receive the best classification. Table 8 lists the 5 areas that each bibliometric indicator best
classifies.
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SJR H-index
1. Decision Sciences
2. Biochemistry, Genetics and Molecular Biology
3. Engineering
4. Nursing
5. Energy

1. Decision Sciences
2. Dentistry
3. Computer Science
4. Chemical Engineering
5. Medicine

JIF SNIP
1. Decision Sciences
2. Veterinary
3. Biochemistry, Genetics and Molecular Biology
4. Immunology and Microbiology
5. Engineering

1. Multidisciplinary
2. Veterinary
3. Earth and Planetary Sciences
4. Biochemistry, Genetics and Molecular Biology
5. Immunology and Microbiology

Cites/Doc. CiteScore
1. Nursing
2. Veterinary
3. Mathematics
4. Earth and Planetary Sciences
5. Multidisciplinary

1. Physics and Astronomy
2. Immunology and Microbiology
3. Neuroscience
4. Biochemistry, Genetics and Molecular Biology
5. Energy

IPP Eigenfactor
1. Veterinary
2. Decision Sciences
3. Biochemistry, Genetics and Molecular Biology
4. Earth and Planetary Sciences
5. Chemical Engineering

1. Computer Science
2. Biochemistry, Genetics and Molecular Biology
3. Arts and Humanities
4. Pharmacology, Toxicology and Pharmaceutics
5. Health Professions

Table 8: Bibliometric Indicators Top 5 Areas: UMinho

Considering all those metrics, the area that appears most frequently in this top 5 is Biochemistry, Genetics, and
Molecular Biology with 6 occurrences (6/40), followed by Decision Sciences and Veterinary with 4 occurrences
(4/40).

4.3.3 Correlation between Financial Execution and Scientific Production

In order to draw more informed conclusions about the correlation between the financial execution of missions
and scientific dissemination and scientific production, we analyzed it using the Pearson’s correlation method, as
in Alves et al. (2021a).

Looking at the results, we can say that there is almost no correlation between these two variables, as the
correlation between the financial execution and scientific production and the amount of scientific production is
very close to 0. Besides, we have a very negative correlation in terms of the correlation of the same financial
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UMinho’s financial execution
Quantity of Scientific Production -0,05

SJR -0,99

IPP -0,82

CiteScore -0,99

Cites/Doc. -0,93

Table 9: Correlation between financial execution and scientific production

execution with the quality of the scientific output produced. This means that for the years and metrics studied,
the quality of work done has increased, even though financial execution for the rubric in question has declined
sharply.

Concluding, we can say that there is not a strong correlation between the financial execution for scientific
production and the amount of that production. From a qualitative point of view, however, we can find a strong
negative correlation. That is, for the years taken into account, despite there being a big decrease in terms of
financial execution, there is an increase in the quality of the work produced.

4.4 S C I E N T I F I C P R O D U C T I O N I N P O R T U G U E S E P U B L I C U N I V E R S I T I E S

In order to further investigate the evolution of scientific production, we conducted a study to explore the topic
beyond the University of Minho. This way, the analysis of scientific production in Portuguese public universities
was carried out. This investigation, besides helping to understand and enrich the evolution of scientific production
at UMinho, is also an opportunity to explore some bibliometric indicators and their evaluation. As mentioned
earlier, not all indicators assess scientific production in the same way, leading to some scientific areas being
better evaluated than others, resulting in a substantial devaluation of their scientific work.

The main question we want to answer is "which scientific areas are best classified by which bibliometric
indicators?", as questioned in Alves et al. (2021b).

While the evaluation of scientific production in 4.3 was done only taking into account the University of Minho, at
this point the evaluation is done at the national level. In other words, all papers published by all Portuguese public
universities in the last 4 years (2017, 2018, 2019 and 2020) were collected. This collection allowed us to make a
quantitative analysis of the scientific production of these universities for the years mentioned, but, as happened
before, it did not allow us to evaluate the scientific production qualitatively. Therefore, the same merge method
were used, as explained at figure 17. This means that, to carry out this evaluation, we began to use the SCImago
Journal & Country Rank, powered by Scopus, where we got several indicators of qualitative evaluation, such as
SCImago Journal Rank (SJR), H-index, Cites/Document. Then, we merged the journals where the papers were
published with the journals indexed in SCImago to get theirs classification metrics.
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4.4.1 Analysis of the Scientific Production of Portuguese Public Universities

Firstly, we carried out a quantitative analysis of the scientific production of Portuguese public universities for the
years 2017 to 2020. There are universities with a much higher scientific output than others because they are also
larger institutions with a larger scientific dimension. It is also important to note that this quantitative information
was taken from the Scopus database, since it is the database chosen by UMinho to manage scientific production.

(a) Amount of scientific production by university (b) Amount of scientific production by year

Figure 24: Amount of scientific production for the years 2017-2020

Scientific production for the considered universities increased in 2020. The greatest development took place
exactly from 2019 to 2020, where there was an increase of 7,4% of scientific work produced. The most important
thing from this analysis, however, is the remarkable evolution in the number of publications over the years. If
we look at the papers indexed in Scopus, one of the largest and most reliable databases, we also draw this
conclusion, as depicted in figure 13.

Let’s see what happened in terms of the quality of this production:

Year Amount of
Papers

SJR H-index Cites/Doc. IPP SNIP JIF Eigenfactor CiteScore

2020 34158 1,13 90,46 4,49 3,26 1,27 3,93 0,07 2,65

2019 31633 1,09 94,20 4,35 3,17 1,23 3,92 0,08 2,64

2018 29615 1,17 99,34 4,06 2,92 1,21 3,70 0,08 2,41

2017 27992 1,21 99,23 3,40 2,72 1,17 3,73 0,07 2,67

Table 10: Quantity and quality of Scientific Production from Portuguese Public Universities

All the values of the bibliometic indicators displayed correspond to average values. The most common quartile
of the four years was also verified, resulting in the first quarter (Q1) for all years.

Compared to 2019, SJR and Cites/Document have increased. The latter reached the maximum value of
these 4 years, while the maximum average value for SJR was in 2017 and for the H-Index in 2018. IPP, SNIP
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and JIF also have the highest values in 2020. Eigenfactor peaked in 2018 and 2019, while CiteScore hit it in 2017.

Quantity of Scientific Production
SJR -0,75

H-index -0,96

Cites/Doc. 0,91

IPP 0,97

SNIP 0,99

JIF 0,87

Eigenfactor -0,10

CiteScore 0,24

Table 11: Correlation between quantity and quality of Scientific Production

These results suggest that the correlation between the quantity and quality of scientific production depends
to a large extent on the indicator used to measure quality. For example, as the number of papers increases, the
SJR decreases, but the JIF also tends to increase.

(a) Correlation between the quantity and H-index (b) Correlation between the quantity and JIF

Figure 25: Correlation between the amount of papers and the indicators

Therefore, these indicators needed to be monitored more closely. When examining the correlation between
the various metrics (Table 12), we found that only the Eigenfactor and CiteScore show a very weak correlation
with the others, which makes sense, since already in the study correlation of the metrics with the amount of
scientific production these two had a weak correlation with quantity, while the others had a strong correlation
(whether positive or negative). We also conclude that the behavior of Cites/Doc., IPP and SNIP when evaluating
the data in question is very similar.
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SJR H-index Cites/Doc IPP SNIP JIF Eigenfactor CiteScore
SJR 1,0 0,72 -0,87 -0,89 -0,74 -0,85 -0,45 -0,16

H-index 1,0 -0,80 -0,92 -0,91 -0,94 0,26 0,48
Cites/Doc 1,0 0,97 0,95 0,77 0,31 -0,07

IPP 1,0 0,96 0,90 0,13 0,18
SNIP 1,0 0,80 0,00 0,09

JIF 1,0 -0,09 0,58
Eigenfactor 1,0 -0,64
CiteScore 1,0

Table 12: Correlation matrix of bibliometric indicators

Hence, it is also necessary to pay attention to JIF (Journal Impact Factor) as its behavior also shows something
close to the behavior of the given metrics and its correlation with the amount of scientific production is also
considered high. Even so, despite its differences, we cannot guarantee with such certainty that this indicator
will behave like the others, since its deviations are still significant. With this observation we confirm that the
evaluation of the quality of the scientific work with Cites/Document, IPP or SNIP is the same. The evaluation
carried out with the JIF can also behave in the same way. However, in order to have greater certainty, a study
must be carried out with more data, that is, collect data from more years and observe its behavior compared
to other bibliometric indicators. Figure 26 shows the behavior of the three metrics mentioned above and the
behavior of the JIF indicator compared to the average of such metrics.

(a) Behavior of Cites/Doc., IPP and SNIP
(b) Comparison of JIF’s behavior with the average

of the others three metrics

Figure 26: Bibliometric Indicators behavior
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4.4.2 Comparison of Scientific Production Indicators

We also did a more detailed analysis of the metrics to get a wider range of ratings. The purpose of this analysis
was to understand which areas are better classified and with which metrics. Below, in Table 13, we see the top
5 of each bibliometric indicator.

Chemistry, Energy and Biochemistry, Genetics and Molecular Biology are the most common areas, all with 5
occurrences (5/40).

SJR H-index
1. Energy
2. Decision Sciences
3. Engineering
4. Chemistry
5. Biochemistry, Genetics and Molecular Biology

1. Computer Science
2. Chemistry
3. Pharmacology, Toxicology and Pharmaceutics
4. Arts and Humanities
5. Nursing

JIF SNIP
1. Veterinary
2. Engineering
3. Chemistry
4. Immunology and Microbiology
5. Biochemistry, Genetics and Molecular Biology

1. Veterinary
2. Earth and Planetary Sciences
3. Engineering
4. Dentistry
5. Energy

Cites/Doc. CiteScore
1. Nursing
2. Veterinary
3. Energy
4. Biochemistry, Genetics and Molecular Biology
5. Earth and Planetary Sciences

1. Neuroscience
2. Immunology and Microbiology
3. Biochemistry, Genetics and Molecular Biology
4. Physics and Astronomy
5. Energy

IPP Eigenfactor
1. Veterinary
2. Energy
3. Earth and Planetary Sciences
4. Engineering
5. Chemistry

1. Computer Science
2. Agricultural and Biological Sciences
3. Arts and Humanities
4. Biochemistry, Genetics and Molecular Biology
5. Chemistry

Table 13: Bibliometric Indicators Top 5 Areas - Portuguese Public Universities

As we can see by comparing the areas shown in Table 4 with the areas shown in Table 13, there are some
areas that don’t even appear in the latter:
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– Business, Management and Accounting

– Chemical Engineering

– Economics, Econometrics and Finance

– Environmental Science

– Health Professions

– Materials Science

– Mathematics

– Medicine

– Multidisciplinary

– Psychology

– Social Sciences

Some authors, such as Moed (2010), have already stated that it is inappropriate to compare indicators based
on the number of citations, as the way the different areas create the citations can be very different. For example,
work in the field of biochemistry often has over 50 references, while work in the field of mathematics can only
have 10 references. This difference explains why papers in biochemistry are much more cited than those in
mathematics.

In fact, math is one of those areas that never appears in the top 5 metrics presented, while the area of
biochemistry is exactly the area that comes up the most.

Additionally, we also analyzed these metrics by university, that is, we checked which universities are perform-
ing the best on each of the metrics we examined:

SJR H-index JIF SNIP Cites/Doc. CiteScore IPP Eigenfactor Total
ISCTE 1st 1

ISMT 0

UA 2nd 1st 2nd 3rd 1st 5

UAb 2nd 1

UAcores 4th 5th 2

UAlg 1st 1

UBI 2nd 1

UC 5th 1

UEvora 0

UL 1st 1st 4th 3rd 5th 5th 4th 7
UMadeira 1st 1

UMinho 4th 5th 5th 4th 1st 3rd 6

UNL 3rd 3rd 3rd 3rd 2nd 3rd 6

UP 2nd 4th 2nd 5th 4th 4th 2nd 7
UTAD 5th 1

Table 14: Top 5 Universities per Bibliometric Indicator
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The most common universities are UP (University of Porto) and UL (University of Lisbon), both with 7 occur-
rences, followed by UMinho (University of Minho) and UNL (NOVA University Lisbon) with 6 occurrences.

Nonetheless, the frequency rating may not be the most accurate because the metrics do not rate all param-
eters and may not all have the same relevance. Indeed, several authors argue that the quality assessment of
scientific production should be based on multiple metrics, not just one. We believe that assigning weights is a
fair way to use different metrics for scoring.

Thus, we assigned a weight to each metric (from 1 to 5) based on their correlation with the others (Table 12).
The more one metric correlates with the others, the greater its weight. The metrics with the highest weight (5)
had five very strong correlations (shown in dark red in Table 12): Cites/Document, IPP, and JIF. With weight 4,
the metrics that had four very strong correlations: H-index and SNIP. With weight 3, those who had three very
strong correlations (SJR) and with weight 1 those who did not have a very strong correlation (Eigenfactor and
CiteScore).

Weight

Cites/Doc. 5

IPP 5

JIF 5

H-index 4

SNIP 4

SJR 3

Eigenfactor 1

CiteScore 1

Table 15: Bibliometric Indicators Weights

Consequently, for each university shown in the table, its value (1 to 5) was normalized and the sum of the
product was calculated using the above weights. With this approach, we got the following top 5:

1. UA (University of Aveiro)

2. UL (University of Lisbon)

3. UMinho (University of Minho)

4. UP (University of Porto)

5. UNL (NOVA University Lisbon)

We followed the same approach for the scientific areas, in which we also received a new top 5 overall:

1. Energy

2. Engineering
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3. Chemistry

4. Earth and Planetary Sciences

5. Biochemistry, Genetics and Molecular Biology

These results show that evaluating scientific production quality by frequency may not be the best approach.
We based the weights given by the authors of Alves et al. (2021b) for the various indicators on data from Por-
tuguese papers and the correlation between the indicators. As in this work, it is recommended to weigh these
weights on a case-by-case basis, considering the case of the study.

4.5 M A K I N G P R E D I C T I O N S O N R & D P R O J E C T S

Finally, there was also an opportunity to explore the financial data provided by UMinho a little more. One of the
challenges of this dissertation was the possibility of making predictions using the financial execution data of R&D
projects.

To prevent money from being badly distributed, badly spent or even wasted, the help of these predictions
is a very good approach. This way, we can come to a new way of analyzing the future of research projects
and perhaps more effectively direct the money used in them. This would be a big step in project management
because, in addition to being able to analyze the data present through the data visualization platform, we can
also have a system to accurately predict the financial performance of these projects.

When we obtain this information, the financial execution of the R&D projects will undergo positive changes,
and the money will have a much more guided path.

In addition, there are also several successful studies that use machine learning for similar problems, such
as Yeh and Chen (2020); Acion et al. (2017); Mazumdar et al. (2020); Munos et al. (2021); Salah et al. (2018),
among others.

4.5.1 Expenses Forecast

Initially, the following question was proposed: "Is it possible to predict the expenses incurred in R&D projects?".
This question turned out to be much more complex than initially expected and a great deal of effort was put into
trying to get a positive answer.

Firstly, the data were treated in a way that the forecast took into account only columns that, in fact, represented
useful information. For example, columns such as the "subcenter" that serves as an ID for a project would not
help in obtaining results, so it was quickly eliminated. Columns that could condition the final result were also
eliminated, like columns that are not known a priori, since most of them are largely related to the final expenditure,
which is what we want to forecast. On the other hand, the budget and duration of a project are very important
when it comes to forecasting expenses. Thus, after the correct treatment of the data, several algorithms were
used (e.g.: Random Forest and Gradient Boosting) to obtain positive results.
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However, several problems were encountered. Although not entirely unexpected, the biggest problem encoun-
tered was the lack of data. UMinho has only electronic financial data since 2018, that is, in electronic format,
the expense records of R&D projects date only since that year. In addition, it also made data available only until
November 2020. This means that there are data for only 3 years (2018, 2019, and 2020), which in practice repre-
sents only 35 months of data (forecast points). But the lack of data was not the only problem since the expenses
incurred in this area are very unpredictable. For example, in one month a project may have an expense of just
5e in the purchase of office supplies, and in the next, it may have an expense of thousands of euros in travel.

Despite these obstacles, we managed to obtain very positive results. Table 16 shows the results obtained.
We can say that these models may prove themselves useful for financial management and, if deepened, they will
certainly be beneficial. Still, we believe that these results can be improved, so to get better and more cohesive
conclusions, more data collection is essential.

To get these conclusions and assess whether it would be possible to make these predictions, regression
algorithms were used, including Random Forest and Linear Regression. Those algorithms were already explored
on 3.3.2.2 as examples of supervised learning. Linear regression is another very well known algorithm that is
often used to predict one variable from another. Authors such as Smith et al. (2013) also stated that linear
regression is by far the most common form of regression used, since it is a very simple algorithm that establishes
a linear relationship between dependent and independent variables. Besides, two of the most frequently used
metrics are RMSE and R2, so these were the metrics used to make the evaluation.

Root Mean Squared Error (RMSE) is the metric that calculates the average of the square roots of the error
between values (actual) and predictions (hypotheses). This metric has a range from 0 to infinity and returns the
magnitude of errors. The scores are negatively-oriented, so lower values are better. A score of 0 means that, on
average, the predictions are great, that is, 100% effective.

On the other hand, R2 or R-Squared is the proportion of variation in the outcome that is explained by the
predictor variables. Another possible definition is given by the formula: total variance explained by model

total variance . Unlike
RMSE, the higher the value, the better the model. 1 means that the model explains 100% of the variance of the
labels. 0 means that the model doesn’t understand how the labels vary.

RMSE R2

Random Forest 271.60 (≈ 6.07%) 0.61 (61%)
Linear Regression 309.14 (≈ 6.50%) 0.34 (34%)

Table 16: RMSE and R2 results

Since the beginning, we considered this problem a substantial challenge because of the inherent difficulty in
forecasting expenses, so getting positive results was very satisfactory.

Observing them, we can see that the Random Forest model performs better, with an average error (RSME)
of 6.07% and a R-squared (R2) of 0.61 which means that the model explains 61% of the variance. The Linear
Regression model has a RMSE of 6.50% and a R-squared of 0.34 (34%).
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Figure 27: Graphic representation of the behavior of the two algorithms. Blue dots represent predic-
tions made by the Random Forest algorithm and orange dots represent predictions made
by the Linear Regression algorithm. The red line represents the ideal algorithm, that is, an
algorithm that perfectly predicted these expenses.

Observing figure 27 we can also see that there are more blue dots crossing the red line than orange dots,
which is in agreement with the conclusion made in the previous paragraph.

This result, despite responding affirmatively to the question initially proposed, alerts us to the need for these
data to be analyzed and managed, continuously and attentively, by humans. Although the results correspond to
our expectations, there is still a considerable margin of error that is very important for financial management and
that must be considered. In turn, this need leads us to the importance of understanding the data to be processed
and its visualization, leading us, once again, to highlight the importance of the main focus of this dissertation:
the development of a Data Visualization platform. This platform is, in a way, the answer to the problem that was
exposed here, since it aims to facilitate the analysis of these data that are so important and fluctuating in time.

It is also important to point out that these forecasts can be very useful overall, but for an isolated example
the forecast is likely to be worse. Thus, despite the good results obtained, this topic should be explored more
diligently to better understand the problem and get better results.
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4.5.2 Success Forecast

After the expenses forecasting, the idea of trying to predict whether a project will be successful or not came up.
This approach solves the problem of data irregularity since it is done through binary classification.

The success of a project is measured using a formula created by the UMinho rectory that makes use of two
other very important rates and on which success depends: the time rate and the financial rate.

So, we have the time rate:

time rate =
months already passed
total project months

× 100 (1)

And the financial rate:

f inancial rate =
total expenditure

project budget
× 100 (2)

And the success rate is measured based on these two rates:

f inancial rate− time rate (3)

This gives us a value between -100 and 100 and the values are grouped according to the result as follows:

• 6 40: project with very low success rate;

• > 40 6 −10: project with low success rate;

• > −10 6 20: project with good success rate;

• > 20: project with very good success rate.

These results are based on the time range where the project is located and not just on the budget execution
of each one, that is, these rates consider the duration of the project and what time it is in. Therefore, during the
execution of the project, we can monitor its status and determine if it is going the right way. A project that ends
with a success rate greater than -10 is a successful project. Otherwise, it is an unsuccessful project.

The binary classification process (successful or unsuccessful) was done using only projects that were already
finished, since considering projects still in progress could influence the results. In addition, we used projects that
started before 2018 for training, while projects that started at least in 2018 were used for testing.

This process has given us very positive results regarding the possibility of predicting the success of a project.
We obtained an AUC of 83% and an accuracy of 79%, which represents a very satisfactory value. This means
that we can predict whether or not a project will be successful with close to 80% certainty, which we consider
very important and promising, as it prepares the responsible entities for eventual problems and expenses without
profit.
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False True Error Rate

False 40.0 9.0 0.1837 (9.0/49.0)
True 9.0 28.0 0.2432 (9.0/37.0)
Total 49.0 37.0 0.2093 (18.0/86.0)

Table 17: Confusion Matrix (Act/Pred)

These results were acquired through a stackdensemble algorithm from H2O, which is a way of combining the
answers of several models. In other words, and according to H2O documentation, is a supervised ensemble
machine learning algorithm that finds the optimal combination of a collection of prediction algorithms using a
process called stacking.

Although the results are good, they lead us to believe that there is still a great margin of progression, that is,
we believe that getting more data (more projects) these results will be even better.
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C O N C L U S I O N S A N D F U T U R E W O R K

“If at first the idea is not absurd, then there is no
hope for it.“

Albert Einstein

This dissertation had as its main objective the development of a system capable of responding to the needs
of the most varied research bodies, namely the Responsible Researchers, Directors of Research Centers, Pres-
idents of Organic Units, UMinho Rectory and Administrative Staff allied to these bodies.

The development of this system not only represents a new approach for UMinho with regard to the financial
management of R&D projects but also brings the possibility of using this resource as a source for monitoring
these same projects and their investments. Besides, it also made it possible to explore other peripheral themes
as the scientific production at UMinho and Portugal, its relationship with financial execution, and the use of ML
to make forecasts.

5.1 C O N C L U S I O N S

The developed Data Visualization platform was a success. After several tests and presentations to the various
organic units and the rectory of the University of Minho, the university allowed this platform to be implemented
in the internal structure of UMinho. This was a very important step towards improving the platform since it was
being fed with data from excel files and whose processing depended on human work. With this permission, to-
gether with the Information and Communications Systems Services Unit (USSIC), the prototype is already being
adapted so that data loading is done automatically. We believe that this platform will bring many advantages for
the financial management of projects and, with its insertion in the internal IT structure of UMinho, its adaptability
will be guaranteed.

Regarding the work carried out beyond the platform, we can also say that it was quite positive. Starting with
the brief study of the impact of the Covid-19 pandemic, we were able to draw promising conclusions that led us
to new questions, also addressed. In short, we can say that the pandemic had a very negative impact on the
project’s financial execution, especially concerning the missions and scientific production sector. However, the
quantity and quality of scientific production were not negatively affected. As a result, we conclude that there is no

68
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strong correlation between financial execution for scientific production and the quantity of this production. Addi-
tionally, the 5 best-classified areas for each bibliometric indicator considered were also studied, with Biochemistry,
Genetics and Molecular Biology being the area that appears most often.

Expanding the focus area of this work and exploring the scientific production at a national level, we also
obtained very interesting results. Starting with bibliometric indicators, we can say that these can be used as
quality measures, but their use depends on the area of study, as they have different ways of evaluating the
work carried out. We also know, based on data from the Scopus database and the indicators studied, that the
Cites/Document, IPP, and SNIP have very similar behavior concerning the evaluation of scientific work, so we
believe that the use of the three might be redundant. The JIF also behaves similarly. But, to draw conclusions,
as a way of future work, we intend to increase the dataset and collect more data to study this nuance, since its
behavior line ends up clashing a little compared to the other indicators. Finally, it is also defended that the most
correct way to evaluate scientific work is not through the frequency per indicator, but through the allocation of
weights for each indicator.

Regarding the realization of forecasts, we also got good news. Two different approaches were taken on this
topic: expense and success forecasting. Concerning the forecast of expenses, we got good results. With the
Random Forest model we were able to get an error of 6% and a R-squared of 0.61 (61%). Although these are
not perfect results, we have few data expenses and these are very irregular and extremely unpredictable, so
we consider these promising results. Even so, there is still a large margin for progression. However, this issue
underscores the importance of the DV platform mentioned above. Since these data are so irregular, humans must
handle their analysis. Thus, this problem reiterates the need to have a system that facilitates the understanding
and visualization of data for human consumption. Also, when it comes to predicting the success of a project, we
got even better results. We can say whether or not a project will be successful with approximately 80% certainty.

Despite the positive results achieved, it is also important to highlight some obstacles that were encountered
throughout its development. Starting with the development of the platform, we can say that the biggest obstacle
was data processing. Since this data was sent in excel files and its processing was done manually, obtaining
consumable data was very time-consuming. When it comes to the study of scientific production, both at UMinho
and at a national level, the biggest challenge was the lack of data. This was also one of the main problems in
forecasting project expenses. In addition, the financial execution of research projects is a sensitive issue, so it
was only possible to access financial data from UMinho, making it impossible to carry out a more comprehensive
analysis of the topic.



5.2. Scientific Publications 70

5.2 S C I E N T I F I C P U B L I C AT I O N S

The work developed within the scope of this thesis was disseminated through the participation in three scientific
events.

• 5th Theory and Applications in the Knowledge Economy Conference
The TAKE 2021 had as main topic The Knowledge Economy in the Covid-19 Era and took place virtually
on July 7th-9th, 2021. TAKE is an international scientific conference devoted to the multidisciplinary study
of the knowledge economy. In particular, it intends to analyze the relation and the gap between theories
and practices in the knowledge economy of the 21st century.

The theme introduced at this conference was the impact of Covid-19 on RD projects.

The Impact of Covid-19 on Research and Development Projects. Inês Alves, University of Minho,
Informatics Departament, ALGORITMI Center, Braga, Portugal; Cesar Analide, University of Minho, Infor-
matics Departament, ALGORITMI Center, Braga, Portugal; and Filipe Vaz, University of Minho, Physics
Department, Physics Center, Guimarães, Portugal.

• 18th International Conference on Distributed Computing and Artificial Intelligence
The 18th International Conference on Distributed Computing and Artificial Intelligence (DCAI) 2021 is
an annual forum that will bring together ideas, projects, lessons and others, associated with distributed
computing and artificial intelligence, and their application in different areas. DCAI 2021 will be held in
Salamanca, Spain within PAAMS’21 in 6th-8th October, 2021.

In this meeting, the work presented is related to the relationship between financial execution in R&D and
scientific production.

The Relationship Between Financial Execution in R&D and Scientific Production. Inês Alves, Univer-
sity of Minho, Informatics Departament, ALGORITMI Center, Braga, Portugal; Cesar Analide, University
of Minho, Informatics Departament, ALGORITMI Center, Braga, Portugal; and Filipe Vaz, University of
Minho, Physics Department, Physics Center, Guimarães, Portugal.

• 12th International Symposium on Ambient Intelligence
ISAmI is the International Symposium on Ambient Intelligence, aiming to bring together researchers from
various disciplines that constitute the scientific field of Ambient Intelligence to present and discuss the
latest results, new ideas, projects and lessons learned. This will also be held in Salamanca, Spain on
6th-8th October, 2021.

Here, the work presented is about Scientific Production in Portuguese Public Universities.

Scientific Production in Portuguese Public Universities. Inês Alves, University of Minho, Informatics
Departament, ALGORITMI Center, Braga, Portugal; Cesar Analide, University of Minho, Informatics De-
partament, ALGORITMI Center, Braga, Portugal; and Filipe Vaz, University of Minho, Physics Department,
Physics Center, Guimarães, Portugal.
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5.3 F U T U R E W O R K

Finished this dissertation, we have a very positive balance of the work developed. As future work, it is intended
to continue to develop the created platform, this time migrating the work done to a responsible entity, in this case
to the Centro de Computação Gráfica (CCG), a company that works together with UMinho. The migration of this
platform requires the adaptation of the technologies used to those used in the company and the continuation of
the last level development. On the other hand, this new approach means that we are no longer dependent on
the periodic sending of excel files and the platform is now fed by data from the UMinho database, reducing the
time spent on manual aggregation and reducing the risk of errors.

Another important point is to obtain more data, both on scientific production and projects and their financial
information. With more data we can study the behavior of the various bibliometric indicators, deepening the
study carried out and obtaining safer answers to the behavior of the JIF referred to in 4.4.1, and also improve
forecast results using more projects. Furthermore, as this data increases, we can also continue to monitor the
relationship between the financial execution and the scientific production.
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Figure 28: Platform Login Screen
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A.1 L E V E L 1 : R E S E A R C H E R

Figure 29: Researcher Main Screen

Figure 30: Researcher Main Screen (continued)
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Figure 31: Researcher Main Screen (continued)

Figure 32: Main screen of a specific project
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Figure 33: Screen with expenses by rubric of a specific project

Figure 34: Screen with expenses by rubric of a specific project (continued)
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Figure 35: Screen with the expenses of a specific rubric

Figure 36: Screen with the expenses of a specific rubric (continued)

Figure 37: Screen with payment requests and payment summary
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A.2 L E V E L 2 : R E S E A R C H C E N T E R

Figure 38: Research Center Main Screen

Figure 39: Screen with researchers’ names and project titles with very low execution rate

A.3 L E V E L 3 : O R G A N I C U N I T

Figure 40: Organic Unit Main Screen



B
D E TA I L S O F R E S U L T S

Figure 41: Expenses by Research Center: Complete Information

Figure 42: Amount of Scientific Production by Research Center: Complete Information
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