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Abstract. This paper is a first step towards studying the rationality of explanations
produced by up-to-date AI systems. Based on the thesis that designing rational ex-
planations for accomplishing trustworthy AI is fundamental for ethics in AI, we
study the rationality criteria that explanations in classification algorithms have to
meet. In this way, we identify, define, and exemplify characteristic criteria of ratio-
nal explanations in classification algorithms.
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1. Introduction

Explainability is a fundamental topic for AI ethics. It increases users’ trust in the out-
comes of AI systems, eases to clarify the decisions made and whether the system has
been trained on a biased/fair view of the world. But to accomplish these ethical goals, ex-
planations need to be rational. In this way, this paper is a preliminary study of the criteria
that rational explanations produced by classification algorithms must meet. Furthermore,
examples of explanations produced by AI systems are extracted from research works in
the state-of-the-art and used for discussion. We envision that these criteria may enable us
to give a measure of how rational the explanations produced by AI systems are.

1.1. Trustworthy AI needs rational explainability

Broadly speaking, explainable artificial intelligence (XAI) is the discipline that studies
those systems that describe their results, actions, or decisions. Regarding explainable
classification algorithms, XAI yields reasons for the classification results obtained. Note
that the lack of explainability decreases the trust in the outcomes of the AI systems, it
reduces its fairness (without explainability, responsibility cannot be claimed) and usabil-
ity [1], and makes it more probable to overlook whether they have been trained using a
biased view of the world [2,3] (for a reference on biases in AI see [4,5]).
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In the literature, AI systems that describe their outcomes in natural language are
numerous and involve very diverse domains as finance, medicine, or social services. In
this way, the demand for accountability regarding undesirable outcomes produced by al-
gorithms requires the use of XAI; but not only that, explainability involves several top-
ics as safety, transparency, or fairness. In addition, the General Data Protection Regula-
tion2, established by the European Parliament, includes the individual right to explana-
tion, which affects AI systems and their users. Considering all these reasons, it is clear
that XAI becomes a mandatory project.

However, not all descriptions of the outcomes appearing in the literature can
be considered as adequate explanations. Similarly to human-human interactions, sim-
ple/incomplete/irrational descriptions might not be enough to discover bias in the design
or training of the AI system, so they will not help to enlighten unethical results of their
classification systems. Also, we cannot require trust if users do not find rationality in
the explanations provided by algorithms. Therefore, providing rational explanations is
a desirable property for AI classification models, and the present paper is a preliminary
work on that direction.

1.2. How much does the ball cost? Biased thinking vs. rational thinking

In the literature, there are research studies that distinguish between two types of cognitive
processes: those executed quickly with little conscious deliberation and those that are
slower and more reflective [6,7,8,9]. These type of processes were called System 1 and
System 2, respectively [10]. System 1 processes occur spontaneously and not require or
consume much attention, i.e., recognizing a face, whereas System 2 processes involve
mental operations that require effort, concentration, and probably the execution of some
learned rules, i.e., calculating 123x45 without a calculator. Note that the task 123x45
offers no intuitive solution, that is, no number spontaneously comes to your mind as a
possible answer. Let us exemplify these two type of processes with an easy question:

A bat and a ball cost 1.10 AC. The bat costs 1.00 AC more than the ball.
How much does the ball cost? cents.
This is a question in the Cognitive Reflection Test (CRT) [11]. In this case, individu-

als who answer this question with the first idea that comes to mind usually fail this test3.
They are also biased reasoners since they are quite convinced that the problem is very
easy since they estimate that 92% of the people would solve this problem right [11]. This
exemplifies that we people can be mistaken and unaware, specially in situations where
we think superficially. That is a flaw in the reflective mind, a failure of our rationality.

Moreover, as [9] mentions, people are supposed to have consistent preferences that
they trust since they reflect their interests. But sometimes our decisions do not produce
the best possible experience for us. Note that taste and decisions are shaped by memories
and the duration of these memories can be neglected/biased. For example, usually peo-
ple give the same importance/weight to the good and to the bad part of an experience,
although the good part have lasted ten times longer than the other.

Thus, AI systems that produce rational explanations may also help individuals to
realise other sides of their judgment that might be biased, so that individuals can also see

2https://eur-lex.europa.eu/eli/reg/2016/679/oj.
3Note that “10 cents” is a wrong answer. If the ball costs 10 cents, then the bat will cost 1 euro, so the

difference would be 90 cents.
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the situation differently and even learn from it. XAI systems can transmit their knowledge
and arguments to the users, so if the system is right, then users can learn from it, or in case
the AI system is mistaken, users can correct it or update it with the missing information.

2. Preliminaries: the notions of rationality and explanation

Rationality is a feature commonly included in the diverse theories on intelligence and re-
cently has been introduced as a research topic into experimental and engineering sciences
[12]. In the previous section, we argued that trustworthy AI needs rationality, but note
that we could add that since rationality is conceived as a crucial part of intelligence, gen-
eral AI requires addressing the question of rationality. The notion of rationality is usually
defined as the quality of being based on or following reason. It applies to a wide range of
domains and entities [13]. For instance, it is common to say that some emotions, beliefs,
societies, reactions, or people themselves are rational. Many different disciplines, such
as philosophy, economics, or psychology, have studied rationality from diverse points of
view (for a review of the study of this topic, the reader is referred to [13]). Therefore, it
is not surprising that rationality has been conceptualized and modeled in different forms.
For instance, mainly four kinds of models of rationality have been considered in cogni-
tive science and psychology (see [14] for a general presentation). And the diversity of
proposals is even richer in philosophy [13]. Research in AI has been focused on the study
of rational agents, and the design of agents often uses the belief-desire-intention model
[15] as a rationality paradigm. The utility-maximizing account of rationality, inspired by
the instrumental approach from philosophy, has been predominant in AI, even if it is not
reasonable to consider an agent acting in this fashion rational [12].

As a complementary approach, this paper focuses on the question of rationality ap-
plied to explainable classification algorithms (we refer the reader to [16] for a descrip-
tion of the notion of classification in AI). However, as it occurs with the notion of ratio-
nality, there is no canonical definition of explanation. Diverse philosophical approaches
conceptualized explanations in different and quite irreconcilable ways. In the literature,
an explanation has been defined as a deductive relation, a probabilistic relation, a provi-
sion of causes, or a causal relation (we refer the reader to [13, Ch.19]). So, defining the
notion of explanation is still a philosophical problem. In this paper, we consider that an
explanation is any proposition generated by a classification algorithm and labeled by the
system itself as such. Next, we can proceed with the principal issue of this work, that is,
seeking the criteria that determine whether an explanation of a classification algorithm is
rational. For that, we define rational explanations as those meeting certain criteria.

3. Defining rational explanations

In this section, we identify, define, and exemplify the criteria of rational explanations in
classification algorithms.

3.1. Human understandable

Trivially, the rationality of an explanation can only be analyzed whether the explanation
is understandable by people. Instances of explanations satisfying this criterion are: any
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response of the classical expert system PROSPECTOR written by Richard O. Duda [17]
(e.g., On a scale from -5 to 5, my certainty in MVTD is now: .8995, or the following answer
of the XAI Beer Style Classifier presented in [18]: It is very likely that this beer is Branche,
because its color is pale, its bitterness is low, and its strength is session.

3.2. Conceptual

Concepts are essential to human thought and play a fundamental function in explaining
cognitive tasks as decision-making or categorization [19,20]. Furthermore, according to
conceptual coherentism, it is impossible to believe, understand or trust in a proposition
(in particular, an explanation) without having the concepts that figure essentially in it [13,
Ch.1]. Hence concepts play a very significant role in XAI. Indeed, several philosophi-
cal theories on concepts (e.g., connectionism, the analogical approach, or the classical-
symbolic one) have inspired diverse AI frameworks like neural networks or formal on-
tologies [19]. Regarding concepts, we propose three conditions for rational explanations:

• Rational explanations have to use concepts to proceed with the categorization and
employ them for building the propositions explaining the result. The explanation
This leaf is not like any known leaf species, but it is round with toothed and lobed margin
[21] meets this condition.

• The concepts used by the explanation must be coherent with human perception,
that is, AI systems must align their perception (sensor data) to concepts that peo-
ple can understand and that they usually use to communicate i.e. in natural lan-
guage. In the literature, approaches that define concepts that are aligned with hu-
man perception are for instance: qualitative descriptors based on reference sys-
tems [22], conceptual spaces [23], data-driven conceptual spaces [21], ontologies
[24], or fuzzy sets [25]. Note that the mere appearance of concepts is not enough
to ensure that the explanations displayed are human understandable. For instance,
some machine learning algorithms might build meaningless linguistic labels re-
lated to concepts. So, later we must aligned these learned labels with human un-
derstanding to gather meaning for the users.

• The concepts used to classify an item into a group have to be related to the distinc-
tive and relevant group’s traits. Indeed, an algorithm could correctly classify an
item into a category using concepts, and associate them with meaningful linguis-
tic labels, but it could be that these concepts have nothing to do with the group’s
characteristics within which the item is classified. For instance, shortcuts may fail
in real-world scenarios far from standard benchmarks and classify the breed of a
dog according, for example, to the presence of the snow in the image. This would
lead to an explanation of the form The dog is a Siberian Husky because it is found in a
snowed mountain, which does not include any dog’s traits.

3.3. Context adequate

In linguistics, the goal of Referring Expression Generation (REG) is to find a set of prop-
erties (minimal, or psychologically plausible) that are all true for the intended referent,
but not all true for any distractor [26,27]. So, in this case, the context of the referent
object and the distractor objects must be taken into account.
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When referring to an object, multiple categorizations are usually possible [28]. For
example, assuming a dog has the following properties: small, black and white, tall and
have spots, someone may refer to it by saying the tall black and white dog with spots is
a Dalmatian. However, if that dog is in a context where other dogs are also tall, then
including the attribute tall in the explanation is not cognitively adequate, i.e., people will
not say it since it does not help to distinguish it. If there are several tall dogs and only
one dog is small, then we can refer to it by the property that distinguishes it from the rest,
i.e., the small dog is a chihuahua. In this case, if there are no more small dogs, the color
and if it has spots or not is not significant according to the context.

3.4. Personalized according to users’ background

The rationality of some explanations depend on the user’s background, in the sense that
one might need specific knowledge to understand them. To exemplify this, let us con-
sider the classification’s explanation of a basketball player presented in [29]: The player
is Center because Height is extremely high and Rebounds is medium. There is also a minor chance
that it is Small-Forward. Although the language of this explanation is not the most natural,
individuals familiar with basketball may understand it with little effort. However, indi-
viduals with no background knowledge in this sport would need an explanation including
more suitable terms such as the player is Center because s/he is the tallest4. Also the notion
of medium would need more contextualisation, that is, which is the typical number of
rebounds in a play, and then what is considered a high/low number of rebound catch-
ing for a player. Knowing high or low, that is the context, we can infer medium number
of rebounds, but without knowing the thresholds, the meaning of the concept medium
remains unclear (see Section 3.3 for further details). So, the more adapted to the user’s
background is an explanation, the more rational the explanation.

3.5. Coherent with observable human reasoning

As argued in [30], decision methods must support known patterns of human reasoning.
Similarly, we propose another rationality criteria: classification explanations need to be
coherent with observable and rational patterns of human reasoning (these patters depend
on the classification problem considered). Otherwise, users could not recognize the ra-
tionality of the reasoning behind a classification result. For instance, people classify the
breed of a dog using reasoning involving its size, its fur, shape, eye type, etc. Let us con-
sider the chihuahua breed, whose average weight ranges [1.8, 2.7] kilograms. Then, if a
classification algorithm explained that This dog is not a chihuahua because its weight is 2.8
kilograms, which is larger than 2.7 kilograms, users would find this explanation not rational,
since it is not the kind of observable human reasoning we do for classifying dogs. A more
cognitive statement would include argumental steps like If a dog is 1.2 meters tall, then this
dog cannot ever be classified as a chihuahua.

Some theoretical tools used to accomplish this objective are logic aggregators (the
common idea is to use inputs and outputs of logic aggregators as the conditions filtering
those criteria that might serve in mathematical models of human reasoning). For exam-
ple, when classifying a picture into a painting style, people may have input percepts of
the degrees of the adequacy of the image concerning the distinctive traits of the painting

4Note that basketball players are usually ordered by height 1–5 and the center is generally number 5.
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styles. Humans would aggregate the degrees corresponding to the different features to
form a composite percept, assigning a degree of membership of a picture to the painting
styles. Based on this theory [30], in [31] the idempotent aggregation, the noncommuta-
tivity, and the non-use of annihilators are identified as characteristic patterns of human
aggregative reasoning related to the art painting style categorization, and used to explain
the results. The idempotent aggregation is based on the assumption that the membership
degree to an art style must be between the lowest and the highest value of the traits of
this style. The noncommutative reflects that for each painting style, each color trait may
have its degree of importance. The explanation classification algorithm presented in [25]
did not consider this pattern. An annihilator is an extreme value of suitability (either 0
or 1 – necessary and sufficient condition, respectively) of a feature that is sufficient to
decide the result of aggregation regardless of the values of other inputs. An example of
the explanations shown in this work is the following one [31]:The painting is classified in
the Post-Impressionism style. The high contrasts between red and green, and between blue and
yellow evidence this style. In that case, the item has been classified taking into account the
three patterns of human aggregative reasoning mentioned.

3.6. Contrastive and counterfactual

Factual explanations are based on the features of the input data instances. In contrast,
we find contrastive and counterfactual explanations. The conceptual similarity between
these two last kinds of explanations motivates us to present them together (see [32] for a
detailed introduction to contrastiveness and counterfactuals).

On the one hand, contrastive explanations in classification algorithms give reasons
why an item is not classified differently. This kind of explanation describes a classifica-
tion result by answering the question Why was the item classified in P rather than in Q?.
In brief, an explanation is contrastive whenever faces the classification result to one of
the possible other classifications. Diverse research argues that contrastive explanations
are inherent to human cognition [33,34,35], and thus relevant to XAI. In philosophy,
contrastive explanations are claimed to be necessary for moral responsibility [36]. And,
furthermore, two of the four types of explanatory questions identified by Van Bouwel and
Weber [37] lead to contrastive explanations. In light of this, contrastiveness should be a
criterion of rational explanations. In [38] the authors propose a method to use questions
of this type to restrain the set of features of machine learning algorithms. Often the result
is a contrastive explanation, as the following example shows [38]: System: The flowertype
is Setosa. User: Why Setosa and not Versicolor? System: Because for it to be Versicolor the petal
width (cm) should be smaller and the sepal width (cm) should be larger.

On the other hand, counterfactuals picture alternative scenarios to that occurred
in fact. Usually, they are presented as conditionals, where the antecedent represents
the alternative case, and the consequent describes the consequences of the antecedent.
Thus, regarding classification algorithms, counterfactual explanations answer the ques-
tion What would have occurred if the item did not hold the property P?. In short, a coun-
terfactual explanation reveals how the classification could have been different. As Hume
pointed out for the first time, counterfactuals explanations play a crucial role in explor-
ing the causes of an event. And more recent approaches from philosophy agree with this
[39]. For a cognitive study of counterfactual reasoning, we refer the reader to [40]. Also,
some references on ethical aspects related to counterfactual explanations are [41,42,43].

Z. Falomir and V. Costa / On the Rationality of Explanations in Classification Algorithms450



In this way, rational explanations should also include counterfactuals whenever is possi-
ble. For instance, the what-if tool5 from Google also permits to obtain counterfactual ex-
planations, and in [44] the authors present the method Counterfactual Local Explanations
viA Regression (CLEAR). For example, to the question What if the person does not have a
head in the video?, the XAI model presented in [45] would answer with the counterfactual
explanation Is it possible for a person to exists without the head. However, as shown in [46]
beliefs about additional conditions take precedence over beliefs about presupposed facts
for counterfactuals, and thus counterfactuals are not equally helpful in assisting human
comprehension. So, future work will consider the criteria established in [46].

4. Case study: explanations on art painting style categorization

In this section, we use the characteristic criteria of rational explainability defined earlier
to study the explanations’ rationality provided by the art painting style classification
algorithm �-SHE [25]. This classifier integrates qualitative descriptors and t-norm based
logics and classifies painting from the Baroque, Impressionism, and Post-Impressionism
styles using only color features. The main objective of this part is, thus, to exemplify how
the research presented in Section 3 might help not only to analyze the explainability of
an algorithm but also to improve the rationality of its explanations.

Let us consider the explanations provided by the �-SHE for Renoir’s painting Le
djeuner des canotiers [25]: rn3 [Le djeuner des canotiers] is an Impressionist painting. The
diversity of qualitative colours evidences the Impressionism style. The variety of hues evidences
the Impressionism style. The amount of bluish evidences the Impressionism style. The amount of
grey evidences the Impressionism style. Arises the following question: how rational is this
explanation? Let us analyze the explanation using the criteria proposed in the previous
section. Is this explanation ...

• human understandable? It uses natural language and users can understand it.
• conceptual? It utilizes concepts to proceed with the categorization. The concepts

(the diversity of color and hues, and the levels of blue and grey) are coherent with
human perception. However, color is not the unique distinctive, and relevant trait
related to Impressionism; and not considering other features (e.g., the strokes of
the picture, or the painting’s theme) might not be considered very rational in some
classifications.

• context adequate? The �-SHE algorithm selects one or two reasons (from a larger
number of facts) to be the explanation, i.e., highlights the more relevant features
that characterize the style obtained. Hence we may affirm that the explanation
satisfies the criterion.

• personalized according to users’ background? Users do not need to be art experts
to understand the explanation provided by the system since it is based in color
concepts, and color traits that are common sense, that is, most people would un-
derstand them. Therefore, the explanation meets this criterion.

• coherent with observable human reasoning? The �-SHE algorithm does not model
observable human reasoning behind art painting style classification, as it is indi-
cated in [31]. For example, the categorizations of the styles used in the �-SHE

5https://pair-code.github.io/what-if-tool/.
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algorithm use t-norms, which admits annihilators. However, art seems too diverse
to justify the use of annihilators. For instance, a high level of darkness is dis-
tinctive of the Baroque style but other art styles can also present a high level of
darkness (e.g., the Romanticism style). Conversely, the absence of this feature is
not enough to dismiss this style: some paintings from the Baroque show a few
uses of dark colors. Thus, the explanation analyzed does not meet the coherence
criteria.

• contrastive and counterfactual? The explanation does not meet the contrastive and
counterfactual criteria. This affects the rationality of the explainability of classi-
fications. The accuracy of �-SHE is around 70%. So, often users would ask why
an image has been classified into a style rather than another, seeking a contrastive
explanation. Or they would wonder what would have been the classification if,
for instance, the level of darkness was higher, etc. Therefore, this is a clear issue
to improve the explainability of this algorithm.

According to the criteria presented in this paper, we could say that the rationality of
the explanation studied is medium. Indeed, it fully meets half of the criteria, two more
criteria are few accomplished, and the remaining one is not satisfied. We also remark that
this analysis of rationality guides future improvements of the �-SHE algorithm.

5. Conclusions and future work

In this paper, we highlight that rational explanations for AI systems are fundamental.
Especially for preserving the users’ trust in AI systems and for showing their fairness.
We also show that, although rationality is considered as an inherent human feature, on
some occasions our thinking might be biased (e.g., ball-and-bat problem).

The main contribution of this paper is the discussion about the criteria that rational
explanations must meet. As far as we are concerned, there are no standards for that, but
they are very needed. So, this is a step further in that direction. Any explanation pro-
duced by an AI system nowadays has been designed by a human. But, as a larger audi-
ence would agree, that does not ensure rational explainability. This is why we propose
some criteria here in this paper as a guideline to create rational explanations and which
are summarized as follows: an explanation produced by an AI system must be human
understandable, use concepts, be adequate to the context of communication, be personal-
ized according to the user’s background, be contrastive and be coherent with observable
human reasoning.

As future work, we intend to explore further the criteria of rational explanations pre-
sented in the paper. In addition, we aim to create a dataset showing which explanations
in the literature meet the conditions for rationality proposed in this work. Furthermore,
we also consider developing an approach for quantifying and qualifying the rationality
of explanations provided by classification algorithms. The results obtained by this ap-
proach will be compared to the results of a survey carried out to individuals with different
profiles (i.e., experts and non-experts in a topic).
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