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INTEGRAL ISOPERIMETRIC TRANSFERENCE AND

DIMENSIONLESS SOBOLEV INEQUALITIES

JOAQUIM MARTÍN∗ AND MARIO MILMAN**

Abstract. We introduce the concept of Gaussian integral isoperimetric trans-
fererence and show how it can be applied to obtain a new class of sharp
Sobolev-Poincaré inequalities with constants independent of the dimension.
In the special case of Lq spaces on the unit n−dimensional cube our results
extend the recent inequalities that were obtained in [12] using extrapolation.

1. Introduction

Let Qn be the open unit cube in Rn, let 1 ≤ q < n be fixed, and let 1
p = 1

q − 1
n ;

a special case of the classical (homogeneous) Sobolev inequality states that for all
f ∈ C∞

0 (Qn),
‖f‖Lp(Qn)

≤ c(n, q) ‖∇f‖Lq(Qn)
.

It is well known (cf. [1], [29]) that c(n, q) ≍ c(q)n− 1
2 , with c(q) independent of n.

Triebel [30], [31], recently suggested the problem of finding dimension free1 Sobolev
inequalities, at least in what concerns the constants involved, by means of replacing
the power gain of integrability on the left hand side by a (smaller) logarithmic
gain. This, indeed, can be achieved by different methods (e.g. by transference from
Gaussian inequalities via isoperimetry and symmetrization (cf. [19]), by direct
transference from Log Sobolev inequalities [17], by extrapolation, using weighted
norms inequalities (cf. [17], [18]), etc.). The sharper known results in this direction
give inequalities of the form

(1.1) ‖f‖Lq(LogL)q/2(Qn)
≤ C(q) ‖∇f‖Lq(Qn)

, f ∈ C∞
0 (Qn),

with C(q) independent of the dimension, and a corresponding non-homogeneous
version: for f ∈ W 1,1(Qn), we have

(1.2) ‖f‖Lq(LogL)q/2(Qn)
≤ C(q)

(

‖f‖Lq(Qn)
+ ‖∇f‖Lq(Qn)

)

.

The proof via Gaussian isoperimetric transference obtained in [19] explains the
presence of the factor 1

2 in the logarithmic exponent. To summarize, sacrificing the
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2 JOAQUIM MARTÍN∗ AND MARIO MILMAN**

power gain of integrability of the classical Sobolev inequality for the log Sobolev gain
of integrability associated with Gaussian measure, we obtain Sobolev inequalities
on the unit cube Qn with constants independent of the dimension.

It is not hard to see that the logarithmic inequalities (1.2), (1.1), give the optimal
results within the class of Lq(LogL)r spaces. However, Fiorenza-Krbec-Schmeisser
[12] have recently shown that, on the larger class of rearrangement invariant spaces,
the optimal inequality with dimensionless constants corresponding to (1.1) is given
by

(1.3) ‖f‖L
(q,

q′

2

(Qn)
≤ c(q) ‖∇f‖Lq(Qn)

, f ∈ C∞
0 (Qn),

where the space L
(q, q

′

2

(Qn) is the so called ‘small’ Lebesgue space introduced2 by

Fiorenza [10]. The space L
(q, q

′

2

(Qn) is defined by means of the following norm

(1.4) ‖f‖L(q,q′ (Qn)
= inf

f=
∑

fj





∑

j

inf
0<ε<q′−1

ε
− q′/2

q′−ε ‖fj‖L(q′−ε)′ (Qn)



 ,

where as usual q′ = q/(q − 1). Moreover, L
(q, q

′

2

(Qn) can be characterized as an

extrapolation space in the sense of Karadzhov-Milman [16]; therefore, its norm can
be computed explicitly (cf. [11]),

(1.5) ‖f‖L(q,q′ (Qn)
≈
∫ 1

0

(∫ t

0

f∗(s)qds

)1/q
dt

t(log 1
t )

1
2

.

As usual, the symbol f ≈ g will indicate the existence of a universal constant
C > 0 (independent of all parameters involved) so that (1/C)f ≤ g ≤ C f , while
the symbol f � g means that for a suitable constant C, f ≤ C g, and likewise f � g
means that f ≥ Cg.

It is not difficult to see that (cf. [12], see also (1.11) below)

L(q,q′(Qn)  Lq(LogL)q/2(Qn).

The proof of the inequality (1.3) given in [12] depends on extrapolation and is
accomplished using (1.4) or (1.5), and the explicit form of the Sobolev embedding
constant.

In this paper we investigate the connection of inequalities of the form (1.3) to the
isoperimetric inequality and show a new associated transference principle. We work
on metric probability spaces and study a class of Sobolev inequalities which include
(1.3), which are valid if the isoperimetric profile satisfies a suitable integrability
condition. In particular, inequalities of the form (1.3) are connected with what
could be termed a Gaussian transfer condition, as we now explain.

Underlying our method are certain pointwise rearrangement inequalities for
Sobolev functions which are associated with the isoperimetric profile of a given ge-
ometry (cf. [19], [20]). Using these pointwise inequalities we will obtain, by integral
transference, inequalities that are stronger than the usual transferred (log) Sobolev
inequalities, while still preserving the dimensionless of the constants involved. More
generally, we are able to give a unified approach to a class of dimensionless inequal-
ities for different geometries, that hold within the class of general rearrangement

2As the dual of the ‘grand’ Lebesgue spaces, introduced by Iwaniec and Sbordone [15].
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invariant spaces, and as we shall show elsewhere, encompass fractional3 inequalities
as well.

To discuss the results of the paper in more detail it will be useful to recall first
a version of the transference principle developed in [19]. It was shown in [19] that,
for a large class of connected metric probability spaces (Ω, d, µ), with associated
isoperimetric profile4 I = I(Ω,µ) and for rearrangement invariant spaces X̄ = X̄(0, 1)

on (0, 1), that in a suitable technical sense are ‘away’ from L1, we have the following
Sobolev-Poincaré inequality: For all Lipchitz functions on Ω,

(1.6)

∥

∥

∥

∥

(f∗∗(t)− f∗(t))
I(t)

t

∥

∥

∥

∥

X̄

≤ c
∥

∥|∇f |∗
∥

∥

X̄
,

where f∗ is the non-increasing rearrangement5 of f, f∗∗(t) = 1
t

∫ t

0 f∗(s)ds, and c is

a universal constant that depends only on X̄.
The inequality (1.6) is best possible6, but the isoperimetric profile involved may

depend on the dimension, and thus there could be a dimensional dependency in
the constants. A natural method to obtain dimensionless inequalities is to weaken
the norm inequality (1.6) via transference. For example, if (Ω, d, µ) is of “Gaussian
isoperimetric type”, i.e. if for some universal constant independent of the dimen-
sion, it holds

(1.7) I(Ω,µ)(t) � t

(

log
1

t

)
1
2

, on

(

0,
1

2

)

;

then the Gaussian log Sobolev inequalities can be transferred to (Ω, d, µ) with
constants independent of the dimension. The method of [19] simply expresses the
fact that from (1.6) and (1.7) we can see that for all r.i. spaces away from L1, we
have

(1.8)

∥

∥

∥

∥

∥

(f∗∗(t)− f∗(t))

(

log
1

t

)
1
2

∥

∥

∥

∥

∥

X̄

≤ c
∥

∥|∇f |∗
∥

∥

X̄
.

In particular, the Euclidean unit n−dimensional cube Qn is of Gaussian type, with
constant 1 (cf. [28]), therefore (1.8) for X̄ = Lq gives (1.2). More generally, these
inequalities can be reformulated as

‖(f∗∗(t)− f∗(t))G∞(t)‖X̄ ≤ c

∥

∥

∥

∥

G∞
t

I(t)

∥

∥

∥

∥

L∞(0, 12 )

∥

∥|∇f |∗
∥

∥

X̄
,

where (1.8) corresponds to the choice G∞(t) = (log 1
t )

1
2 .

The inequality (1.6) was proved under the assumption that I(t)
t decreases, an

assumption we shall keep in this paper. To proceed further we note that the left

3The basic fractional inequalities that underlie our analysis were obtained in [20].
4See Section 2 below; in particular we assume that I(t) is concave and symmetric about 1/2.
5Precise definitions and properties of rearrangements and related topics coming into play in

this section are contained in Section 2
6as far as the condition on the left hand side (or target space).



4 JOAQUIM MARTÍN∗ AND MARIO MILMAN**

hand side of (1.6) can be minorized as follows,

∥

∥

∥

∥

(f∗∗(·)− f∗(·)) I(·)
(·)

∥

∥

∥

∥

X̄

≥
∥

∥

∥

∥

(f∗∗(·)− f∗(·))χ(0,t)(·)
I(·)
(·)

∥

∥

∥

∥

X̄

≥
∥

∥(f∗∗(·)− f∗(·))χ(0,t)(·)
∥

∥

X̄

I(t)

t
.

Therefore, we have

(1.9)
∥

∥(f∗∗(·)− f∗(·))χ(0,t)(·)
∥

∥

X̄
≤ c

t

I(t)

∥

∥|∇f |∗
∥

∥

X̄
.

Now, if G is such that
(

∫ 1

0
G(t) t

I(t)dt
)

< ∞, it follows immediately from (1.9) that

∫ 1

0

∥

∥(f∗∗(·)− f∗(·))χ(0,t)(·)
∥

∥

X̄
G(t)dt ≤ C

(∫ 1

0

G(t)
t

I(t)
dt

)

∥

∥|∇f |∗
∥

∥

X̄
.

For example, for G(t) = 1

t(log 1
t )

1
2
, we are able to control the functional

∫ 1

0

∥

∥(f∗∗(s)− f∗(s))χ(0,t)(s)
∥

∥

X̄

dt

t
(

log 1
t

)
1
2

,

as long as the following (stronger) Gaussian isoperimetric transference condition is
satisfied,

(1.10)

∫ 1

0

dt

I(t)(log 1
t )

1
2

< ∞.

To compare the different results let us note that by the triangle inequality we have

I =

∫ 1

0

∥

∥(f∗∗(·)− f∗(·))χ(0,t)(·)
∥

∥

X̄

dt

t
(

log 1
t

)1/2

=

∫ 1

0

∥

∥

∥

∥

∥

(f∗∗(·)− f∗(·))χ(0,t)(·)
1

t
(

log 1
t

)1/2

∥

∥

∥

∥

∥

X̄

dt

=

∫ 1

0

‖h(·, t)‖X̄ dt, where h(s, t) = (f∗∗(s)− f∗(s))χ(0,t)(s)
1

t
(

log 1
t

)

≥
∥

∥

∥

∥

∫ 1

0

h(s, t)dt

∥

∥

∥

∥

X̄

=

∥

∥

∥

∥

∥

(f∗∗(·)− f∗(·))
∫ 1

s

1

t
(

log 1
t

)1/2
dt

∥

∥

∥

∥

∥

X̄

≥ 2

∥

∥

∥

∥

∥

(f∗∗(·)− f∗(·))
(

log(
1

· )
)1/2

∥

∥

∥

∥

∥

X̄
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Thus, if (1.10) holds, we have7
∥

∥

∥

∥

∥

(f∗∗(·)− f∗(·))
(

log(
1

· )
)1/2

∥

∥

∥

∥

∥

X̄

≤ c

∫ 1

0

∥

∥(f∗∗(s)− f∗(s))χ(0,t)(s)
∥

∥

X̄

dt

t
(

log 1
t

)
1
2

≤ c

(

∫ 1

0

dt

I(t)(log 1
t )

1
2

)

∥

∥|∇f |∗
∥

∥

X̄
.(1.11)

At this point we can explain what could be gained from our efforts. For suit-
able domains, e.g. for the Euclidean unit cubes Qn, or, more generally, for some
other classes of n−Euclidean domains, the corresponding integral conditions can
be estimated by a constant independent of the dimension as follows

(1.12) sup
n

∫ 1

0

dt

In(t)(log
1
t )

1
2

< ∞.

When (1.12) holds the resulting inequalities we have thus obtained are both di-
mensionless and stronger than the ones that could be derived via the ‘pointwise’
Gaussian transference condition.

The restriction that the space X̄ must be ‘away from L1’ can be removed using
the generalized Pólya-Szegö principle of [19]: Under the assumption that X̄ is ‘away
from L∞’, we can replace (1.9) by (cf. Theorem 2 below),

∥

∥(f∗(·)− f∗(t))χ[0,t)(·)
∥

∥

X̄
≤ c

t

I(t)
‖Q‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄
,

where Qg(t) =
∫ 1

t g(s)dss , and from this point the analysis can proceed along the
lines outlined above.

We will also show a partial converse of this result, for example, the inequality

(1.13)

∫ 1

0

∥

∥(f∗(·)− f∗(t))χ[0,t)(·)
∥

∥

L1

dt

t(log 1
t )

1/2
≤ C

∥

∥|∇f |∗
∥

∥

L1 ,

implies that the profile of (Ω, d, µ) must satisfy a Gaussian type condition (cf.
Corollary 1 below)

t

I(t)

∫ 1

t

dt

t(log 1
t )

1
2

≤ C.

The paper is organized as follows. In Section 2 we collect the necessary in-
formation concerning symmetrizations, isoperimetric profiles and function spaces
considered in this paper; the main inequalities of this paper are proved in Section
3, while Section 4 contains applications to different geometries8; in particular, in
Subsection 4.1 we show in detail how our approach, in the special case of the unit
cubes Qn and Lq spaces, yields (1.3).

2. Background

2.1. Rearrangements. Let (Ω, d, µ) be a Borel probability metric space. For mea-
surable functions u : Ω → R, the distribution function of u is given by

µu(t) = µ{x ∈ Ω : u(x) > t} (t ∈ R).

7which of course is still weaker than the optimal inequality (1.6).
8For further possible metric measure spaces were one could consider applications of our method

we refer to [24] and the very recent [25].
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The decreasing rearrangement9 of a function u is the right-continuous non-
increasing function from [0, 1) into R which is equimeasurable with u. It can be
defined by the formula

u∗
µ(s) = inf{t ≥ 0 : µu(t) ≤ s}, s ∈ [0, 1),

and satisfies

µu(t) = µ{x ∈ Ω : u(x) > t} = m
{

s ∈ [0, 1) : u∗
µ(s) > t

}

, t ∈ R,
where m denotes the Lebesgue measure on [0, 1).

The maximal average u∗∗
µ (t) is defined by

u∗∗
µ (t) =

1

t

∫ t

0

u∗
µ(s)ds =

1

t
sup

{∫

E

u(s)dµ : µ(E) = t

}

, t > 0.

It follows directly from the definition that (u+ v)∗∗µ (t) ≤ u∗∗
µ (t) + v∗∗µ (t), moreover,

since u∗
µ is decreasing, it follows that u∗∗

µ is also decreasing, and u∗
µ ≤ u∗∗

µ .
When the probability we are working with is clear from the context, or when we

are dealing with Lebesgue measure, we may simply write u∗ and u∗∗, etc.

2.2. Isoperimetry. In what follows we always assume that we work with con-
nected Borel probability metric spaces (Ω, d, µ), which we shall simply refer to as
“measure probability metric spaces”.

Recall that for a Borel set A ⊂ Ω, the perimeter or Minkowski content of A
is defined by

P (A; Ω) = lim inf
h→0

µ (Ah)− µ (A)

h
,

where Ah = {x ∈ Ω : d(x,A) < h} .
The isoperimetric profile is defined by

IΩ(s) = I(Ω,d,µ)(s) = inf {P (A; Ω) : µ(A) = s} ,
i.e. I(Ω,d,µ) : [0, 1] → [0,∞) is the pointwise maximal function such that

P (A; Ω) ≥ IΩ(µ(A)),

holds for all Borel sets A. Again, when no confusion arises, we shall drop the
subindex Ω and simply write I.

We will always assume that, for the probability metric spaces (Ω, d, µ) under
consideration, the associated isoperimetric profile IΩ satisfies that, I(0) = 0, I is
continuous, concave and symmetric about 1

2 . In many cases it is enough to control

an ‘isoperimetric estimator’, i.e. a function J : [0, 1
2 ] → [0,∞) with the same

properties as I and such that

IΩ(t) ≥ J(t), t ∈ (0, 1/2).

For a Lipschitz function f on Ω (briefly f ∈ Lip(Ω)) we define the modulus of

the gradient by10

|∇f(x)| = lim sup
d(x,y)→0

|f(x)− f(y)|
d(x, y)

.

9Note that this notation is somewhat unconventional. In the literature it is common to denote
the decreasing rearrangement of |u| by u∗

µ, while here it is denoted by |uµ|
∗ since we need to

distinguish between the rearrangements of u and |u| . In particular, the rearrangement of u can be
negative. We refer the reader to [27] and the references quoted therein for a complete treatment.

10In fact one can define |∇f | for functions f that are Lipschitz on every ball in (Ω, d) (cf. [6,
pp. 2, 3] for more details).
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We shall now summarize some useful inequalities that relate the isoperimetry
with the rearrangements of Lipschitz functions; for more details we refer to [19]
and [21].

Theorem 1. The following statements are equivalent

(1) Isoperimetric inequality: ∀A ⊂ Ω, Borel set with

P (A; Ω) ≥ I(µ(A)),

(2) Oscillation inequality: ∀f ∈ Lip(Ω),

(2.1) (f∗∗
µ (t)− f∗

µ(t))
I(t)

t
≤ 1

t

∫ t

0

|∇f |∗µ (s)ds, 0 < t < 1.

(3) Pólya-Szegö inequality: ∀f ∈ Lip(Ω), f∗
µ is locally absolutely continuous

and satisfies

(2.2)

∫ t

0

(

(

−f∗
µ

)′
(·)I(·)

)∗

(s)ds ≤
∫ t

0

|∇f |∗µ (s)ds, 0 < t < 1.

(The second rearrangement on the left hand side is with respect to the
Lebesgue measure on [0, 1)).

Remark 1. Note that f ∈ Lip(Ω) implies that |f | ∈ Lip(Ω) and |∇ |f || ≤ |∇f | ,
consequently, (2.1) and (2.2) hold for |f | .
2.3. Rearrangement invariant spaces. We recall briefly the basic definitions
and conventions we use from the theory of rearrangement-invariant (r.i.) spaces,
and refer the reader to [5] for a complete treatment.

Let (Ω, µ) be a probability measure space. Let X = X(Ω) be a Banach function
space on (Ω, µ), with the Fatou property11. We shall say thatX is a rearrangement-

invariant (r.i.) space, if g ∈ X implies that all µ−measurable functions f with
|f |∗µ = |g|∗µ also belong to X and, moreover, ‖f‖X = ‖g‖X . For any r.i. space X(Ω)
we have

L∞(Ω) ⊂ X(Ω) ⊂ L1(Ω),

with continuous embeddings. Typical examples of r.i. spaces are the Lp-spaces,
Orlicz spaces, Lorentz spaces, Marcinkiewicz spaces, etc.

The associated space X ′(Ω) is the r.i. space defined by the following norm

‖h‖X′(Ω) = sup
g 6=0

∫

Ω
|g(x)h(x)| dµ
‖g‖X(Ω)

= sup
g 6=0

∫ µ(Ω)

0 |g|∗µ (s) |h|
∗
µ (s)ds

‖g‖X(Ω)

.

In particular, the following generalized Hölder’s inequality holds

∫

Ω

|g(x)h(x)| dµ ≤ ‖g‖X(Ω) ‖h‖X′(Ω) .

Let X(Ω) be a r.i. space, then there exists a unique r.i. space (the representa-
tion space of X(Ω)), X̄ = X̄(0, 1) on ((0, 1) ,m), (where m denotes the Lebesgue
measure on the interval (0, 1)) such that

‖f‖X(Ω) = ‖ |f |∗µ ‖X̄(0,1);

11This means that if fn ≥ 0, and fn ↑ f, then ‖fn‖X ↑ ‖f‖X (i.e. Fatou’s Lemma holds in

the X norm).
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and
X ′(Ω) = X̄ ′(0, 1).

For example, for 1 ≤ p < ∞,

‖f‖Lp(Ω) =

(∫

Ω

|f |p (x)dµ
)1/p

=

(∫ 1

0

(

|f |∗µ (s)
)p

ds

)1/p

= ‖ |f |∗µ ‖L̄p(0,1),

and
‖f‖L∞(Ω) = ess sup |f(z)| = |f |∗µ (0+) = ‖ |f |∗∗µ ‖L̄∞(0,1).

If Ȳ (0, 1) is a r.i. space ((0, µ(Ω)) ,m) , then defining

‖f‖Y (Ω) := ‖ |fµ|∗ ‖Ȳ (0,1)

we obtain a r.i. space on (Ω, µ), in fact there is a one-to-one correspondence between
r.i. spaces on (Ω, µ) and those over ((0, 1) ,m) . In what follows if there is no possible
confusion we shall use X or X̄ without warning.

The following majorization principle holds for r.i. spaces: if

(2.3)

∫ r

0

|f |∗µ (s)ds ≤
∫ r

0

|g|∗µ (s)ds,

holds for all r > 0, then, for any r.i. space X̄,
∥

∥

∥|f |∗µ
∥

∥

∥

X̄
≤
∥

∥

∥|g|∗µ
∥

∥

∥

X̄
.

Remark 2. The following variant of the majorization principle holds. Suppose
that (2.3) holds, then for all t > 0,

‖ |f |∗µ (·)χ[0,t)(·)‖X̄ ≤ ‖ |g|∗µ (·)χ[0,t)(·)‖X̄ .

In fact,
∫ r

0

|f |∗µ (s)χ[0,t)(s)ds =

∫ min{t,r}

0

|f |∗µ (s) ≤
∫ min{t,r}

0

|g|∗µ (s)ds =

∫ r

0

|g|∗µ (s)χ[0,t)(s)ds,

and we conclude using the majorization principle above.

The fundamental function of X̄ is defined by

φX̄(s) =
∥

∥χ[0,s]

∥

∥

X̄
, 0 ≤ s ≤ 1,

We can assume without loss of generality that φX̄ is concave (cf. [5]). Moreover,
for all s ∈ (0, 1) we have

φX̄′(s)φX̄(s) = s.

For example, if 1 ≤ p < ∞, 1 ≤ q ≤ ∞, and we let X̄ = Lp or X̄ = Lp,q (Lorentz
space), then φLp(t) = φLp,q (t) = t1/p, moreover, φL∞(t) ≡ 1. If N is a Young’s
function, then the fundamental function of the Orlicz space X̄ = LN is given by
φLN (t) = 1/N−1(1/t).

The Lorentz Λ(X̄) space and the Marcinkiewicz space M(X̄) associated with X̄
are defined by the quasi-norms

‖f‖M(X̄) = sup
t

|f |∗µ (t)φX̄(t), ‖f‖Λ(X̄) =

∫ 1

0

|f |∗µ (t)dφX̄(t).

Notice that
φM(X̄)(t) = φΛ(X̄)(t) = φX̄(t),

and, moreover,
Λ(X̄) ⊂ X̄ ⊂ M(X̄).
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2.4. Boyd indices and extrapolation spaces. The Hardy operators are defined
by12

Pf(t) =
1

t

∫ t

0

f(s)ds; Qaf(t) =
1

ta

∫ 1

t

saf(s)
ds

s
(0 ≤ a < 1).

The boundedness of the Hardy operators on a r.i. space X̄ can be formulated in
terms of conditions on the so called Boyd indices13

ᾱX̄ = inf
r>1

lnhX̄(r)

ln r
and αX̄ = sup

r<1

lnhX̄(r)

ln r
,

where hX̄(r) denotes the norm of the compression/dilation operator Es on X̄,
defined for s > 0, by

(2.4) Erf(t) =

{

f∗( tr ) 0 < t < r,
0 r ≤ t.

The operator Es is bounded on every r.i. space X̄, moreover,

hX(r) ≤ max{1, r}, for all s > 0.

For example, if X̄ = Lp, then αLp = αLp = 1
p .

We have the following well known fact (cf. [7]):

(2.5)
P is bounded on X̄ ⇔ αX̄ < 1,
Qa is bounded on X̄ ⇔ αX̄ > a.

Moreover,

(2.6) ‖Qa‖ := ‖Qa‖X̄→X̄ ≤
∫ ∞

1

hX̄(
1

s
)s

1
a−1ds < ∞.

The following extrapolation spaces, introduced by Fiorenza [10] and Fiorenza
and Karadzhov [11] in the special case of Lp spaces14, will play an important role
in this paper.

Definition 1. Let X̄ be a r.i. space, and k ∈ N. We let X̄k,log be the r.i. space
defined by

X̄k,log =

{

f : ‖f‖X̄k,log
:=

∫ 1

0

∥

∥|f |∗ (s)χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)1−k/2
< ∞

}

.

It can be easily verified that

‖f‖X̄k,log
≈
∫ 1

0

∥

∥|f |∗ (s)χ[0,t)(s)
∥

∥

X̄

dt

t
(

1 + ln 1
t

)1−k/2
.

We now briefly indicate how the X̄k,log spaces can be identified with real inter-
polation/extrapolation spaces of the form (cf. [4])

(X̄, L∞)wk,1 =

{

f : ‖f‖(X̄,L∞)wk,1
=

∫ 1

0

K(t, f ; X̄, L∞)wk(t)dt < ∞
}

,

12where if a = 0 we simply let Q := Q0

13Introduced by D.W. Boyd in [7].
14For a discussion of the extrapolation properties of a more general class of spaces we refer to

[2].
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where the K−functional, K(t, f ; X̄, L∞), is defined (cf. [4]) by

K(t, f ; X̄, L∞) = inf
f=f0+f1

{‖f0‖X̄ + t ‖f1‖L∞},

and

wk(t) =

(

φ−1
X̄

(t)
)′

φ−1
X̄

(t)

(

1 + ln( 1
φ−1

X̄
(t)

)

)1−k/2
.

This identification follows readily from the well known formula (cf.[26])

K(t, f ; X̄, L∞) ≈
∥

∥

∥|f |∗ χ(0,φ−1

X̄
(t))

∥

∥

∥

X̄
.

For example, if X̄ = Lp, and k = 1, then

(Lp, L∞)w1,1 = L(p,p′ .

This characterization simplifies a number of calculations with these spaces.

Proposition 1. Let X̄ be a r.i. space on Ω, and k ∈ N. Then,
(i)

(2.7) X̄k+1,log ⊂ X̄k,log ⊂ X̄.

(ii) If αX̄ < 1, then αX̄k,log
< 1.

(ii) If for some r > 0, we have αX̄ > r ⇒ αX̄k,log
> r.

Proof. (i) The first inclusion is obvious. To prove the second inclusion we observe
that the identity operator maps

I : X̄ → X̄, and I : L∞ → X̄,

thus, by interpolation,

I : X̄k,log → (X̄, X̄)wk,1 = X̄.

(ii) By (2.5) we need to prove that if αX̄ < 1, then P : X̄k,log → X̄k,log. But P
is bounded on L∞, consequently the result follows interpolating the estimates

P : X̄ → X̄, and P : L∞ → L∞.

(iii) The proof will be by direct estimation of the norm of the compression/dilation
operator Erf (cf. (2.4) above). Let 0 < r < 1, then

‖Erf‖X̄k,log
≤ c

∫ 1

0

∥

∥

∥|f |∗
(s

r

)

χ[0,r)(s)χ[0,t)(s)
∥

∥

∥

X̄

dt

t
(

1 + ln 1
t

)1−k/2

= c

∫ 1

0

∥

∥

∥|f |∗
(s

r

)

χ[0,min(t,r))(s)
∥

∥

∥

X̄

dt

t
(

1 + ln 1
t

)1−k/2

≤ c

(

∫ r

0

∥

∥

∥|f |∗
(s

r

)

χ[0,t)(s)
∥

∥

∥

X̄

dt

t
(

1 + ln 1
t

)1−k/2
+

∫ 1

r

∥

∥

∥|f |∗
(s

r

)

χ[0,r)(s)
∥

∥

∥

X̄

dt

t
(

1 + ln 1
t

)1−k/2

)

= c(A(r) +B(r)).
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We estimate each of these terms as follows

A(r) =

∫ r

0

∥

∥

∥|f |∗
(s

r

)

χ[0,t/r)(
s

r
)
∥

∥

∥

X̄

dt

t
(

1 + ln 1
t

)1−k/2

(2.8)

≤ hX̄(r)

∫ r

0

∥

∥|f |∗ (s)χ[0,t/r)(s)
∥

∥

X̄

dt

t
(

1 + ln 1
t

)1−k/2

= hX̄(r)

∫ 1

0

∥

∥|f |∗ (s)χ[0,u)(s)
∥

∥

X̄

du

u
(

1 + ln 1
ur

)1−k/2

≤ hX̄(r) sup
0<u<1

(

1 + ln 1
u

1 + ln 1
ur

)1−k/2 ∫ 1

0

∥

∥|f |∗ (s)χ[0,u)(s)
∥

∥

X̄

du

u
(

1 + ln 1
u

)1−k/2

= hX̄(r) sup
0<u<1

(

1 + ln 1
u

1 + ln 1
ur

)1−k/2

‖f‖X̄k,log
.

Now, the term containing the supremum can be easily computed. Indeed, by

direct differentiation one sees that the function
1+ln 1

u

1+ln 1
ur

is decreasing, therefore
(

1+ln 1
u

1+ln 1
ur

)1−k/2

decreases (resp. increases) when 1 − k/2 > 0 (resp. 1 − k/2 ≤ 0).

It follows that

(2.9) sup
0<u<1

(

1 + ln 1
u

1 + ln 1
ur

)1−k/2

=

{

1 if k = 1, 2;
(

1 + ln 1
r

)k/2−1
if k ≥ 3.

We estimate B(r) :

B(r) ≤ ‖Erf‖X̄
∫ 1

r

dt

t
(

1 + ln 1
t

)1−k/2
(2.10)

≤ ‖Erf‖X̄
2

k

(

1 + ln
1

r

)k/2

≤ hX̄(r)
2

k

(

1 + ln
1

r

)k/2

‖f‖X̄

≤ c̄(k)

(

1 + ln
1

r

)k/2

‖f‖X̄k,log
(by (2.7)).

Combining (2.8), (2.9) and (2.10), we see that there exists a constant c = c(k), such
that

‖Erf‖X̄k,log
≤ chX̄(r)

(

1 + ln
1

r

)k/2

‖f‖X̄k,log
.

Therefore,

hX̄k,log
(r) ≤ chX̄(r)

(

1 + ln
1

r

)k/2

.

Thus, for 0 < r < 1, we have

lnhX̄k,log
(r)

ln r
≥ lnhX̄(r)

ln r
+

ln c
(

1 + ln 1
r

)k/2

ln r
.
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It follows that

αX̄k,log
= sup

0<r<1

lnhX̄k,log
(r)

ln r

= lim
r 7→0

lnhX̄k,log
(r)

ln r

≥ lim
r 7→0

{

lnhX̄(r)

ln r
+

ln c
(

1 + ln 1
r

)k/2

ln r

}

= αX̄ + lim
r→0

ln c
(

1 + ln 1
r

)k/2

ln r
= αX̄ ,

as we wished to show. �

3. The main Theorem

In this section we always work with (Ω, d, µ) probability metric spaces, as de-
scribed in the previous section, and will always let J denote an isoperimetric esti-
mator of (Ω, d, µ) .

Theorem 2. Let X̄ be a rearrangement invariant space, and suppose that G :
(0, 1/2) → (0,∞), satisfies

∫ 1
2

0

t

J(t)
G(t)dt < ∞.

Then:

(1) If Q is bounded on X̄, then the following Sobolev inequality holds: ∀f ∈
Lip(Ω),

(3.1)
∫ 1

2

0

∥

∥(f∗(·)− f∗(t))χ[0,t)(·)
∥

∥

X̄
G(t)dt ≤ ‖Q‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄

∫ 1
2

0

t

J(t)
G(t)dt.

(2) If P is bounded on X̄, then the following Sobolev inequality holds: ∀f ∈
Lip(Ω),

(3.2)
∫ 1

2

0

∥

∥(f∗∗(·)− f∗(·))χ[0,t)(·)
∥

∥

X̄
G(t)dt ≤ ‖P‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄

∫ 1
2

0

t

J(t)
G(t)dt.

Proof. Part 2: To complete the details of the proof outlined in the introduction,
simply note that the inequality (1.9) above, follows directly from (2.1). The proof
of first part of the theorem requires an extra argument. Suppose that f ∈ Lip(Ω),
then f∗ is locally absolutely continuous and, since f∗ is decreasing, it follows that

(−f∗)
′

≥ 0. By the fundamental theorem of calculus we can write

f∗(s)− f∗(t) =

∫ t

s

(−f∗)
′

(z)dz, 0 < s < t <
1

2
.
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Consequently,

∥

∥(f∗(s)− f∗(t))χ[0,t)(s)
∥

∥

X̄
=

∥

∥

∥

∥

∫ t

s

(−f∗)
′

(z)dz

∥

∥

∥

∥

X̄

=

∥

∥

∥

∥

(∫ 1

s

J(z)
z

J(z)
(−f∗)

′

(z)χ[0,t)(z)
dz

z

)∥

∥

∥

∥

X̄

≤ ‖Q‖X̄→X̄

∥

∥

∥

∥

(

z

J(z)

)

J(z) (−f∗)
′

(z)χ[0,t)(z)

∥

∥

∥

∥

X̄

(since Q is bounded on X̄)

= ‖Q‖X̄→X̄

(

t

J(t)

)

∥

∥

∥

(

J(·) (−f∗)
′

(·)χ[0,t)(·)
)∗∥
∥

∥

X̄
(since

z

J(z)
↑ )

≤ ‖Q‖X̄→X̄

t

J(t)

∥

∥|∇f |∗ (z)χ[0,t](z)
∥

∥

X̄
(by (2.2) and Remark 2)

≤ ‖Q‖X̄→X̄

t

J(t)

∥

∥|∇f |∗
∥

∥

X̄
.

Thus,
∫ 1

2

0

∥

∥(f∗(·)− f∗(t))χ[0,t)(·)
∥

∥

X̄
G(t)dt ≤ ‖Q‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄

∫ 1
2

0

t

J(t)
G(t)dt.

�

Remark 3. Since f ∈ Lip(Ω) ⇒ |f | ∈ Lip(Ω) with |∇ |f || ≤ |∇f | , the inequalities
(3.1) and (3.2) also hold for |f | .

Let us also note the following converse to Theorem 2

Corollary 1. Let r ∈ (0, 1] and suppose that suppose that

(3.3)

∫ r

0

∥

∥(f∗(·)− f∗(t))χ[0,t)(·)
∥

∥

X̄
G(t)dt ≤ C(X)

∥

∥|∇f |∗
∥

∥

X̄
,

holds for all r.i. spaces X away from L∞. Then, for all Borel sets A ⊂ Ω, with
µ(A) ≤ r, we have

(3.4) µ(A)

∫ r

µ(A)

G(t)dt ≤ CP (A; Ω),

and consequently,
t

I(t)

∫ r

t

G(t)dt ≤ C, for all t ∈ (0, r).

Proof. Our assumption implies that the inequality (3.3) holds for X = L1. Let A
be a Borel set with µ(A) ≤ r. We may assume without loss of generality that
P (A; Ω) < ∞. By [6] we can select a sequence {fn}n∈N of Lip functions such that
fn →

L1
χA, and

P (A; Ω) = lim sup
n→∞

‖|∇fn|‖L1 .

Therefore, by (3.3) applied to the sequence of f ′
ns above, we obtain

lim sup
n→∞

∫ r

0

(∫ t

0

(

(fn)
∗
µ (s)− (fn)

∗
µ (t)

)

ds

)

G(t)dt ≤ CP (A; Ω).

It is known that fn →
L1

χA implies that (cf. [13, Lemma 2.1]):

(fn)
∗
µ (t) → (χA)

∗
µ (t) = χ[0,µ(A)](t) at all points of continuity of (χA)

∗
µ .
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Consequently,

µ(A)

∫ r

µ(A)

G(t)dt ≤ lim sup
n→∞

∫ r

0

(∫ t

0

(

(fn)
∗
µ (s)− (fn)

∗
µ (t)

)

ds

)

G(t)dt

≤ CP (A; Ω).

�

Definition 2. Let J be an isoperimetric estimator of (Ω, d, µ). The isoperimetric

Hardy operator QJ is defined by

QJf(t) :=
J(t)

t

∫ 1
2

t

f(z)
dz

J(z)
.

Theorem 3. Let X̄ be a rearrangement invariant space, and let J be an isoperi-
metric estimator. Let G : (0, 1) → (0,∞) be such that

∫ 1
2

0

t

J(t)
G(t)dt < ∞.

Suppose that the isoperimetric operator QJ is bounded on X̄. Let f ∈ Lip(Ω) and
let med(f) be a median15 of f, then

∫ 1
2

0

∥

∥(f −med(f))∗(s)χ[0,t)(s)
∥

∥

X̄
G(t)dt ≤ (‖Q‖X̄→X̄ + ‖QJ‖X̄→X̄)

∥

∥|∇f |∗
∥

∥

X̄

∫ 1
2

0

t

J(t)
G(t)dt.

Proof. Let us start by remarking that since t
J(t) is increasing, for f ≥ 0 we have

QJf(t) =
J(t)

t

∫ 1
2

t

f(z)
dz

J(z)
≥
∫ 1

2

t

f(z)
dz

z
= Qf(t).

Consequently, if QJ is bounded on X̄ then Q is also bounded on X̄.
Let f ∈ Lip(Ω), and let 0 < s < t < 1

2 . Since f∗ is decreasing, we have

∥

∥(f∗(s)− f∗(1/2))χ[0,t)(s)
∥

∥

X̄
≤
∥

∥(f∗(s)− f∗(t))χ[0,t)(s)
∥

∥

X̄
+ |f∗(t)− f∗(1/2)|

∥

∥χ[0,t)(s)
∥

∥

X̄

=
∥

∥(f∗(s)− f∗(t))χ[0,t)(s)
∥

∥

X̄
+ (f∗(t)− f∗(1/2))

∥

∥χ[0,t)(s)
∥

∥

X̄

= (A) + (B).

By the proof of Theorem 2 we know that

(3.5) (A) ≤ t

J(t)
‖Q‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄
.

15Let f be a measurable function, a real number med(f) will be called a median of f if

µ {f ≥ med(f)} ≥ 1/2 and µ {f ≤ med(f)} ≥ 1/2.
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We estimate the second term as follows:

(B) =

(

∫ 1
2

t

(−f∗)
′

(z)dz

)

φX̄(t)

=
t

J(t)

(

J(t)

t

∫ 1
2

t

(

J(z) (−f∗)
′

(z)
) dz

J(z)

)

φX̄(t)

=
t

J(t)
QJ

((

J(z) (−f∗)
′

(z)
))

(t)φX̄(t)

≤ t

J(t)
sup
t

[

QJ

(

J(·) (−f∗)
′

(·)
)

(t)φX̄ (t)
]

=
t

J(t)

∥

∥

∥
QJ

(

J(·) (−f∗)
′

(·)
)∥

∥

∥

M(X̄)
.

Thus,

(f∗(t)− f∗(1/2))φX̄(t) ≤ t

J(t)
sup
t

[

QJ

(

J(·) (−f∗)
′

(·)
)

(t)φX̄(t)
]

=
t

J(t)

∥

∥

∥QJ

(

J(·) (−f∗)
′

(·)
)∥

∥

∥

M(X̄)

≤ t

J(t)

∥

∥

∥QJ

(

J(·) (−f∗)
′

(·)
)∥

∥

∥

X̄
.

Since we are assuming that QJ is bounded on X̄, we have
∥

∥

∥QJ

(

J(·) (−f∗)
′

(·)
)∥

∥

∥

X̄
≤ ‖QJ‖X̄→X̄

∥

∥

∥J(·) (−f∗)
′

(·)
∥

∥

∥

X̄
(3.6)

≤ ‖QJ‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄
(by (2.2)).

Adding the estimates for (A) and (B) (cf. (3.5) and (3.6) above) we obtain

∥

∥(f∗(s)− f∗(1/2))χ[0,t)(s)
∥

∥

X̄
≤ t

J(t)
(‖Q‖X̄→X̄ + ‖QJ‖X̄→X̄)

∥

∥|∇f |∗
∥

∥

X̄
.

It is easy to see that f∗(12 ) is a median of f (cf. [20]), moreover, since for any
constant a, we have f∗(s)− a = (f − a)∗(s), we finally arrive at

∫ 1
2

0

∥

∥(f −med(f))∗(s)χ[0,t)(s)
∥

∥

X̄
G(t)dt ≤ (‖Q‖X̄→X̄ + ‖QJ‖X̄→X̄)

∥

∥|∇f |∗
∥

∥

X̄

∫ 1
2

0

t

J(t)
G(t)dt.

�

4. Applications

4.1. Homogeneous Sobolev spaces. In this subsection we consider bounded
domains Ω ⊂ Rn normalized so that |Ω| = 1. We consider the Sobolev space

W k,1
0 (Ω) of functions f ∈ L1(Ω) that are k− times weakly differentiable on Ω and

such that their continuation by 0 outside Ω are k− times weakly differentiable

functions on Rn. For f ∈ W k,1
0 (Ω) we then have f ∈ W k,1

0 (Rn), with
∥

∥

∣

∣Djf
∣

∣

∥

∥

L1(Ω)
=
∥

∥

∣

∣Djf
∣

∣

∥

∥

L1(Rn)
(j = 0, 1, · · · k).
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More generally, given X̄ a r.i. space on (0, 1), the Sobolev spaceW k,X̄
0 := W k,X̄

0 (Ω),
will be defined as

W k,X̄
0 =







f ∈ W k,1
0 (Ω) : ‖f‖

W 1,X̄
0

:=

k
∑

j=0

∥

∥

∥

∣

∣Djf
∣

∣

∗
∥

∥

∥

X̄
< ∞







.

Let

In(t) = n (γn)
1/n

t1−1/n,

where γn = πn/2

Γ(1+n/2) is the measure of the unit ball in Rn (i.e. In(t) is the isoperi-

metric profile associated to Rn).

Let f ∈ W 1,1
0 then (see [22] and [19]):

(1)

(4.1) f∗∗(t)− f∗(t) ≤ t

In(t)

1

t

∫ t

0

|∇f |∗ (s)ds, 0 < t < 1.

(2) f∗ is locally absolutely continuous, and

(4.2)

∫ t

0

|(−f∗)′(·)In(·)|∗ (s) ≤
∫ t

0

|∇f |∗ (s)ds.

Using (4.1) and (4.2) and the method of proof of Theorem 2 we readily obtain

Theorem 4. Let X̄ be a r.i. space. Let G : (0, 1) → (0,∞) be such that

(4.3)

∫ 1

0

t

In(t)
G(t)dt < ∞.

Then,

(1) If ‖Q‖X̄→X̄ < ∞, then for all f ∈ W 1,X̄
0 ,

∫ 1

0

∥

∥(f∗(·)− f∗(t))χ[0,t)(·)
∥

∥

X̄
G(t)dt ≤ ‖Q‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄

∫ 1

0

t

In(t)
G(t)dt.

(2) If ‖P‖X̄→X̄ < ∞, then for all f ∈ W 1,X̄
0 ,

∫ 1

0

∥

∥(f∗∗(·)− f∗(·))χ[0,t)(·)
∥

∥

X̄
G(t)dt ≤ ‖P‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄

∫ 1

0

t

In(t)
G(t)dt.

In order to describe in detail the consequences of the previous result we need to
compute the integral (4.3). Towards this end let us consider the function

G(t) =
1

t
√

ln
(

1
t

)

, t ∈ (0, 1).
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Then,
∫ 1

0

t

tIn(t)
G(t)dt =

1

n (γn)
1/n

∫ 1

0

t1/n
dt

t
(

ln 1
t

)
1
2

(4.4)

=
1

n (γn)
1/n

∫ ∞

0

z−
1
2 e−z/ndz

=

√
πn

1
2

n (γn)
1/n

=
Γ(1 + n

2 )
1/n

n
1
2

.

Consequently, we have the following

Corollary 2. Let X̄ be a r.i. space on (0, 1). Then,

(1) If αX > 0, then, for all f ∈ W 1,X̄
0

∫ 1

0

∥

∥(f∗(s)− f∗(t))χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤ Γ(1 + n
2 )

1/n

n
1
2

‖Q‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄
.

(2) If αX < 1, then, for all f ∈ W 1,X̄
0 ,

∫ 1

0

∥

∥(f∗∗(s)− f∗(s))χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤ Γ(1 + n
2 )

1/n

n
1
2

‖P‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄
.

Is easy to see that Corollary 2 gives the main result of [12] as a special case. In
fact, we will now show an extension, valid for higher derivatives, which for easier
comparison, we shall formulate in terms of the spaces defined in Definition 1 above.

The isoperimetric operator in this case is given by

QInf(t) :=
In(t)

t

∫ 1

t

f(z)
dz

In(z)
= t−1/n

∫ 1

t

z1/nf(z)
dz

z
.

Observe that QIn is bounded on X̄ if and only if αX̄ > 1/n.

Theorem 5. Let X̄ be a r.i. space such that αX̄ > 0. Let M be the smallest
natural number such that

(4.5) αX̄ > 1/M.

Let Ω ⊂ Rn be a bounded domain such that |Ω| = 1, and suppose that n ≥ M. Then

for all f ∈ W k,X̄
0 , we have

(4.6) ‖f‖X̄k,log
≤ c(M,k, X̄)

∥

∥

∥

∣

∣Dkf
∣

∣

∗
∥

∥

∥

X̄
,

where the constant c(M,k, X̄) does not depend on the dimension.

Proof. We proceed by induction. Let k = 1, and let f ∈ W 1,X̄
0 . For 0 < s < t < 1,

we have
∥

∥|f |∗ (s)χ[0,t)(s)
∥

∥

X̄
≤
∥

∥(|f |∗ (s)− |f |∗ (t))χ[0,t)(s)
∥

∥

X̄
+ |f |∗ (t)

∥

∥χ[0,t)(s)
∥

∥

X̄

= (A) + (B).
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By the proof of Theorem 2 we have

(4.7) (A) ≤ t1/n

nγ
1/n
n

‖Q‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄
.

Now, since f ∈ W 1,X̄
0 implies |f | ∈ W 1,X̄

0 , and moreover, since |f |∗ (1) = 0, we can
write

|f |∗ (t) =
∫ 1

t

(

− |f |∗
)
′

(z)dz, 0 < t < 1.

Consequently,

(B) =

(∫ 1

t

(

− |f |∗
)
′

(z)dz

)

φX̄(t).

From this point we follow the proof of Theorem 3 to obtain

(∫ 1

t

(

− |f |∗
)
′

(z)dz

)

φX̄(t) ≤ t1/n

nγ
1/n
n

‖QIn‖X̄→X̄

∥

∥|∇f |∗
∥

∥

X̄
.

Adding the estimates obtained for (A) and (B) we get

∥

∥|f |∗ (s)χ[0,t)(s)
∥

∥

X̄
≤ t1/n

nγ
1/n
n

(‖Q‖X̄→X̄ + ‖QIn‖X̄→X̄)
∥

∥|∇f |∗
∥

∥

X̄
.

Therefore, using (4.4), (2.6) and (4.5) we get

‖f‖X̄1,log
=

∫ 1

0

∥

∥|f |∗ (s)χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤ Γ(1 + n
2 )

1/n

n
1
2

(

‖Q‖X̄→X̄ +

∫ ∞

1

hX̄(
1

s
)s

1
M −1ds

)

∥

∥|∇f |∗
∥

∥

X̄
.

Recall that for x ≥ 1, we have Γ(x) ≤ xx; consequently

Γ(1 + n
2 )

1/n

n
1
2

=
(n

2

)1/n Γ(n2 )
1/n

n
1
2

≤ 1√
2

(n

2

)1/n

≤ c.

Thus,

‖f‖X̄1,log
≤ c(M, 1, X̄) ‖|∇f |‖X̄ ,

where c(M, 1, X̄) is a constant that does not depend on n.

Let k ≥ 2, and suppose that the desired inequality is valid for k−1. Let f ∈ W k,X̄
0 ,

then, by the induction hypothesis, and the fact that |∇f | ∈ W k−1,X̄
0 , we have

‖|∇f |‖X̄k−1,log
:=

∫ 1

0

∥

∥|∇f |∗ (s)χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)1−(k−1)/2
(4.8)

≤ c(M,k − 1, X̄)
∥

∥

∥

∣

∣Dk−1 |∇f |
∣

∣

∗
∥

∥

∥

X̄
.

By Proposition 1 (part 3), the r.i. space X̄k−1,log satisfies αX̄k−1,log
> r. Conse-

quently we may apply the result obtained in the first step of the proof to the space
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X̄k−1,log , and we obtain

‖f‖(X̄k−1,log)1,log
≤ c(M, 1, X̄)

∥

∥|∇f |∗
∥

∥

X̄k−1,log

≤ c(M, 1, X̄)c(M,k − 1, X̄)
∥

∥

∥

∣

∣Dk−1 |∇f |
∣

∣

∗
∥

∥

∥

X̄
(by (4.8))

≤ c(M, 1, X̄)c(M,k − 1, X̄)
∥

∥

∥

∣

∣Dkf
∣

∣

∗
∥

∥

∥

X̄
.(4.9)

We will show in a moment that

(4.10) ‖f‖(X̄k−1,log)1,log
=

2k

k − 1
‖f‖X̄k,log

.

Assuming (4.10) and combining it with (4.9) we see that

‖f‖X̄k,log
≤ c(M,k, X̄)

∥

∥

∥

∣

∣Dkf
∣

∣

∗
∥

∥

∥

X̄
.

It thus remains to prove (4.10). For this purpose we write

‖f‖(X̄k−1,log)1,log
=

∫ 1

0

∥

∥|f |∗ (s)χ[0,t)(s)
∥

∥

X̄k−1,log

dt

t
(

ln 1
t

)
1
2

=

∫ 1

0

∥

∥

∥

(

|f |∗ χ[0,t)

)∗
(·)χ[0,s)(·)

∥

∥

∥

X̄k−1,log

dt

t
(

ln 1
t

)
1
2

=

∫ 1

0

(

∫ 1

0

∥

∥|f |∗ (·)χ[0,t)(·)χ[0,s)(·)
∥

∥

X̄

ds

s
(

ln 1
s

)1−(k−1)/2

)

dt

t
(

ln 1
t

)
1
2

=

∫ 1

0

(

∫ 1

0

∥

∥|f |∗ (·)χ[0,min(s,t))(·)
∥

∥

X̄

ds

s
(

ln 1
s

)1−(k−1)/2

)

dt

t
(

ln 1
t

)
1
2

=

∫ 1

0

(

∫ t

0

∥

∥|f |∗ (·)χ[0,s))(·)
∥

∥

X̄

ds

s
(

ln 1
s

)1−(k−1)/2

)

dt

t
(

ln 1
t

)
1
2

+

∫ 1

0

(

∫ 1

t

∥

∥|f |∗ (·)χ[0,t))(·)
∥

∥

X̄

ds

s
(

ln 1
s

)1−(k−1)/2

)

dt

t
(

ln 1
t

)
1
2

= A+B.

By Fubini’s Theorem we have

A =

∫ 1

0

(

∫ t

0

∥

∥|f |∗ (·)χ[0,s)(·)
∥

∥

X̄

ds

s
(

ln 1
s

)1−(k−1)/2

)

dt

t
(

ln 1
t

)
1
2

=

∫ 1

0

∥

∥|f |∗ (·)χ[0,s)(·)
∥

∥

X̄

1

s
(

ln 1
s

)1−(k−1)/2





∫ 1

s

dt

t
(

ln 1
t

)
1
2



 ds

= 2

∫ 1

0

∥

∥|f |∗ (·)χ[0,s)(·)
∥

∥

X̄

ds

s
(

ln 1
s

)1−k/2

= 2 ‖f‖X̄k,log
.
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We also have,

B =

∫ 1

0

(

∫ 1

t

∥

∥|f |∗ (·)χ[0,t))(·)
∥

∥

X̄

ds

s
(

ln 1
s

)1−(k−1)/2

)

dt

t
(

ln 1
t

)
1
2

=

∫ 1

0

∥

∥|f |∗ (·)χ[0,t))(·)
∥

∥

X̄

(

∫ 1

t

ds

s
(

ln 1
s

)1−(k−1)/2

)

dt

t
(

ln 1
t

)
1
2

=

∫ 1

0

∥

∥|f |∗ (·)χ[0,s)(·)
∥

∥

X̄

2

k − 1

(

ln
1

t

)(k−1)/2
dt

t
(

ln 1
t

)
1
2

(since k ≥ 2)

=
2

k − 1

∫ 1

0

∥

∥|f |∗ (·)χ[0,s)(·)
∥

∥

X̄

dt

t
(

ln 1
t

)1−k/2

=
2

k − 1
‖f‖X̄k,log

.

Now, A+ B gives (4.10) concluding the proof of the theorem. �

In particular we have

Example 1. (cf. [12] for the case k = 1) Let X̄ = Lp, then αLp = 1/p. Let M the
smallest natural number such that

1

p
>

1

M
.

Let n ≥ M, and let Ω ⊂ Rn be a bounded domain normalized so that |Ω| = 1. Then,

for all f ∈ W k,p
0 (Ω), we have

∫ 1

0

(∫ s

0

(

|f |∗ (s)
)p

ds

)1/p
dt

t
(

ln 1
t

)1−k/2
≤ c(M,k, Lp)

∥

∥

∣

∣Dkf
∣

∣

∥

∥

Lp .

4.2. The unit ball on Rn. Let (Bn, |·| , µ) be the open unit ball on Rn endowed
with Euclidean metric |·| and with the normalized Lebesgue measure µ = dx

γn
,

where γn = πn/2

Γ(1+n/2) is the measure of Bn. We consider the Sobolev space W 1,1 :=

W 1,1(Bn) of functions f ∈ L1(Bn) that are weakly differentiable on Bn and |∇f | ∈
L1(Bn). Given X̄ a r.i. space on (0, 1), the Sobolev space W 1,X̄ := W 1,X̄(Bn) is
defined by

W 1,X̄ =
{

f ∈ W 1,1 : ‖f‖W 1,X̄ :=
∥

∥

∥|f |∗µ
∥

∥

∥

X̄
+
∥

∥

∥|∇f |∗µ
∥

∥

∥

X̄
< ∞

}

.

Let IBn be the isoperimetric profile of (Bn, |·| , µ) . It is known that (cf. [23,
Lemma 1 pag 163])

(4.11) IBn(t) ≥ γn−1

γn
21−1/nmin(t, 1− t)1−1/n = JBn(t), 0 < t < 1.

In fact, the constant that appears on the left hand side of (4.11) is best possible.
Moreover, we recall that for f ∈ W 1,1 the inequalities (4.1) and (4.2) hold (cf. [20]).

Let

G(t) =
1

t
(

ln 1
t

)
1
2

.
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Then,

∫ 1/2

0

t

JBn(t)
G(t)dt =

γn
γn−1

(

1

2

)1−1/n ∫ 1/2

0

t1/n
dt

t
(

ln 1
t

)
1
2

≤ γn
γn−1

(

1

2

)1−1/n ∫ 1

0

t1/n
dt

t
(

ln 1
t

)
1
2

=
γn

γn−1

(

1

2

)1−1/n

n
1
2

∫ ∞

0

z−
1
2 e−z/ndz (e−z/n = t1/n)

=
γn

γn−1

(

1

2

)1−1/n √
πn

1
2 .

The associated isoperimetric operator is given by

QJBnf(t) :=
JBn(t)

t

∫ 1/2

t

f(z)
dz

JBn(z)
= t−1/n

∫ 1/2

t

z1/nf(z)
dz

z
= Q1/nf(t).

By the general theory (cf. (2.5) and (2.6) in Section 2), Q1/n is bounded on X̄ if
and only if αX > 1/n. Moreover,

∥

∥Q1/n

∥

∥ ≤
∫ ∞

1

hX̄(
1

s
)s

1
n−1ds.

The previous discussion, combined with Theorems 2 and 3, gives the following

Theorem 6. Let X̄ be a r.i. space on (0, 1). Then,

(1) If αX > 0, then16, for all f ∈ W 1,X̄

∫ 1/2

0

∥

∥(f∗(γns)− u∗(γnt))χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤
√
πn

1
2

γn
γn−1

(

1

2

)
1−1/n

‖Q‖X̄→X̄

∥

∥|∇f |∗ (γns)
∥

∥

X̄
.

(2) If αX < 1, then, for all f ∈ W 1,X̄

∫ 1/2

0

∥

∥

∥

∥

(

1

s

∫ s

0

f∗(γnz)dz − f∗(γns)

)

χ[0,t)(s)

∥

∥

∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤
√
πn

1
2

γn
γn−1

(

1

2

)
1−1/n

‖P‖X̄→X̄

∥

∥|∇f |∗ (γns)
∥

∥

X̄
.

3. Suppose that αX > 0, and let M be the smallest natural number such that

αX̄ > 1/M,

and furthermore suppose that n ≥ M. Then, for all f ∈ W 1,X̄ , we have
∫ 1/2

0

∥

∥(f −med(f))∗(γns)χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤
(√

πn
1
2 γn

γn−1

(

1

2

)
1−1/n

∫ ∞

1

hX(
1

s
)s

1
M
ds

s

)

∥

∥|∇f |∗ (γns)
∥

∥

X̄
.

16note that u∗

µ(s) = u∗(γns).
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In particular, since

lim
n→∞

√
πn

1
2

γn
γn−1

(

1

2

)
1−1/n

= lim
n→∞

π
n

1
2Γ(1 + n−1

2 )

Γ(1 + n
2 )

(

1

2

)
1−1/n

=

√
2

2
π,

there exists a constant c independent of n, such that for all f ∈ W 1,X̄

∫ 1/2

0

∥

∥(f −med(f))∗(γns)χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤ c
∥

∥|∇f |∗ (γns)
∥

∥

X̄
.

As a consequence we obtain the following (cf. [8])

Corollary 3. (Bn, |·| , µ) is of Gaussian isoperimetric type near zero.

Proof. By Corollary 1 we have

t

(

ln
1

t

)1/2

− 2t (ln 2)
1/2

=

∫ 1/2

t

1

s
(

ln 1
s

)
1
2

ds ≤ CIBn(t), 0 < t < 1/2.

Therefore, for t ∈ (0, 1/4)

t

(

ln
1

t

)1/2

≤ CIBn(t) + 2 (ln 2)
1/2

≤ CIBn(t) +
1

2

(

ln
1

t

)1/2

and the desired result follows. �

4.3. The n−sphere. Let n ∈ N, n ≥ 2, and let Sn be the unit sphere. Consider
the metric space (Sn, d, dxn

ωn
), where d is the geodesic distance, dxn is the Lebesgue

measure on Rn and ωn = 2π
n+1
2 /Γ(n+1

2 ).
Then, we have that for f ∈ Lip(Sn) (cf. [6, Proposition 1.5]),

(

∫

Sn

∣

∣

∣

∣

f(x)−
∫

Sn

fdxn

∣

∣

∣

∣

n
n−1 dxn

ωn

)
n−1
n

≤ ωn

2ωn−1

∫

Sn

|∇f(x)| dxn

ωn
.

It follows that (cf. [23])

I(Sn,d, dxn
ωn

)(t) ≥
2ωn−1

ωn
min(t, 1− t)1−1/n = JSn(t), 0 < t < 1.

Consider the function

G(t) =
1

t
(

ln 1
t

)
1
2

then
∫ 1/2

0

t

JSn(t)
G(t)dt =

ωn

2ωn−1

∫ 1/2

0

t1/n
dt

t
(

ln 1
t

)
1
2

≤ ωn

2ωn−1

∫ 1

0

t1/n
dt

t
(

ln 1
t

)
1
2

=
ωn

ωn−1

√
πn

1
2 .
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The isoperimetric operator in this case is given by

QJSn
f(t) :=

JSn(t)

t

∫ 1/2

t

f(z)
dz

JSn(z)
= t−1/n

∫ 1/2

t

z1/nf(z)
dz

z
= Q1/nf(t).

Therefore, QJSn
is bounded on X̄ if and only if αX̄ > 1/n. Moreover,

∥

∥Q1/n

∥

∥

X̄→X̄
≤
∫ ∞

1

hX̄(
1

s
)s

1
n−1ds.

Therefore, Theorems 2 and 3 yield

Theorem 7. Let X̄ be a r.i. space on (0, 1).

(1) If αX̄ > 0, then17, for all f ∈ Lip(Sn)

∫ 1/2

0

∥

∥(f∗(ωns)− f∗(ωnt))χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤
√
πn

1
2
ωn−1

ωn
‖Q‖X̄→X̄

∥

∥|∇f |∗ (ωns)
∥

∥

X̄
.

(2) If αX̄ < 1, then for all f ∈ Lip(Sn)

∫ 1/2

0

∥

∥

∥

∥

(

1

s

∫ s

0

f∗(ωnz)dz − f∗(ωnt)

)

χ[0,t)(s)

∥

∥

∥

∥

X̄

dt

t
(

ln ωn

t

)
1
2

≤
√
πn

1
2
ωn−1

ωn
‖P‖X̄→X̄

∥

∥|∇f |∗ (ωns)
∥

∥

X̄
.

(3) If αX̄ > 0, let M be the smallest natural number such that

αX > 1/M.

Suppose that n ≥ M, then for all f ∈ Lip(Sn), we have

∫ 1/2

0

∥

∥(f −med(f))∗(ωns)χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤
(√

πn
1
2
ωn−1

ωn

∫ ∞

1

hX(
1

s
)s

1
M
ds

s

)

∥

∥|∇f |∗ (ωns)
∥

∥

X̄
.

In particular, since

lim
n→∞

ωn

ωn−1

√
πn

1
2 = lim

n→∞
π
n

1
2Γ(n2 )

Γ(n+1
2 )

=
√
2π,

there exists a constant c independent of n, such that for all f ∈ LipX(Sn),

∫ 1/2

0

∥

∥(f −med(f))∗(ωns)χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤ c
∥

∥|∇f |∗ (ωns)
∥

∥

X̄
.

17Note that u∗

dxn
ωn

(s) = u∗

dxn
(ωns).
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4.4. Riemannian manifolds with positive curvature. Let V n be a compact
Riemannian manifold (without boundary). Let R(V n) denote the infimum over all
the unit tangent vectors of V n of the Ricci tensor, and let IV n be the isoperimetric
profile of the manifold (with respect to the normalized Riemannian measure dσn).
If R(V n) ≥ (n− 1)k > 0, then (cf. [6])

√

2k

π

Γ(n+1
2 )

Γ(n2 )

(

∫

V n

∣

∣

∣

∣

f(x)−
∫

V n

fdσn

∣

∣

∣

∣

n
n−1

dσn

)
n−1
n

≤
∫

V n

|∇f(x)| dσn (f ∈ Lip(V n)).

As a consequence (cf. [23]) the following isoperimetric inequality holds

IV n(t) ≥
√

2k

π

Γ(n+1
2 )

Γ(n2 )
min(t, 1 − t)1−1/n = JV n(t), 0 < t < 1.

Theorems 2 and 3 give:

Theorem 8. Let X̄ be a r.i. space.

(1) If αX̄ > 0, then for all f ∈ Lip(V n),
∫ 1

2

0

∥

∥

(

f∗
σn
(s)− f∗

σn
(t)
)

χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤ π√
2k

n
1
2Γ(n2 )

Γ(n+1
2 )

‖Q‖X̄→X̄

∥

∥|∇f |∗σn

∥

∥

X̄
.

(2) If αX̄ < 1, then for all f ∈ LipX̄(V n),
∫ 1

2

0

∥

∥

(

f∗
σn
(s)− f∗

σn
(t)
)

χ[0,t)(s)
∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤ π√
2k

n
1
2Γ(n2 )

Γ(n+1
2 )

‖P‖X̄→X̄

∥

∥|∇f |∗σn

∥

∥

X̄
.

(3) If αX̄ > 0, let M be the smallest natural number such that

αX > 1/M.

Suppose that n ≥ M. Then for all f ∈ Lip(V n), we have
∫ 1

2

0

∥

∥(f −med(f))∗σn
(s)χ[0,t)(s)

∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤
(

π√
2k

n
1
2Γ(n2 )

Γ(n+1
2 )

∫ ∞

1

hX̄(
1

s
)s

1
M
ds

s

)

∥

∥|∇f |∗σn

∥

∥

X̄
.

In particular, since

lim
n→∞

π√
2k

n
1
2Γ(n2 )

Γ(n+1
2 )

= lim
n→∞

π
n

1
2Γ(n2 )

Γ(n+1
2 )

=
π√
k
,

there exists a constant c independent of n, such that for all f ∈ Lip(V n)
∫ 1

2

0

∥

∥(f −med(f))∗σn
(s)χ[0,t)(s)

∥

∥

X̄

dt

t
(

ln 1
t

)
1
2

≤ c
∥

∥|∇f |∗σn

∥

∥

X̄
.
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