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Abstract: In 2022, it is a common place that digital historical newspapers (DHN) have become 

increasingly available. Despite the undeniable progress in the supply of DHN and the methods to 

perform rigorous quantitative analysis, however, working with DHN still poses various pitfalls, 

especially when scholars use data provided by third parties, such as libraries or commercial 

providers. Reporting from a current project, we want to share our experiences and communicate 

the various problems we faced while working with DHN. After a short project summary, we 

present the main problems that we faced in our project and that we think might also be relevant 

for other scholars, particularly those who work in small research groups. We arrange these 

problems according to an archetype workflow, which is divided into the three steps of corpus 

acquisition, corpus evaluation, and corpus preparation. By raising some red flags, we want to call 

attention to what we think common DHN related problems, to raise awareness for potential 

pitfalls, and, this way, to provide some guidelines for scholars who consider using DHN for their 

research. 
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Extracting Textual Data from Historical Newspaper Scans 

and its Challenges for “Guerilla-Projects” 

 

1. Introduction 

In 2022, it is a common place that digital historical newspapers (referred to as DHN in the 

following) have become increasingly available (see, e.g., Beals and Bells (2020)). Accordingly, 

this type of historical source has received wide-spread interest by scholars, particularly from 

the humanities and the social sciences.1 Large flagship projects such as Impresso, Newseye, 

or Oceanic Exchanges impressively illustrate the potential of this line of research. With librar-

ies offering access to their collections, DHN also attract the attention of smaller research 

groups or individual researchers who want to use them for specific research questions. De-

spite the undeniable progress in the supply of DHN and the methods to perform rigorous 

quantitative analysis, however, scholars still have to deal with various DHN specific pitfalls. 

Poor OCR quality, missing pages, or missing article segmentation slow down or even prevent 

ambitious research projects from digital and economic history or cultural analytics. Many of 

these problems only become apparent after the project has begun, leading to oftentimes high 

additional costs or, in the worst case, a premature termination of the project. This can be 

particularly challenging for smaller research groups who are usually less well equipped in 

terms of staff and/or funding than the big consortia. In any case, when it comes to drafting 

the work programme and the time and personnel requirements for a novel DHN project, it is 

helpful to anticipate possible pitfalls in order to be able to plan alternative approaches at an 

early stage. By sharing the experiences that we made in a current DHN project, we want to 

provide exactly this kind of information, which we hope will benefit other scholars, especially 

those working in small “guerrilla-like” projects without substantial budgets. After a short pro-

ject presentation, we present the main problems we faced in our project and which we think 

might also be relevant for other scholars. We arrange these problems according to an arche-

type workflow, which is divided into the three steps of corpus acquisition, corpus evaluation, 

and corpus preparation. We summarize this workflow in Table 1 at the end of the paper.2 

                                                

1  Among others, there were panels on DHN held at the last two DHd conferences, see Herzgsell et al. (2019) 
and Bunout et al. (2020). 

2  While DHN problems might be universal, solutions to solve them are highly project depended. Therefore, we 
outline our solutions only briefly in this paper. 
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2. More than a feeling: a project on historical financial sentiment 

The DHN project from which we draw our experiences is located at the intersection of (media) 

history, behavioural finance, and computational humanities.3 It is motivated by the observa-

tion that “soft” variables such as moods and stories influence the economy in general and 

financial markets in particular. In this respect, Nobel laureates George Akerlof and Robert 

Shiller promoted Keynes’ concept of “animal spirits” (Akerlof and Shiller 2009, Keynes 1936) 

that is, non-economic, sometimes irrational motives, which influence people’s behaviour and, 

thus, the economy. In this research area, newspapers are a source that is commonly used, 

particularly for capturing economic narratives (Shiller 2020; Wehrheim 2021) and measuring 

investor sentiment, that is, the mood of stock market participants (Raimondo 2019). This line 

of research started with the seminal work by Tetlock (2007) who studied the Wallstreet Jour-

nal to measure market sentiment. For a more recent example, see Frydman et al. (2021) and, 

in a more historical context, Hanna et al. (2020) and Kabiri et al. (2022). 

Following this line of research, we launched an interdisciplinary project to study the 

role of news stories and financial sentiment at the Berlin stock exchange, which was the most 

important stock exchange in the German Empire, between 1872 and 1930. The aim of this 

project is to study how moods and stories, as expressed in a DHN, have influenced people’s 

economic expectations. Specifically, we use the Berliner Börsen-Zeitung (BBZ), one of Berlin’s 

leading newspapers, to extract data on the sentiment and the narratives expressed by finan-

cial journalists. Therefore, we are particularly interested in the BBZ’s daily stock market report 

which give a verbal description of how the market has performed (see Figure 1 for an example 

report), particularly describing the market sentiment (Marktstimmung), but also in other parts 

that provide information on further, non-economic topics. Using approaches such as named 

entity recognition, topic modelling, and sentiment analysis, we want to gain insights in the 

way the BBZ has reported on the socio-economic development of the German Empire, partic-

ularly on its stock market. 

 

 

 

                                                

3  https://media-sentiment.uni-leipzig.de. This project is part of the DFG priority programme 1859 “Experience 
and Expectation”. See https://www.experience-expectation.de. 
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3. Obstacles and Workflow 

The BBZ, which was published twice a day, is provided by the Staatsbibliothek zu Berlin (Stabi) 

for the period between 1872 and 1930. During the preparation phase of the project, we 

agreed that we would gain access to the whole BBZ collection. But even this first step – the 

corpus acquisition – turned out to be much less straightforward than we had expected. At 

first, we realized that, at that moment, the quality of the OCRed data provided by the Stabi 

was too low for our purposes, which is why we decided to perform our own OCR procedure 

to ensure sufficient OCR quality.4 For this, we needed the original page images, what posed 

the problem of data transfer as the high amount of data volume did not allow for a network 

transfer. The solution consisted of a combination of cluster storage and physical transfer of 

hard drives, which was delayed by the Corona pandemic. The high data volume resulted from 

the fact that the Stabi provides the BBZ in a high resolution (20 MP) JPG format, which we 

needed to perform certain tasks. 

                                                

4  In the meantime, the Stabi has improved the OCR quality of much of its DHN stock. 
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Figure 1: Example Stock Market Report 

 

Source: Staatsbibliothek zu Berlin. 

 

Although this point might seem trivial, it is important to consider it as a potentially time-con-

suming step, especially if, as in our case, one is required to transfer more data than initially 

planned. The lessons learned from this step were to double check the OCR quality, as standard 

OCR procedures do not automatically suffice the requirements of research projects that have 

text mining in mind. Furthermore, one should also check the availability of high-resolution 

primary sources and plan for data transfer of high amounts of data. 
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Figure 2: Examples of damaged scans 

 

Source: Staatsbibliothek zu Berlin. 
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After having gained access to the available BBZ collection, it became necessary to evaluate its 

quality in a second step – corpus evaluation – as it turned out that the collection was far from 

being complete. Here, we faced problems such as missing and duplicate issues/pages, incom-

plete pages resulting from scan errors (see examples in Figure 2), and pages from different 

issues or even newspapers. Furthermore, we were confronted with messy meta data, for ex-

ample erroneous date specifications and missing information on whether a certain issue was 

published as morning or evening edition – information that is relevant for many subsequent 

steps. All these issues required time consuming data cleaning, which partly involved non-triv-

ial solutions such as layout detection of certain pages. Furthermore, it became evident that 

certain vital parts of the BBZ were missing, leading to considerable gaps in our time series. 

This concerns the Kurszettel, that is, the part of the BBZ containing stock market prices and, 

most importantly for our project, the daily stock market report. This problem was aggravated 

as the gaps mainly date in the 1870s and 80s, a particularly important period in German (fi-

nancial) history. This is why we filled the gaps by using columns from a different newspaper, 

the Vossische Zeitung, which not only poses new troubles of its own but also doubles the 

problems of the third step, which we will address in a moment. The key lesson from this step 

is to rigorously evaluate one’s corpus by drawing as many samples as possible, both regarding 

data and metadata, in order to identify potential gaps in the data right from the beginning. 

The problems arising in the third phase – the corpus preparation – can be summarized 

under the term of “pre-preprocessing”, that is, steps that had to be carried out before the 

preprocessing procedure commonly performed in text mining – lemmatizing, stop word re-

moval, POS tagging, NER, etc. –, could be applied. The steps taken in this phase were the most 

expensive, both in terms of time and technical efforts. First and foremost, we had to run a 

new OCR procedure due to an insufficient OCR quality. Besides standard OCR problems such 

as poor scan quality, we were facing further difficulties, some being typical for 19th century 

newspapers, others being more BBZ specific. These difficulties, including, for example, a mix-

ture of Gothic and Antiqua types, numerous non-German words, composita and technical 

terms, incoherent spelling, varying typesets, and idiosyncratic symbols, implied that existing 

standard OCR tools were insufficient. Additionally, we needed to separate page scans into 

individual articles, which again posed several issues, as historical newspapers normally have 

only very few layout markers, exhibit changing, complex, and inconsistent layouts, and contain 

also a lot of “noise”, for example tables, small ads, and advertisement. Figure 3 illustrates the 
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challenge of identifying the correct article. Even though it is easy to define certain defining 

layout characteristics, such as “two columns” or “table on the same page”, the picture on the 

right-hand-side shows that relying only on layout-based identification heuristics poses the risk 

of producing many false positives. This why we used a combination of layout- and textual 

markers, such as date references. 

 

Figure 3: Confounding segments 

  

Correct segment False but visually similar segment 

Source: Staatsbibliothek zu Berlin. 
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Figure 4: Types of layouts used for market reports 

 

  

Source: Staatsbibliothek zu Berlin. 
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Having developed our own OCR pipeline Origami (Liebl and Burghardt 2020), we realized that 

we were facing a fundamental trade-off between OCR quality and processing time, the latter, 

despite of several optimizations, being rather high: even on modern CPU- and GPU clusters, 

the 9-step OCR computation took more than 10 minutes per page, with line-based OCR alone 

accounting for over 60% of that time. Therefore, we decided to concentrate on just two parts 

of the BBZ in the remainder of the project: title pages and the daily stock market reports. 

While the former was easy to identify, extracting the latter posed several challenges. First of 

all, we had to identify the right issue, that is, the evening issue. Second, we had to find the 

right page on which the column was located. Third, the layout of the reports changed several 

times, form a standardized two column text up until World War I to an inconsistent report, 

sometimes spanning one, sometimes spanning several columns. Figure 4 provides examples 

of the different types of layouts that were used for the stock market reports. 

We identified three general types of reports, which we used to annotate about 10.000 

pages by hand in order to train a classifier and building several rule-based extraction scripts. 

This way, we were able to extract about 16.400 market reports. Panel a of Figure 5 shows the 

number of extracted reports (grey bars, right-hand scale) and the number of tokens (orange 

line, left-hand scale) per year. The low number of reports during WWI and the early 1920s 

results from the fact that trading at the Berlin Stock Exchange was official prohibited during 

these periods. Panel b shows the distribution of report length in token. The median report has 

a length of 540 token. 

 

Figure 5: Number of reports and token per year 
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b 

 

Source: Own calculations. 

 

After separating the title pages and markets reports (and hand-labelling about 2500 more 

pages to train a classifier to differentiate between two kinds of editions in the title page only 

to detect that the source data had more gaps) and performing OCR on these segments, we 

were finally confronted with several problems regarding the postprocessing of these texts. 

These included varying spellings, a plethora of now outdated names (e.g. Planiawerke, Berze-

lius or Buschtiehrader Eisenbahn), outdated terms (e.g. Transkaukasier), complex German 

compound words that are not included in standard dictionaries, such as Beunruhigungsbacil-

lus, Gasglühlichtgesellschaft, or Sprengbombenanarchismus, inconsistent abbreviations, and 

false word divisions. We approached automated postprocessing by mapping terms to their 

closest (Levenshtein) pendant in an infinitely sized German dictionary (generated dynamically 

from a custom-built grammar and 1.3 million dictionary terms), however abandoned our ef-

forts due to a high false-positive rate in terms that it got incorrectly corrected as OCR errors. 

Additional experiments with the German GottBERT also yielded no usable results. As this third 

step is the most complex, it is difficult to define a single key takeaway. In general, one should 

keep in mind that data provided by a third party is rarely in a text-mining ready state and that 

it will be necessary to spend a considerable amount of time on processing the corpus. 
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4. Conclusion 

This list of problems and challenges might, at first glance, daunt scholars of starting a novel 

DHN based project, which is of course the contrary of what we intended with this paper. In-

stead, we wanted to call attention to what we think common DHN related problems, to raise 

awareness for potential pitfalls and, this way, to provide some guidelines for scholars who 

consider using DHN for their research. To send also a positive note: Although it was sometimes 

difficult and time-consuming, so far, we were able to find a solution to all problems mentioned 

above. The quality of our corpus is now sufficiently high, allowing us to use for example trans-

former-based language models to extract aspect-level sentiment data. We wish, however, 

that we had known about these issues in advance. Our conclusion is that, even in the year 

2022, working with digital historical corpora is not all that simple and seems to require build-

ing custom data processing pipelines in order to tackle challenges that are often highly specific 

to the domain, data, and project. 
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Table 1 

1. Corpus acquisition/storage 2. Corpus evaluation 3. Corpus preparation 

Problems Solutions Problems Solutions Problems Solutions 

High data volume: 
- no network transfer 

Hard drives, cluster 
storage 

Messy collection: 
- missing & duplicate is-

sues/pages 
- scan errors 
- erroneous page allocations 

- ignore 
- manual search 
- ML-classifiers 
- binary comparisons 
- perceptual hashing 

OCR/layout detection: 
- failure of standard tools 
- mixture of Fraktur/Antiqua scripts 
- special typography (eg I vs. J) 
- multilingual vocabulary, distinctive vocab-

ulary (financial terms) 
- bold print, letter spacing 
- multiple typesets 
- special symbols (eg Reichsmark) 
- low paper and print quality 
- several layout revisions 
- unstructured articles, few article markers 

(eg headlines) 
- tables, advertisements 
- combined model or separate models? 
- number of training lines 
- model evaluation 

 

Low OCR quality, no 
page segmentation 

- existing tools, eg OCR-
D, Transcribus 

- developing new tools 

Dirty meta data: 
- missing dates 
- missing information on morn-

ing vs. evening edition 

 Limited resources: 
- applying OCR/layout detection on whole 

BBZ collection too time-consuming 

Limitation on market re-
ports and front pages 

    Extraction of market reports: 
- varying layouts, inconsistent positioning  

- manual search 
- manual sampling and an-

notation 
- ML-classifiers 

    Post processing: 
- single- and multi-character errors 
- false word divisions and assembling 
- technical terms, proper nouns, compound 

words, inconsistent abbreviations and 
spelling, spelling/printing errors 

- low matching with standard dictionaries, 
no automatic correction 

- manual and semi-auto-
matic correction of high-
frequent terms and sys-
tematic errors 
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