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This thesis explores how computational technologies can assist blind people to gain inde-
pendence in public spaces and the challenges faced by blind people using assistive technolo-
gies in the public domain. Public spaces such as shopping malls, airports, and museums are
dynamic environments with complex structures and various facilities that are shared by
other people. Blind people in public spaces must rely on assistance from others. The abil-
ity to travel independently through public spaces is a fundamental dream for every blind
person.

To achieve its goals, this thesis proposes three approaches. First, we assist blind visitors’
“exploration tasks” in public spaces. When sighted visitors with speci�c purposes, interests,
and knowledge explore unfamiliar public spaces, they rely on the visual information avail-
able in public spaces, such as doorways, maps, signage, and surrounding facilities. To help
blind people explore public spaces, we introduce a museum navigation robot, a way�nd-
ing system that recognizes surrounding signage in public buildings, and smartphone-based
walking assistance that avoids obstacles and recognizes intersections in indoor corridors.

Second, we present assistive systems that facilitate “social behaviors” by blind people
in public spaces. In the dynamic environments of public spaces shared by other people,
sighted people decide their appropriate behavior in real-time while visually sensing the
movements and behaviors of surrounding people. For example, sighted people avoid colli-
sions with nearby pedestrians by continuously adapting their speed and direction. While
waiting in line, sighted people �nd the end-of-line position and follow the preceding person
with intermittent movements. The assistive systems designed in this thesis will help blind
people to adopt the social behaviors of sighted people.

Third, this thesis investigates the “social acceptance” of autonomous navigation robots
for blind people in public buildings. Assistive technologies deployed in public spaces must
be acceptable not only to blind users but also to other users of the space and to facility
managers. To assess the acceptance level of a navigation robot for blind people, this thesis
survey the opinions of people in general, facility managers, science museum visitors, and
blind users. Based on the results, we discuss the concerns toward the navigation robot.

Based on our user evaluations and investigation results, we �nally discuss the future
challenges and opportunities for blind people with assistive systems gaining independence
in public spaces. The next stage of accessibility research will be conducted in real-world
rather than laboratory scenarios and will improve the �exibility and social acceptance of
assistive systems to the general public.
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Chapter 1

Introduction

“I want to do window shopping while listening to surrounding
information at a shopping mall. I can do some shopping if someone helps
me, but I feel sorry asking when I do not have specific purpose. By using
the suitcase [our suitcase-shaped navigation robot], I want to walk freely
in a shopping mall by myself and do window shopping.”

Participant 2
IBM Japan Ltd
March 25, 2021

Independently traveling through public spaces is a dream of blind people. By de�nition,
a public space is open to people. Typical examples are shopping malls, airports, stations,
museums, and hospitals. These spaces should be socially inclusive for all visitors, including
those with various disabilities. Blind visitors face signi�cant and unique challenges when
navigating public spaces. Whereas sighted people rely on the visual information in public
spaces, such as doorways, obstacles, shops, and signage, blind people must navigate and
move through the real world without this semantic information.

To improve real-world accessibility for blind people, previous researchers proposed var-
ious systems that improve the orientation and mobility skills of blind people. Blind naviga-
tion systems provide turn-by-turn instructions based on static topological route maps and
localization methods to navigate users to the front of a destination (Section 2.1.1). Collision-
avoidance systems allow blind users to avoid or �nd static objects such as walls, chairs,
boxes, and poles. These systems detect objects using various sensors or computer vision
techniques (Sections 2.2 and 2.1.2). Although user studies with blind participants have eval-
uated the e�ectiveness of these systems, the experimental environmentwas typically a static
and controlled environment reproduced in the laboratory space or controlled to prevent the
entry of other pedestrians. Participants were asked to walk along pre-�xed routes with the
system or to avoid or �nd static objects.

However, wild public spaces are dynamic environments occupied by other people. There-
fore, the surrounding situation is changing dynamically, and people modify their behavior
in consideration of the surrounding people. Blind pedestrians must avoid collisions with
walking or standing pedestrians. If blind visitors want to join a standing line, they must
�nd the changing end-of-line position and follow the preceding person while moving inter-
mittently. In addition, people visiting public spaces have di�erent purposes and interests.
Public spaces such as shopping malls, airports, and science museums have complex struc-
tures and a variety of shops, facilities, and exhibitions. Visitors explore public spaces at
their own pace driven by their purpose, interests, and knowledge. Such exploration tasks
present a major challenge to blind people [20, 21]. Therefore, the current stream of research
is removed from the real situations of blind people visiting public spaces.

The goal of this thesis is to explore how computational technologies can provide inde-
pendence to blind people in public spaces and to illustrate how blind people with assistive
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Figure 1.1: Research scope of this thesis. Assistive systems combining technologies such as
computer vision and robotics are developed and evaluated. The acceptance and popular-
ization of the assistive systems in public spaces are then discussed.

technologies can advance in public spaces. To this end, it develops assistive systems that
help blind people in public spaces with tasks such as obstacle avoidance and navigation. The
system combines various computational technologies (e.g., computer vision and robotics)
(see Figure 1.1). Moreover, considering that assistive systems are likely to be widely used
in future public spaces, we conduct user evaluations in public spaces and investigate the
social acceptance of the systems.

1.1 Thesis Statement
What challenges do blind people face in public spaces? To address this question, we

consider a scenario in which an unassisted blind person visits a shopping mall. Blind people
may arrive at the shopping mall entrance using a global navigation system such as Google
Maps [80].

1.1.1 Exploration in Public Spaces
The �rst challenge of a blind visitor is �nding a place to visit. Public spaces such as

shopping malls, airports, and science museums are large and complex structures housing a
variety of facilities, shops, and exhibitions. The routes of visitors depend on the purpose,
interests, and knowledge of the visitors as individuals. Sighted visitors can explore unfamil-
iar shopping malls at their own pace. They can check the mall map, surrounding shops, and
signage, and enjoy window shopping (ı.e. visiting di�erent shops with no speci�c destina-
tion). Despite previous e�orts to improve the situation, blind visitors cannot easily explore
public spaces at their own pace, as they depend on assistance from family, friends, or facility
personnel. Blind people prefer not to completely rely on such assistance because they are
conscious of burdening sighted assistants [20]. Although blind visitors can select a place
to visit by referencing the webpage of the place, independent window shopping is a dif-
�cult task for them because they require assistance from another person. Increasing the
autonomy of blind visitors is important for allowing their independent experience in public
spaces.

Part I of this thesis introduces three projects that provide exploration assistance to blind
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Figure 1.2: Overview of the works presented in this thesis. The main contributions are de-
scribed in Chapter 3 and Chapters 5–9. Two collaboration works are overviewed in Chap-
ter 4.

people (Figure 1.2). Chapter 3 describes a science-museum exploration system that com-
bines the power of a navigation robot, an audio guide, and the intelligence of human as-
sistants. Blind users can control the robot to navigate them to the desired exhibits while
listening to audio descriptions of those exhibits. Users can also browse the detailed expla-
nations on their smartphones and call museum sta� if interactive support is needed. This
work is currently under review as a paper entitled “Assisting Blind Visitors’ Science Mu-
seum Exploration Using an Autonomous Navigation Robot”. This work was conducted in
collaboration with Daisuke Sato from Carnegie Mellon University, Masayuki Murata and
Tatsuya Ishihara from IBM Research, Hironobu Takagi and Chieko Asakawa from IBM Re-
search and Miraikan - The National Museum of Emerging Science and Innovation, and Shi-
geo Morishima from Waseda University.

Chapter 4 introduces two collaboration works that assist blind people to recognize sur-
rounding information using a smartphone. First is the “One-shot way�nding system”, by
which blind people can determine the correct direction. The system recognizes surround-
ing signage and analyzes the relationship between detected text and arrows on the signage
to estimate the correct direction to the user’s destination. This work has been published
as “One-Shot Way�nding Method for Blind People via OCR and Arrow Analysis with a
360-degree Smartphone Camera” in Proceedings of the 18th EAI International Conference on
Mobile and Ubiquitous Systems: Computing, Networking and Services (MobiQuitous ’21) [254].
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This workwas conducted in collaborationwith Yutaro Yamanaka and Satoshi Kurihara from
Keio University, Hironobu Takagi from IBM Research, Yuichi Nagaoka from Tokyo Inde-
pendent Living Support Center for the Visually Impaired, and Yoshimune Hiratsuka from
Department of Ophthalmology, Juntendo University School of Medicine.

The second collaboration project is “Corridor-Walker”, a smartphone-based system that
helps blind people to avoid obstacles and recognize intersections. This system constructs a
2D occupancy grid map of the surrounding environment using a light detection and ranging
(LiDAR) sensor equipped with a smartphone. The system generates an obstacle-avoiding
path and detects upcoming intersections on the grid map. This work has been published as
“Corridor-Walker: Mobile Indoor Walking Assistance for Blind People to Avoid Obstacles
and Recognize Intersections” in Proceedings of the 24th International Conference on Human-
Computer Interaction with Mobile Devices and Services (MobileHCI ’22) [134] and “Designing
a Smartphone-Based Assistance System for Blind People to Recognize Intersections and Ob-
stacles in Indoor Corridors” in Proceedings of the 18th EAI International Conference on Mobile
and Ubiquitous Systems: Computing, Networking and Services (MobiQuitous ’21 Poster) [133].
This work was conducted in collaboration with Masaki Kuribayashi and Shigeo Morishima
from Waseda University, Jayakorn Vongkulbhisal, Chieko Asakawa, and Hironobu Takagi
from IBM Research, and Daisuke Sato from Carnegie Mellon University.

1.1.2 Social Behavior
While blind visitors are exploring the shopping mall or walking to their destinations,

their surrounding environment is constantly altered by the activities of other people. Using
their sense of vision, sighted pedestrians continuously adapt their speed and direction to
achieve seamless walking among nearby pedestrians [171]. Visitors making a purchase will
queue at the cashier stations. When joining a queue, the purchaser �nds the end-of-line
position and follows the preceding person, which requires intermittent movement. Sighted
people visually sense the movements and behaviors of surrounding others and decide their
appropriate behavior in real-time. Such behaviors that consider the presence of surrounding
people are called “social behaviors”. We aim to assist blind people to adopt the same social
behaviors as sighted people.

Part II introduces four projects that assist the social behaviors of blind people (Fig-
ure 1.2). Chapter 5 presents an assistive suitcase system, BBeep, which supports blind peo-
ple walking through crowded environments. BBeep uses pre-emptive sound noti�cations
that alert both the user and nearby pedestrians of imminent collisions to be avoided. BBeep
triggers noti�cations by tracking pedestrians, predicting their future position in real-time,
and providing sound noti�cations only when a future collision is anticipated. This work
has been published as “BBeep: A Sonic Collision Avoidance System for Blind Travellers and
Nearby Pedestrians” in Proceedings of the 2019 CHI Conference on Human Factors in Comput-
ing Systems (CHI ’19) [115]. This work was conducted in collaboration with Keita Higuchi
and Yoichi Sato from University of Tokyo, João Guerreiro, Kris Kitani, and Chieko Asakawa
from Carnegie Mellon University, and Shigeo Morishima from Waseda University.

Chapter 6 proposes a guiding system that helps blind people to seamlessly walk through
public spaces occupied by nearby pedestrians. Blind users carry a rolling suitcase-shaped
system containing two RGBD cameras, an inertial measurement unit sensor, and a LiDAR
sensor. The system senses the behavior of surrounding pedestrians, predicts the collision
risk, and alerts users of pending collisions. Collision avoidance is operated in two modes:
the “on-path” mode that reduces the user’s walking speed without changing the path, and
the “o�-path” mode that navigates the use along an alternative path. This work has been
published as “ Guiding Blind Pedestrians in Public Spaces by Understanding Walking Be-
havior of Nearby Pedestrians” in Proceedings of the ACM on Interactive, Mobile, Wearable and
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Ubiquitous Technologies (IMWUT), 4, 3, Article 85 [117]. This work was conducted in collab-
oration with Tatsuya Ishihara, Hironobu Takagi, and Chieko Asakawa from IBM Research
and Shigeo Morishima from Waseda University.

Chapter 7 presents a smartphone-based assistive system named LineChaser, which nav-
igates a blind user to the end of a line and continuously reports the distance and direction to
the last person in the line, who will then be followed by the user. LineChaser uses the RGB
camera in a smartphone to detect nearby pedestrians and a built-in infrared depth sensor to
estimate the positions of pedestrians. From the pedestrian position estimates, LineChaser
determines whether nearby pedestrians are standing in line and noti�es the user with audio
and vibration signals for start/stop movements. In this way, users can remain in the queue
while maintaining the correct social distance. This work has been published as “LineChaser:
A Smartphone-Based Navigation System for Blind People to Stand in Line” [135] in Pro-
ceedings of the 2021 CHI Conference on Human Factors in Computing Systems (CHI ’21) and
“Smartphone-Based Assistance for Blind People to Stand in Lines” [119] in Extended Ab-
stracts of the 2020 CHI Conference on Human Factors in Computing Systems (CHI ‘20 LBW)..
This work was conducted in collaboration with Masaki Kuribayashi and Shigeo Morishima
from Waseda University, Hironobu Takagi and Chieko Asakawa from IBM Research, and
João Guerreiro from Carnegie Mellon University.

Chapter 8 proposes an assistive robot, BlindPilot, which guides blind users to landmark
objects such as an empty chair using an intuitive handle. BlindPilot detects the positions of
target objects using an RGB-D camera and builds a 2D map of the surrounding area from
LiDAR data. Based on the sensing results, BlindPilot then generates a path to the object
and guides the user safely along that path. This work has been published as “BlindPilot: A
Robotic Local Navigation System that Leads Blind People to a Landmark Object” in Exten-
det Abstracts of the 2020 CHI Conference on Human Factors in Computing Systems (CHI ’20
LBW) [116]. This work was conducted in collaboration withMasaki Kuribayashi and Shigeo
Morishima from Waseda University and Hironobu Takagi and Chieko Asakawa from IBM
Research.

1.1.3 Social Acceptance of Assistive Systems
At the shopping mall, blind visitors will interact with other visitors and shop sta�. How

blind visitors with assistive systems are viewed by other people is an important issue for
blind users. Koelle et al.considered that “a human–machine interface can be considered
socially acceptable if its presence or the user’s interactions with it are consistent with the
user’s self-image and external image, or alter them in a positive way. Human–machine
interfaces that cause a negative change to self and external image show a lack of social
acceptability” [127]. The social acceptability of an assistive technology for people with dis-
abilities depends not only on functionality, but also on the appearance, privacy, and security
of the technology. How can assistive technologies be made acceptable to both users and the
public? Addressing this question is imperative to popularizing assistive systems and en-
couraging blind people into the public sphere.

In Part III of Chapter 9, we investigate the acceptance and concerns regarding au-
tonomous navigation robots for blind people in public buildings. Robots deployed in public
buildings must be accepted not only by blind users, but also by other users and facility
managers of the buildings. Therefore, we investigated the acceptance and concerns of our
prototype, which looks like a regular suitcase, from three perspectives. We �rst conducted
an online survey, which revealed wide acceptance of a navigating robot for blind users.
Second, we interviewed facility managers, who expressed concern that the robot’s camera
would compromise customers’ privacy. Finally, we conducted focus group sessions with
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blind participants experiencing the robot. The discussions revealed that collision risk be-
tween other people and an inconspicuous robot may increase if sighted people are unaware
of the users’ blindness. Nevertheless, the robot’s design is easily assimilated into the sur-
rounding environment. This feature was liked by many participants. This work has been
published as “How Users, Facility Managers, and Bystanders Perceive and Accept a Nav-
igation Robot for Visually Impaired People in Public Buildings ” in Proceedings of the 31st
IEEE International Conference on Robot & Human Interactive Communication (IEEE RO-MAN
’22) [118]. This work was conducted in collaboration with Daisuke Sato from Carnegie Mel-
lon University, Masayuki Murata, Tatsuya Ishihara, Akihiro Kosugi, Hironobu Takagi, and
Chieko Asakawa from IBM Research, and Shigeo Morishima from Waseda University.

1.1.4 Increasing the Independence of Blind People in Public Spaces
Finally, we discuss future challenges and opportunities for blind people using assistive

systems to gain independence in public spaces (Part IV, Chapter 10). We focus on the safety,
privacy, and visibility concerns (see Chapter 9). We �nally discuss future needs for �exibility
and social acceptability of assistive systems to both users and non-users.
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Chapter 2

Related Work

This chapter reviews existing works related to real-world accessibility by blind people. We
illustrate the main achievements and remaining challenges of applying these approaches in
public environments. We then brie�y discuss how thiswork can bridge the gap between cur-
rent research approaches and the real world. First, we review the literature on orientation
and mobility (O&M) assistance, including blind navigation systems and obstacle avoidance
systems. We then summarize the types of hardware design used in assistive technologies for
O&M assistance, from smartphone-based to robot-based systems. We also introduce audio
and tactile interfaces as nonvisual interfaces for blind people. Finally, we review the social
acceptance of assistive technologies, including potential con�icts and bene�ts for visually
impaired people.

2.1 Navigation Systems
2.1.1 Global Navigation

As many blind people already use smartphones [160, 170], commercial navigation apps
(e.g., Google Maps [80], Ariadne [48], SoundScape [166], and BlindSquare [168]) have be-
come gradually popularized in the blind community. Various types of global navigation
systems for blind people have been proposed [120, 132]. Most of these apps and systems
use turn-by-turn navigation to guide blind users to their destination. Navigation is enabled
by localization technologies such as global positioning systems (GPSs) [33, 190, 201], mag-
netic information [77, 207], visual features [144, 259], radio frequency identi�ers tags [15,
47, 62, 64, 72, 189], visible-light communication (VLC) [174, 175], and bluetooth low energy
(BLE) beacons [6, 44, 57, 122, 172, 215]. Using static topological route maps, these tech-
nologies navigate users to the front of a destination with acceptable accuracy (e.g., 1.7m
average [172]).

The user e�ectiveness of most blind navigation systems is evaluated through user stud-
ies in which blind participants walk with the system along pre-�xed routes. However, visi-
tors to public spaces such as shopping malls and museums have di�erent purposes, inter-
ests, and knowledge, and typically explore the spaces at their own pace. Such exploration
tasks present major challenges to blind people [20, 21], which have not been adequately
explored. This thesis proposes three assistive systems for blind people wishing to explore
public spaces (Part I). In Chapter 3, we propose a science-museum exploration system for
blind visitors that combines the power of a navigation robot, an audio guide, and the in-
telligence of human assistants. In Chapter 4, we introduce two collaboration works: (1)
Corridor-Walker, a mobile indoor walking assistance for obstacle avoidance and intersec-
tion recognition, and (2) the One-shot Way�nding System, a mobile way�nding assistance
for signage recognition in public buildings.

In addition, although the existing systems can help users reach a �xed destination, the
destination can change in the dynamic environments of real public spaces occupied by other
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people. For example, people must often join queues in regular public spaces. For this pur-
pose, people must �nd and follow the end of a line, which changes over time. Our system is
designed to complement the existing navigation system in line standing tasks (Chapter 7).

2.1.2 Local Navigation
While existing global navigation systems can help users reach a �xed destination, they

do not completely support local navigation, which requires blind users to interact with other
pedestrians or certain objects. For example, a global navigation system might guide a blind
person safely to a lounge. Once inside the lounge, the user must identify an empty chair
using their hands or a white cane. To overcome this limitation, the system must support
both global and local navigation.

Most blind people use white canes to identify landmark objects. Canes are useful but
their sensing range is limited by their length (approximately 1m) [124]. To augment the
sensing range of blind users, previous studies have proposed local navigation systems that
detect landmark objects (e.g., doors [67, 101, 126], chairs [99, 101, 243], and artworks in mu-
seums [136]) using an optical head-mounted display [67], a smartphone camera [214], or
a stereo camera [99, 101, 243]. These systems also provide navigational information of the
detected objects (e.g., direction and distance) via audio [67, 99, 126, 136, 214] or tactile [243]
feedback to blind users. Although blind users can approach a certain object while correct-
ing their direction based on the given feedback, such orientation requires continuous �ne
adjustments. To simplify this situation, we propose a robotic local navigation system that
directly leads blind users to a landmark object (Chapter 8).

2.2 Obstacle Avoidance Systems
2.2.1 Obstacle Detection

Besides guide dogs, white canes [31, 247] are the most common tool by which blind peo-
ple �nd obstacles and avoid collisions. Although canes are e�cient, they must physically
hit an obstacle before the object is detected. This is undesirable, especially when the ob-
stacle is a pedestrian. Various supportive technologies allow blind users to detect obstacles
with non-contact sensing [155, 185, 236, 241]. These systems detect surrounding obstacles
(e.g., walls [114, 243], boxes [104, 114, 197], chairs [144, 243], and poles [197, 210]) using
various types of sensors (e.g., lasers [130], ultrasonics [102, 224], time-of-�ight distance
sensors [114], phone speakers and microphones [234], or depth sensors [38, 68, 85, 95, 98,
100, 143, 191, 197, 243, 257]). The information of the detected obstacles (e.g., distance [98,
100, 102, 130, 153, 191, 197, 243], shape [38, 100, 144], or category [98, 191, 257]) is then
conveyed to the user. Users must avoid obstacles based on the information provided. When
several obstacles are present, understanding the situation and avoiding all obstacles may be
di�cult, necessitating path generation for obstacle avoidance.

2.2.2 Safe Path Generation
Some systems plan a path around the detected obstacles and navigate users through

di�erent interfaces. For instance, sound feedback [144, 197, 261], tactile feedback [140,
141], a cane connected to a wheeled robot [235], a mobile robot [85, 150, 195], and a leashed
aerial robot [23] have been proposed. Blind users can follow the system feedback to avoid
static obstacles such as chairs, desks, and walls. Although these systems avoid collisions
with inanimate objects, they often regard pedestrians as dynamic obstacles that will self-
avoid a blind user. For this reason, they do not support pedestrian collision avoidance [144,
235]. However, pedestrians in public spaces may be unaware of blind users, especially when
using mobile devices or talking to others.
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One common assumption is that sighted people will notice and avoid a blind person.
However, sighted people who are distracted by looking at smartphones or talking to others
can easily collide with blind people. To overcome this problem, we propose two types of
pedestrian-avoidance systems. BBeep is a sonic collision warning system that alerts both
the blind user and nearby sighted pedestrians of a potential collision risk (Chapter 5). The
second system is a guiding system that helps blind people to adapt their walking speed to
avoid collisions with approaching pedestrians. The system also supports the avoidance of
standing pedestrians (Chapter 6).

2.3 Hardware Design for O&M Assistance to Blind People
The performance and usability of an assistive system largely depends on the hardware

design of the system. Various assistive systems for visually impaired people, including sev-
eral commercial solutions, have been developed through mobile phones, wearable devices,
and robots [132]. The systems presented in this thesis use smartphones, suitcase-shaped de-
vices, and automated robots as hardware. This section reviews previous hardware designs,
such as smartphones, wearable devices, and automated robots.

2.3.1 Wearable Systems
Wearable systems provide hand-free assistance to blind users. Previously proposed

wearable systems include head-mounted devices [195], shoulder or chest-mounted devices [140,
141], and wristband devices. Wearable cameras can easily capture images in the �rst-person
view of the user, but signi�cant motion-induced blur in the captured data decreases the sys-
tem’s detection performance. Here we designed two suitcase-shaped systems (Chapter 5
and Chapter 6). The rolling suitcases provide storage and attachment spaces for sensors,
power, actuators, and computing resources. Blind users can easily walk with the system
through �at spaces and the images captured by the system are free of signi�cant motion-
induced blur.

Another limitation of wearable systems is their scarce availability to blind people, which
hinders the adoption of the technology [222]. In contrast, smartphones have become a com-
mon device in the blind community and are often used in daily-life activities of blind peo-
ple [160, 170, 183, 209]. To ensure accessibility, our assistive systems require only a smart-
phone (Chapters 4 and 7). For example, our LineChaser system using only a smartphone
with a depth sensor allows blind users to stand in a line (Chapter 7).

2.3.2 Smartphone-based Systems
The expansion of smartphone usage among blind people [160, 170, 183, 209] has popu-

larized the adoption of computer vision-based assistive applications by blind people. Com-
mercial applications include Seeing-AI [165], Or-Cam [182], TapTapSee [49], Aipoly [9], and
Envision [42]. In addition, researchers have proposed assistive systems that provide blind
users with information on their surroundings (e.g., object [9, 29, 30, 42, 49, 126, 137, 149, 165,
214, 265], text [9, 29, 30, 42, 137, 149, 165, 265], face [263], and signage [214, 220]). These
systems recognize information in captured images with technologies such as computer vi-
sion [9, 42, 49, 126, 165, 214, 220], crowdsourcing [30, 137, 265], and remote guides [10, 29,
149]. These systems can recognize and read printed letters and even provide simple cap-
tions to pictures taken by a blind user, but are not designed to detect surrounding people
and obstacles with su�cient accuracy for avoidance and queuing behavior by blind people.
In contrast, our system adopts the depth sensor of a smartphone to obtain the positions of
surrounding obstacles (Chapter 4) and/or pedestrians (Chapter 7).
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2.3.3 Automated Robot-based Systems
The navigation systems developed for previous research and commercial solutions as-

sist visually impaired people through mobile phones, smart canes, wearable devices, and
robots [132]. Navigation robots can potentially further increase the mobility and indepen-
dence of visually impaired people by guiding them along a route toward a destination while
avoiding obstacles and passersby, similarly to a guide dog [23, 24, 46, 85, 131, 161, 169, 177,
188, 213, 230, 232, 252, 258, 260]. Users can perceive and follow the directional changes in
this type of system. For example, Guerreiro et al.proposed an autonomous navigation robot
that guides blind users to their destination while avoiding obstacles along the path [85].
Blind users hold the handle of the robot, which actively guides and in�uences their tra-
jectory. The e�ectiveness of this robot was investigated in a user study in which blind
participants walked along pre-�xed routes with the robot. However, blind visitors explor-
ing museums will be in�uenced by their interests, posing a major challenge to navigational
robots [20, 21]. To meet this challenge, we developed a robot-based museum exploration
system and tested it’s usefulness in a real-world user study (Chapter 3). During the evalu-
ation, blind participants freely explored a science museum during its opening hours.

Prior works evaluated their new navigation robots only on blind users. However, to as-
sess whether an autonomous navigation robot will be accepted by wider society, the robot
must be evaluated not only by blind users but also by facility managers and surrounding
people. We therefore investigated the social acceptance of navigation robots in public build-
ings through an online survey of sighted people, interviews with facility managers, and
three focus groups with blind users (Part III, Chapter 9).

2.4 Nonvisual Interfaces for Blind People
Various nonvisual interfaces have been designed and evaluated for blind people. In this

thesis, we developed text-to-speech (TTS), beep sounds, soni�cation, spatialized audio, vi-
bration patterns, shape-changing interfaces, and a handle for the robot. This section reviews
the existing interfaces for blind people.

2.4.1 Audio Interfaces
The audio interfaces in the existing blind-assistance systems include TTS [62, 67, 116,

135, 144, 215, 233, 254], soni�cation [4, 50, 67, 197, 259], spatialized audios [32, 33, 50, 146,
147, 165, 166, 210, 250], and beep sounds [115, 117, 210]. Although TTS provides a range
of clear instructions to blind users, these instructions should be minimized because they
block the ambient sounds on which blind people often rely [36], and which may not be
heard in a noisy area [25]. Therefore, TTS risks increasing the cognitive load of users [159].
Moreover, although TTS conveys a variety of instructions, it does not easily allow slight
orientation adjustments [215] (e.g., “rotate 4� to the right”). Lock et al. [146] reported that
bone-conducting headphones with spatialized audios e�ectively allow slight orientation
adjustments of a blind user. Audio interfaces can provide clear, easily learned information
but may disrupt the ability of blind users to hear the ambient sounds on which their safety
depends.

2.4.2 Tactile Interfaces
To overcome or supplement the limitations of audio interfaces, some researchers have

developed tactile interfaces that detect vibration patterns [114, 119, 135, 141, 187, 195, 211,
243, 256], shape changes interfaces [227], and thermotactile signals [123, 178]. Interfaces
that detect vibration patterns can approximate the turning directions [114, 119, 135, 187, 211,
243, 256], whereas shape-changing interfaces provide re�ned directions. Animotus [227]
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is a cube-shaped interface that conveys heading directions when its top half is rotated.
During an evaluation study, the route provided by Animotus was successfully followed by
blind participants [228]. Audio and tactile modalities have distinct characteristics and the
e�ciency of each interface depends on the task and environment. Some research has shown
that blind users prefer tactile-based navigation because it does not interfere with ambient
sounds [159]. Other studies have shown that blind users prefer an audio interface because
it minimizes the need for wearable devices [202].

2.5 Social Acceptance of Assistive Technologies for Blind People
Koelle et al.considered that “a human–machine interface can be considered socially ac-

ceptable if its presence or the user’s interactions with it are consistent with the user’s self-
image and external image, or alter them in a positive way. Human–machine interfaces
that cause a negative change to self and external image show a lack of social acceptabil-
ity” [127]. Socially acceptable assistive technologies for people with disabilities must sat-
isfy not only the functionality requirements, but also the appearance, privacy, and security
demands. The social acceptance [127] of assistive technologies for visually impaired peo-
ple have been variously reported. Examples are computer-vision-based assistance [3, 12], a
wearable camera [11, 138, 198], and a drone [22]. Many of these studies investigated the pri-
vacy issues related to camera-based assistance [3, 11, 138, 198]. Other studies assessed users’
self-perceptions and public perceptions of the assistive technology [11, 12, 22, 112, 138, 186,
222]. Studies have revealed that when the assistance technology is conspicuous, unusual, or
non-mainstream in appearance, users feel deviant, stigmatized, and othered [186, 218, 266].
Although cameras and image recognition technologies are promising assistance tools for vi-
sually impaired people, they expose both users [12] and bystanders [11, 139] to privacy and
security risks. The willingness of people to be recognized by an assistance technology for
blind people or to share their information with such technology has also been assessed [11,
12, 22, 112, 138, 186, 222]. When people were aware of a user’s disability, they felt more com-
fortable with being recognized by the assistance technology. Pro�ta et al. [198] named this
e�ect the AT-e�ect. Such considerations can in�uence the adoption and usage of assistive
technologies [53].

Studies on the social acceptance of robotic assistance reported similar outcomes. Users
desire discreet, inconspicuous, and safe robots [22, 91]. One interesting exception was re-
ported by Azenkot et al. [24]. Members of their design team, some of whom were visually
impaired, agreed that function was more important than form. Their robot was designed
not as a personal device but as a resident in a building. Nevertheless, the robot was expected
to �ow with tra�c, avoid disruptive or attention-seeking actions, and exhibit other socially
acceptable behaviors.

The social acceptance of our navigation robots for blind people is discussed in Chapters 3
and 9. In Chapter 3, we investigate our robot-based museum exploration system in a real
museum during its opening hours. Simultaneously, we investigate the social acceptance of
the robot-based museum exploration system by interviewing 108 sighted visitors who saw
blind participants walking with the robot in the museum. In Chapter 9, we investigate how
a blind navigation robot is perceived by both blind users and sighted people. Our ultimate
goal is to implement a socially acceptable robot in public buildings (e.g., shopping malls,
hospitals, and museums). We therefore conducted interviews with 15 facility managers
from six organizations and explored their concerns regarding robots in their buildings.
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Chapter 3

Science Museum Exploration System

“Just like sighted people who enjoy museums, I could walk around the
exhibits by myself at my own pace and request an SC when I wanted a
guide. It was a fun experience that I’ve never had.”

Participant 6
Miraikan - The National Museum of Merging Science and Innovation

August 23, 2021

3.1 Introduction
Museums should be socially inclusive for all visitors regardless of their disabilities. Ex-

isting regulations (e.g., Article 30 of the United Nations Convention on the Rights of People
with Disabilities [179] and the Americans with Disabilities Act, titles II and III [109]) state
that all appropriate measures should be taken to ensure that people with disabilities enjoy
access to cultural facilities, such as museums.

Consequently, museums are improving the accessibility of their exhibits to blind people
through specialized tours [19, 94] and access to tactile representations of artworks [173].
In addition to providing such nonvisual museum experiences, increasing visitors’ auton-
omy is also important to realize quality museum experiences for blind visitors. Researchers
have revealed two main challenges in making nonvisual museum experiences accessible
for the visually impaired: (1) enabling people to navigate a museum safely [18, 20, 162, 239,
240] and independently according to their interests [20, 21] and (2) representing visual ar-
tifacts nonvisually through touch or audio [18, 20, 41, 88, 238, 239, 240]. To overcome these
challenges, many researchers have proposed assistive technologies for museums, such as
museum navigation systems [21, 73, 74, 79, 105, 136, 162, 203] and nonvisual representation
systems for exhibit objects [5, 7, 16, 203, 238].

This project focuses on the �rst challenge of enabling blind people to navigate and ex-
plore a science museum safely and independently and to increase their autonomy in socially
inclusive ways. Choosing a series of sub-exhibitions at their own pace based on personal
knowledge, interest, and comprehension speed of a science topic is an imperative part of
a science museum experience. By walking around a science museum �oor, blind visitors
can listen to the sound at various locations, sense the size of the sub-exhibits, and feel the
atmosphere of the museum [20]. Despite the e�ort in previous studies, it is still challenging
for blind visitors to explore a science museum at their own pace, given the dependency on
assistance from family, friends, or museum personnel. Blind people prefer not to rely on
such assistance all the time because they are concerned about the burden on sighted assis-
tants [20]. According to Small et al. [225], it is important for a better tourist experience to
consider their various travel arrangements such as independent travel or travel with friends,
family, professional attendant, professional carer, or commercial specialist.
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Figure 3.1: Science museum exploration with a suitcase-shaped autonomous robot to assist
blind visitors. (A) The robot safely guides a blind user to an exhibit while narrating a short
description of it. (B) At the exhibit, the user can listen to detailed descriptions and call
museum sta� if additional assistance is required. (C) While the user and sta� member
interact at the exhibit, the robot moves and waits. (D) The user can continue the rest of the
exploration by pushing a bu�on on the robot’s handle.

We have developed a prototype of an independent museum exploration assistance for
blind visitors by e�ectively combining the power of a navigation robot, audio guide, and
the intelligence of human assistants, with the speci�c design target of a science museum
(anonymized). Our system consists of a navigation robot based on an open-source project1
and our newly developed smartphone app. While the robot is navigating, the user can use
the smartphone app to listen to a short description of the next exhibit, as shown in Fig-
ure 3.1-A. Once the user arrives at the exhibit, they can browse detailed descriptions via the
app if interested. In addition, the user can call a museum sta�member if interactive support
is required (Figure 3.1-B). While the user and the museum sta� interact at the exhibit, the
robot moves to a waiting area (Figure 3.1-C). Then, the user can command the robot to go to
the next exhibit by pressing a button on the robot’s handle, without needing to manipulate
the app (Figure 3.1-D).

The system evaluation entailed three components: (1) a real-world user study with eight
blind participants at a science museum, (2) a questionnaire on the robot’s social acceptance
by nearby sighted visitors, and (3) two focus groups with the blind participants. The user
study was conducted during the museum’s opening hours. Each participant was asked to
explore one �oor of the museum for 90 minutes. The �oor had 10 themed exhibit areas
in a space of around 2,100 m2 (see Figure 3.2). During the study, the participants were
allowed to go to any exhibit area in any order by selecting destinations according to their
own pace and interests. In the user study, the robot took the participants to the exhibit
entrances, and the museum sta� then took turns guiding them inside the exhibit areas.
Simultaneously, we asked 108 sighted visitors who observed the robot nearby to answer
questions. For better technology adoption, it is important to consider social interactions
between the blind visitors who use the robot and other visitors [222]. Questions include
their acceptance of such a robot in a museum, as well as their safety and privacy concerns.
The two focus groups [81] with the eight blind participants were conducted after the user

1https://github.com/CMU-cabot

https://github.com/CMU-cabot
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study was completed. In these sessions, we discussed the participants’ needs and challenges
in depth to facilitate amore independentmuseum experience and extend our system to other
use cases.

The results of the user study showed that the blind participants could explore the mu-
seum safely and independently. All participants appreciated that they could choose exhibits
according to their interests and enjoy the museum at their own pace, which had been im-
possible when they depended on sighted assistants all the time. They also commented that
it was a great experience because the robot avoided collisions with obstacles and other vis-
itors. The questionnaire on social acceptance revealed that the sighted visitors accepted
the presence of a navigation robot assisting a blind visitor at a museum. Most of these re-
spondents said that (1) they did not feel that the robot moving with the blind visitor was
disruptive or dangerous, (2) the robot’s movements looked natural, and (3) they did not
mind being captured by the robot’s camera. In the focus groups, all participants mentioned
that they enjoyed moving around alone and calling museum sta� only when needed. They
also expressed enthusiasm for being more independent in this situation. That is, the par-
ticipants would prefer to enter exhibit areas by themselves with the robot and hear more
detailed descriptions in front of each museum object, and they would prefer to call mu-
seum sta� only when they want to communicate interactively. Furthermore, participants
mentioned airports, shopping malls, hospitals, and other public spaces as potential areas
in which the combination of a navigation robot and a human assistant may improve their
experience.

3.2 Related Work
We speci�cally focus on assisting blind visitors’ science museum exploration using an

autonomous navigation robot. When blind people visit museums, one of the biggest accessi-
bility issues is mobility and orientation. Many blind people rely on help from their families
or friends [18, 240]. Previous researchers proposed various types of mobile or wearable
systems to guide visually impaired people in indoor public spaces, for applications such as
providing navigation instructions to a destination (Section 2.1.1) and helping people avoid
obstacles (Section 2.2). In this section, we review related work speci�c to this chapter that
were not detailed in Chapter 2.

3.2.1 Mobility Assistance
Several systems have targeted navigating visually impaired people in speci�c locations,

especially museums [21, 105, 162]. Asakawa et al.proposed a smartphone-based system for
navigating blind people in museums [21]. The system o�ers seamless interaction for art-
work appreciation by using the user’s orientation. The system’s app reads the description
of artwork only when the user orients toward it, and the app seamlessly resumes navigation
to the next artwork when the user changes their orientation. However, the system cannot
help users avoid obstacles and other visitors. Meliones et al.proposed a similar system com-
bined with an obstacle avoidance system, and they tested it in museums [162]. Although
either of these navigation systems can guide visually impaired users to their destinations,
a user may veer away from a navigation path, which leads to a longer navigation time and
requires a higher cognitive load for mobility.

Several researchers have tested navigation robots for visually impaired people, with
the robot either in front of the person or to the side (Section 2.3.3). These robots have
sensors to detect and avoid surrounding obstacles, as guide dogs do. In addition to obstacle
avoidance, some robots also have functions to locate their position and navigate toward a
user’s destination. Visually impaired people can follow such robots by holding a handle
or a leash; as a result, they do not need to pay as much attention to orientation and can
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walk in a more relaxed way. Nevertheless, to the best of our knowledge, no robot designed
speci�cally for visually impaired people in museums has been studied.

CaBot is a state-of-the-art open-source blind navigation robot [85]. The robot’s e�ec-
tiveness has been investigated in a user study in which blind participants walked on pre-
�xed routes with the robot. For blind visitors in museums, exploring museums according
to their interests is one of the major challenges [20, 21]. Thus, we developed a smartphone
app that allows blind users to control the robot’s destination, listen to exhibits’ descriptions,
and call museum sta� if additional assistance is required. We also conducted a real-world
user study in which blind participants freely explored a science museum during its open-
ing hours. Furthermore, we asked sighted visitors about their impressions of such assistive
robots.

3.2.2 Exhibit Accessibility
Increasing the accessibility of exhibits is also essential to enhance the museum expe-

rience of blind visitors [88]. Especially at science museums, many exhibits use diagrams,
photos, videos, interactive displays, untouchable objects, and other visual mediums to com-
municate scienti�c content. Museums have made e�orts to increase accessibility by intro-
ducing objects such as tactile replicas or reproductions and audio descriptive guides [164].
Some museums provide specialized tours or workshops [19, 94]. In addition, various as-
sistive technologies have been proposed [203, 238, 240], such as tactile models created by
3D printing [251], tactile reproductions augmented with touch sensing and audio descrip-
tions [16], and touch screens for visual artwork exploration [7]. For thework described here,
we created text descriptions of exhibits and made them available to blind visitors through
our smartphone app. However, because the primary focus of this paper is mobility assis-
tance, the exhibits in the museum for our user study, such as inaccessible interactive touch
displays, were used “as is.” Instead, we relied on the museum sta� for help when the blind
participants required such access.

3.2.3 Technologies for Communication in Museums
Communication with museum sta� (e.g., curators and science communicators) is a valu-

able experience to increase visitors’ comprehension of exhibits, especially in science muse-
ums for unfamiliar topics, academic details, or recent updates. However, visually impaired
visitors have di�culties �nding available sta� on site. The Brooklyn Museum provides a
chat application that allows visitors to communicate with museum sta� online [56]. Es-
pecially for visually impaired visitors, assistance and interpretation by museum sta� and
volunteers are a high-priority service need [88]. Even though blind visitors require sighted
assistance, they prefer not to rely on such assistance all the time, because they are concerned
about the burden on sighted assistants [20]. Thus, we implemented a calling function so that
blind users can ask museum sta� for communication only when needed.

Additionally, robots are a promising technology to guide visitors on behalf of museum
sta�. Researchers have deployed a variety of autonomous robots in museums for navigating
and guiding visitors. Earlier works mainly focused on safe navigation, robust localization,
and advanced automation (e.g., automatic recharging) in the deployment environment [40,
181, 231]. These robots have interactive displays for guidance with multimodal content and
robotic faces to attract visitors’ attention. Later works mainly focused on social interaction
with visitors via human-like robots used asmuseum guides[14, 223, 255]. For example, to at-
tract visitors’ attention, a pair of humanoid robots talked to each other about exhibits [223],
and another humanoid robot observed visitors’ faces to adjust its head motion [255]. Re-
cently, robots have used advanced speech recognition and text analysis technologies to an-
swer visitors’ questions [14]. By contrast, we mainly focused on the navigation function of
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Figure 3.2: Floor map of the science museum, the predefined tour route, and the typical
science communicator (SC) guide routes.

robots while relying on museum sta� for visitors’ questions.

3.3 System Design
3.3.1 Science Museum Experience for Blind Visitors

For blind visitors, museums are one of the most challenging places to walk and experi-
ence independently. Signi�cant challenges lie in navigating a large space and appreciating
exhibits. Previous works mostly attempted to solve those problems with mobile devices or
audible icons in the environment [21, 73, 74, 79, 105, 136]. However, blind visitors have dif-
�culty focusing on the appreciation of an exhibition while navigating the space and avoid-
ing other visitors and obstacles [21]. Navigation with mobile robots is a promising way
to reduce such stress in museum visits [85]. Therefore, in this study, we designed a user
experience of science museum appreciation for blind visitors with a mobile robot and a
smartphone, and we obtained feedback on the system through a user study and a focus
group study.

We designed the proposed system for a sciencemuseum (anonymized) that has scienti�c
exhibits for all ages in a multistory building. The museum sta� includes science commu-
nicators (SCs) with whom visitors can talk about the exhibits. We targeted one �oor of
the building, with an area of about 2,100 m2, that includes 10 of the museum’s 25 themed
exhibit areas, as shown in Figure 3.2. The users can command the mobile robot through
a smartphone app, which will provide a brief description of the destination exhibit while
navigating and also provide detailed descriptive content for the exhibition at the entrance
of each exhibit. If the user wants to see more details of the exhibition, an SC can be called
from the app. In each area, visitors may pass through from an entrance to an exit to see the
area’s artworks and interactive displays. Although making exhibit fully accessible (e.g., art-
work descriptions, interactive displays, narrow paths and steps) is one of the fundamental
factors in developing an accessible, independent museum experience [88, 164]. As men-
tioned earlier, this factor is outside the focus of this study; accordingly, we relied on the SCs
to support the participants to pass through the exhibit and �ll this gap. The SCs usually
communicate with museum visitors to increase their comprehension of the exhibits. Before
our user study, we had a training session for the SCs on interacting with visually impaired
people.
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3.3.2 System Overview
The museum exploration system consists of two major components: a navigational

robot and a smartphone app. The robot guides a blind visitor to speci�ed destinations while
safely avoiding obstacles and other visitors. The visitor uses the smartphone app to control
the robot’s destination and explore the exhibits through detailed descriptions.

Museum Exploration App
The smartphone app is the main interface of the museum experience for blind visitors.

The smartphone connects to the robot to control its navigational behavior and get feedback
from its navigation status (e.g., avoiding obstacles). The app is designed to be fully accessible
for blind visitors by working with the smartphone’s screen reading software. In our user
study (Section 3.4), we used the smartphone speaker so that experimenters also listened to
the audio interface. We note that, if the experimenters did not require the use of the speaker,
the users would be able to use their favorite hearing devices (e.g., a bone conduction headset
or open ear headset) during museum exploration.

The user manages destinations by selecting a prede�ned tour or building a custom tour
from the list of exhibits. In this study, we provided the prede�ned tour shown in Figure 3.2.
The app also shows a detailed explanation of each exhibit as a text-based web page so that
users can browse the content at their own pace using the screen reading software. The use
of text-based content allows the user to change the speaking rate, which visually impaired
people often want to con�gure according to their preferences [106]. Users can also use
gestures such as �icks or multi-�nger taps on the screen to move the focus and read text
information.

The app is synchronized with the connected robot’s navigation status. For example, the
app speakswhen the robot is trying to avoid other visitors. Detailed content is automatically
opened when the user and the robot arrive at an exhibit entrance. If the user becomes
interested in the exhibit and wants to explore it further, they can call an SC through the app
for further communication. The museum’s SCs also have a smartphone app to be noti�ed
promptly of visitors’ requests. While supporting a visitor, an SC can command the robot to
move and wait at a designated waiting area near the exhibit’s exit.

Autonomous Robot for Blind Navigation
The robot is a mobile navigation robot with a handle for the user to hold and visual

sensors for awareness of surrounding obstacles and other visitors to guide the user safely.
The handle controls the robot’s speed and navigation state and has four directional buttons
to provide user shortcuts (the haptic handle in Figure 3.3). The up and down buttons control
the speed. The robot’s maximum speed is 1.0 m/s, but we set the default speed to 0.5 m/s
for the museum setting. The right and left buttons start and stop navigation. The handle
also has a touch sensor for the robot to detect whether the user is holding the handle. The
robot proceeds only while the user holds the handle unless an SC commands it to move and
wait.

3.3.3 Exploration Scenario
The following is a typical scenario of museum exploration for a blind visitor using the

system.

1. The blind visitor borrows a navigation robot (and a smartphone if needed) at the
museum’s reception area. For the user study, we speci�ed a designated start area on
the �oor (Figure 3.2, Start).
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Figure 3.3: Overview of our prototype robot. The suitcase-shaped robot’s handle has four
directional bu�ons to provide user shortcuts. The robot and the smartphone in the user’s
shoulder pouch are connected via Bluetooth, and the user can call an SC or listen to the
detailed description of an exhibit.

2. The visitor opens the app on the smartphone and selects a tour from a list of tours or
an exhibit from the list.

3. The visitor holds the handle and pushes the right button on the handle to command
the robot to proceed (Figure 3.1-D).

4. The robot moves toward the next exhibit in the tour while the smartphone app nar-
rates a brief description of the exhibit (Figure 3.1-A).

5. When the robot arrives at the exhibit entrance, the app automatically pops up a
browser to show the detailed content of the exhibit.

6. The visitor can browse the content on the app, call an SC for further communication
about the exhibit (Figure 3.1-B), or command the robot to proceed to the next exhibit.

7. If an SC is called, the SC arrives at the visitor’s location, commands the robot to move
and wait at the exhibit’s exit, and takes the visitor into the exhibit (Figure 3.1-C).

8. In the exhibit, the SC explains the visual features of the exhibit, navigates the visitor
to touchable features, helps the visitor interact with interactive displays, and answers
the visitor’s questions.

9. At the exhibit’s exit, the visitor can resume the rest of the tour by pushing the handle’s
right button (Figure 3.1-D).

Blind visitors walk with the robot while holding their white cane with their right hand,
touching the robot’s handle with their left hand, and listening to the description of an ex-
hibit from the smartphone in the user’s shoulder pouch. When they want to manipulate
the smartphone, they can stop the robot’s navigation by releasing their left hand from the
robot’s handle.

3.3.4 Implementation
Hersh et al. reported that visually impaired people prefer a navigation robot that is

inconspicuous and discreet but attractive and elegant, and that does not draw attention to
the user [92]. Accordingly, we selected a navigation robot that looks like a suitcase so that
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Figure 3.4: Overview of the science communicator (SC) calling system. (A) The user can
call an SC or listen to the detailed description of an exhibit. (B) The user’s current status
is maintained in a cloud database. (C) When the user calls an SC, the SCs’ smartphones
receive a notification, and each SC can accept or decline the call.

it can assimilate into the environment, as shown in Figure 3.3. The robot’s hardware and
software were based on an open-source project2. The robot has a handle for the user to
hold. The suitcase portion has su�cient space for hardware resources, such as the battery
and CPU. The robot also has a LiDAR scanner, a 3D laser range �nder to accurately estimate
its position by using Cartographer ROS3 with Bluetooth Low Energy beacons placed in the
museum, and a stereo camera to detect people in front of it by using the YOLOv4 [34] image
recognition engine.

We developed an iOS app to connect with the robot via Bluetooth by using the Swif-
tUI4 and Google Cloud Firestore5 frameworks. The app was installed on an iPhone 12 Pro
(Figure 3.3). We customized the robot app to enable synchronization between the app and
robot. The short descriptions for narration during navigation and the detailed content were
edited by the museum’s SCs. By using a database on Google Cloud Firestore, the app can
manage user status information, including whether the user is calling an SC and where they
are navigating (Figure 3.4-B). VoiceOver, the built-in screen reader on iOS, is activated to
enable the users to control the robot and browse content on the app by themselves.

3.4 User Study and Focus Groups
To evaluate the e�ectiveness of the proposed museum exploration system and its ac-

ceptance by museum visitors, we conducted a real-world user study at the science museum
during its opening hours. We asked eight blind participants to freely explore and experi-
ence one �oor of the museum for 90 minutes by using our system. During the study, we also
asked sighted visitors to complete a short questionnaire about the robot’s social acceptance.
Finally, after the user study, we conducted two focus group sessions with the blind partici-
pants [81]. In these sessions, we discussed their in-depth needs and issues for developing a
more independent museum experience.

3.4.1 Participants
We recruited blind participants via an e-newsletter to which 80 visually impaired people

had subscribed. The conditions were as follows: totally or legally blind people, between 20
2https://github.com/CMU-cabot
3https://github.com/cartographer-project/cartographer_ros
4https://developer.apple.com/xcode/swiftui/
5https://cloud.google.com/�restore/

https://github.com/CMU-cabot
https://github.com/cartographer-project/cartographer_ros
https://developer.apple.com/xcode/swiftui/
https://cloud.google.com/firestore/
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Table 3.1: Demographic information of the user study participants.

ID Age Gender Eyesight Museum Visits

P3.1 49 Male Blind since age 14 1–2 times/year
P3.2 25 Male Blind since age 4 2–3 times/year
P3.3 35 Female Blind since age 14 A few times
P3.4 29 Male Blind since age 10 A few times
P3.5 51 Male Blind since age 8 A few times
P3.6 29 Male Blind since age 5 Once every 2–3 years
P3.7 53 Male Blind since birth A few times
P3.8 43 Female Blind since age 3 A few times

and 70 years of age, able to manipulate an iPhone using VoiceOver, able to go to the meeting
place of the experiment (a station ticket gate) by themselves, and $70 compensation. We
recruited the �rst eight blind participants to arrive (six men, two women) with ages ranging
from 25 to 53 years (mean 39.25, SD 10.41), as listed in Table 3.1. All participants were totally
blind and primarily used a cane. As seen in Table 3.1, three participants (P3.1, P3.2, and P3.6)
visited museums once in a while, but the others had only visited a museum a few times in
their life.

3.4.2 Procedure and Metrics
Pre-Interview and Training Session

After obtaining an Institutional Review Board-approved (the Ethics Review Committee
on Research with Human Subjects of Waseda University, 2020-039) informed consent from
the participants, we conducted a pre-interview session of 10–15 minutes in which we asked
about their experiences and challenges inmuseums. Then, we provided them approximately
20 minutes of training to familiarize them with the system. Speci�cally, they practiced
walking with the robot, setting destinations with the smartphone app, and calling an SC.

Main Session
After the training session, the participant moved to the starting position at the �oor’s

entrance (Figure 3.2). We told the participant, “Please explore and experience the museum
freely for 90 minutes with the robot.”6 We did not specify which destinations to choose
(the prede�ned tour and speci�c exhibits); instead, the participants chose the destinations
according to their strategy and interests. The participants were informed that a researcher
would walk behind them (5–10m away) to assist them immediately if they required support.
We also informed the participants that they could take a break whenever they liked.

Post-Interview Session
After the main session, we conducted a post-interview session, which took approxi-

mately 30 minutes. We �rst asked the participants to answer a set of questions (Table 3.3,
Q3.1–Q3.6) consisting of items answered on a 7-point Likert scale (1: strongly disagree; 4:
neutral; 7: strongly agree). Then, we asked open-ended questions about the advantages and

6All communication with the participants was in their native language. In this paper, we present any
translated content in the form of “translated content.”
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issues of our system, their strategy for exploring the museum with it, and suggestions for
improvement.

3.4.3 �estionnaire on Robot’s Social Acceptance by Sighted Visitors
For this part of the study, we asked sighted visitors who saw the participants walking

with the robot to rate �ve sentences on a 7-point Likert scale. We gave a ballpoint pen with
the museum logo to the sighted visitors who answered our questionnaire.

3.4.4 Focus Groups
After �nishing the user study, we organized two online focus group sessions with four

participants each. The sessions were semi-structured to focus on further requirements for
our museum exploration system. Speci�cally, we �rst asked the participants for suggestions
to improve their museum experience, namely, Can you recommend any new functions to
improve our museum exploration system?”. We further inquired about possible solutions to
comprehend the exhibits’ contents while comparing with our current system, which relies
on SCs to guide blind participants in an exhibit. Finally, we asked the participants, “In what
other scenarios would you like to use our robot-based exploration system?” The two focus
groups covered the same topics, and each took approximately 60 minutes. Each session was
audio-recorded and transcribed for further analysis.

3.5 Results
3.5.1 Overview of Exploration Activity

Table 3.2 lists the orders of the exhibits visited by each participant. All participants
started their museum exploration by following the prede�ned tour. Six participants (P3.1–
P3.6) �rst completed the prede�ned tour without calling an SC, while two participants (P3.7
and P3.8) occasionally called an SC during the tour. After arriving at Exhibit 10 and �nishing
the prede�ned tour, six participants (P3.2–P3.4 and P3.6–P3.8) visited some of the exhibits
again by repeatedly navigating to a speci�c exhibit from the exhibits list and calling an
SC. The other two participants (P3.1 and P3.5) followed the prede�ned tour again and then
called an SC when they arrived at an exhibit of interest.

Table 3.2 also summarizes the activity duration times, includingA) the activities of walk-
ing with the robot, B) using the smartphone, and A+B) spent alone without SCs’ supports.
During their 90-min sessions, the participants walked with the robot for about 9 min on av-
erage (Table 3.2-A).Whilewe set 0.5m/s for the default robot speed, all participants changed
the speed (P3.1: 0.8m/s, P3.2–P3.6: 1.0m/s, P3.7: 0.9m/s, and P3.8: 0.75m/s). Three partic-
ipants (P3.3, P3.4, and P3.8) did not hold their cane and explored the museum �oor only us-
ing the robot, and the other �ve participants used the robot while having their cane in their
right hand The walking style of the participants also di�ered (Table 3.2-Walking Style). The
participants spent approximately 17 min on average operating the app, including selecting
destinations, browsing descriptions, and waiting for SCs (Table 3.2-B). They all called SCs
5 or 6 times and spent about 1 hour with SCs. During the session, 2–4 SCs helped support
this study. On average, the participants spent 26 min (about 30% of their time exploring the
museum) alone.

As an example, Figure 3.5 shows the routes of P3.3 and the robot. P3.3 �rst followed
the prede�ned tour and explored the whole �oor. Then, she visited �ve exhibits (Exhibits
4, 6, 7, 3, and 1) and called an SC at each exhibit, because she wanted to learn more and ask
questions about these exhibits. We describe the participants’ comments on their museum
exploration strategies later, in Section 3.5.4.
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Table 3.2: Order of exhibits visited by the participants in the study (* indicates an exhibit
where the participant called an SC), together with their walking style (with the robot and
their cane or with the robot only), the durations of A: walking with the robot, B: using the
smartphone, and A+B: the time spent alone.

The order of exhibits they visited (*: Called an SC) Walking
Style

A) With
Robot

B) Using
Smartphone

A + B

P3.1
Tour (1–10), Tour (1*, 2, 3*, 4*, 5, 6*, 7, 8*, 9*)

Cane &
Robot

08:59 19:48 28:47

P3.2
Tour (1–10), 4*, 6*, 7*, 3*, 1*

Cane &
Robot

11:53 17:31 29:24

P3.3
Tour (1–10),9*, 3*, 1*, 8*, 4*, 5*

Robot
only

08:25 16:25 24:50

P3.4
Tour (1–10), 3*, 5*, 8*, 9*, 10*, 6*

Robot
only

08:31 11:11 19:42

P3.5
Tour (1–10), Tour (1, 2, 3*, 4, 5, 6*, 7*, 8, 9, 10*), 5*

Cane &
Robot

10:27 13:43 24:10

P3.6
Tour (1–10), 1*, 3*, 4*, 8*, 9*, 10*, 6*

Cane &
Robot

07:41 28:24 36:05

P3.7
Tour (1*, 2–5, 6*, 7–10), 3*, 7*, 8*, 4*

Cane &
Robot

08:38 14:23 23:01

P3.8
Tour (1, 2, 3*, 4*, 5, 6*, 7–10), 5*, 7*, 10*

Robot
only

07:25 16:15 23:40

Average 9:00 17:13 26:13

3.5.2 Subjective Ratings
Table 3.3 summarizes the results for the six Likert-scale questions (Q3.1–Q3.6). All the

participants agreed (score greater than 5) that they enjoyed experiencing the museum with
the robot (Q3.1); that they could explore the museum independently at their own pace
(Q3.2); that they did not feel any danger while walking with the robot (Q3.3); and that
calling the museum sta� was e�ective (Q3.6). For usability (Q3.4) and the e�ectiveness of
the exhibits’ short descriptions (Q3.5), all the participants except P3.6 gave positive scores.
While we gave participants only 20 minutes as the training session, in the main session, all
participants were able to operate the system with little or no assistance from us.

3.5.3 Social Acceptance of the Robot
Through the four days in which the study was conducted (two participants per day), an

average of 272 people per day visited the museum (SD 52.7)7. We obtained questionnaire
responses from 108 visitors in total, for an average of 13.5 visitors per blind participant.
The age distribution of the sighted visitors was as follows: teens and younger: 22 (20.4%);
20–29: 21 (19.4%); 30–39: 30 (27.8%); 40–49: 27 (25%); 50–59: 4 (3.7%); 60–69: 2 (1.9%); 70
and older: 2 (1.9%). Figure 3.6 shows the questionnaire results (Q3.7–Q3.11). For all the
questions, the value of the �rst quartile was more than 5 points, and we observed that more
than 75% of the visitors accepted the user and the robot. The details of the results are as

7Before the COVID-19 outbreak, around 4,000–5,000 people per day typically visited the museum.
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Figure 3.5: Example showing the routes of P3.3 and the robot in the user study. P3.3 first
followed the predefined tour and explored the entire floor (exhibits 1 to 10). Then, P3.3
visited five exhibits again and called a science communicator (SC) at each one (Exhibits 4,
6, 7, 3, and 1).

Table 3.3: Summary of Likert-scale responses (1: strongly disagree; 4: neutral; 7: strongly
agree). M: Median.

Question P3.1 P3.2 P3.3 P3.4 P3.5 P3.6 P3.7 P3.8 M

Q3.1:
I enjoyed exploring the museum with the robot. 7 7 7 7 6 7 7 7 7
Q3.2:
I could explore the museum independently at my own pace. 7 7 7 7 6 7 7 7 7
Q3.3:
I did not feel any danger while walking with the robot. 6 6 7 7 7 5 7 7 7
Q3.4:
The system was easy to use. 5 7 7 7 7 3 7 6 7
Q3.5:
The narration of the exhibits’ short descriptions was e�ective. 7 5 7 7 7 2 7 7 7
Q3.6:
Calling the museum sta� was e�ective. 7 7 7 7 7 7 7 7 7

follows: 99.1% agreed that the robot for blind visitors should be introduced in museums
(Q3.7); 78.7% felt that the movements of the blind visitors and the robot were natural (Q3.8);
86.1% did not feel that the blind visitors and the robot were disruptive (Q3.9); 88.9% did not
feel any danger from the blind visitors and the robot (Q3.10); and 78.7% accepted the robot’s
camera capturing them (Q3.11).

3.5.4 �alitative Feedback
This section summarizes the participants’ comments, both positive and negative, from

the post-interview session.

Overall Experience
All participants appreciated that our system enabled them to explore the exhibits inde-

pendently at their own pace.
A3.1: “Just like sighted people who enjoy museums, I could walk around the ex-
hibits by myself at my own pace and request an SC when I wanted a guide. It was
a fun experience that I’ve never had.” P3.6
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Figure 3.6: �estionnaire results of the social acceptance of the robot.

A3.2: “I could go around the exhibits at my own pace in my preferred order. When
I go with a friend, I do not want to spend a long time on exhibits that my friend is
not interested in, even if I want to go. With this robot, I could go around my favorite
exhibits as much as I wanted.” P3.8
A3.3: “When I ask my friends or museum sta� to guide me, I need to be with them
all the time while walking. I don’t want to bother them by asking them to wait for
a long time. Using this system, I did not have to worry about that, and I could freely
walk around the exhibits I am interested in as much as I wanted.” P3.4

We conducted the user study during the museum’s opening hours. Although other
visitors constantly came and went on the �oor (272 people per day on average during the
study), �ve participants (P3.3–P3.5, P3.7, and P3.8) did not feel any danger while walking
with the robot.

A3.4: “(When I used the robot,) I did not have any stress while moving. I could focus
on the voice summary of the next exhibit and listen to sounds from the exhibits. I
could get into the atmosphere of the exhibits.” P3.3
A3.5: “Even in the environment with people, the system properly stopped or avoided
people, so I could walk with con�dence.” P3.7

Museum Exploration Strategies
The orders of the exhibits that the participants visited varied among them. All the par-

ticipants started their museum experience by following the prede�ned tour to explore the
whole �oor. After completing the prede�ned tour, six participants (P3.2–P3.4 and P3.6–P3.8)
went to speci�c exhibits according to their interests, while two participants (P3.1 and P3.5)
followed the prede�ned tour again.

A3.6: “At �rst, I explored the �oor by following the tour. It was good because I could
grasp the rough structure and size of the �oor by myself while walking.” P3.5
A3.7: “After grasping the whole structure of the �oor by following the tour, I went
to the places that I was interested in and that had high priority for me one by one. It
was good to grasp the whole structure of the �oor not only by listening to the voice
guidance for the exhibit list but also by listening to the sounds from exhibits and
feeling the atmosphere while walking.” P3.2
A3.8: “At �rst, I went around the �oor and grasped what I was interested in. Be-
cause I could not remember the exhibits only by listening to their titles, I followed
the tour again [by not selecting a destination from the list] and remembered the
exhibit contents by listening to the summary while walking. Then, I requested an
SC at the exhibits I was interested in.” P3.5
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Narration of Exhibits’ Short Descriptions
Three participants (P3.1, P3.4, and P3.7) gave positive comments on the function of

narrating the exhibits’ short descriptions.
A3.9: “The function of reading the short descriptions was good because I could
�gure out the next exhibit.” P3.7
A3.10: “(When I walked with the robot,) the feeling was close to being guided by
a person. When I moved, I trusted the robot and could walk while listening to the
short descriptions and surrounding sound and thinking about the next exhibits.”

P3.1
On the other hand, P3.6 commented that the narration function was not e�ective.

A3.11: “I was not used to the robot yet, and it was di�cult to concentrate on lis-
tening to the short descriptions.” P3.6

Calling an SC
As seen for Q3.6 in Table 3.3, all the participants greatly appreciated that the system

could call museum sta� when needed.
A3.12: “The function to call an SC is valuable. Because I cannot �nd help in large
spaces such as museums, it was nice to call for help when I wanted to.” P3.2
A3.13: “I did not want to bother the SCs by asking them to guide me all the way.
The function to call an SC only when needed was good.” P3.8
A3.14: “Compared to walking with a sta� member all the way, I’m glad I could
talk to various SCs.” P3.3

System Usability
Although seven participants rated the system as easy to use (Table 3.3, Q3.4), some

participants provided suggestions for improving the user interface.
A3.15: “When the robot stopped, I could not understand whether it had stopped
because there was a person in front of us or I had held the handle incorrectly. I
would like to know why the robot stops when it stops.” P3.6

3.5.5 Focus Groups
This section summarizes the participants’ comments in the two online focus group ses-

sions (Group A: P3.2, and P3.5–P3.7; Group B: P3.1, P3.3, P3.4, and P3.8).

Toward a More Independent Museum Experience
When we asked the participants for suggestions to improve their museum experience,

all the participants commented that they wanted to listen to audio guidance while walking
through an exhibit area.

A3.16: “Because there were exhibits that played sound, I wanted to be close to them
and listen to descriptions while also listening to the sound from the exhibits.” P3.3
A3.17: “Among the exhibit areas that the SC introduced, there were some exhibits
where I could experience the sizes of museum objects by walking around them (e.g.,
anonymized). Rather than just listening to guidance in front of the entrance, it
would be nice if I could listen to the descriptions while walking inside with the
robot and experiencing the size.” P3.2
A3.18: “(Compared with just listening to voice guidance at the entrance to an ex-
hibit,) if the voice guidance told what is displayed in each location while walking
with the robot in an exhibit, it would be nice because I could understand what kinds
of items are where in the exhibit.” P3.7
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In the proposed system, we rely on SCs to guide blind participants in an exhibit. Five
participants (P3.1 and P3.5–P3.8) wanted to call SCs to have them discuss the contents of
an exhibit rather than explain the exhibit. In addition, six participants (P3.1, P3.3–P3.6, and
P3.8) commented that they wanted to comprehend the exhibits’ contents more indepen-
dently.

A3.19: “I called an SC every time I wanted to enjoy an exhibit in this experiment,
but I would prefer to call an SC only when I have questions after I understand an
exhibit as much as I can with the robot.” P3.1

A3.20: “If the robot explains an exhibit, I would prefer to call an SC to discuss the
exhibit with them rather than ask them to explain it.” P3.7

A3.21: “Rather than listening to prede�ned voice guidance, it would be nice if I
could talk with the sta� and ask questions about exhibits through video calls, for
example.” P3.5

A3.22: “Because I come up with questions as I walk around exhibits, it would be
nice if the AI [Arti�cial Intelligence] could respond. If the system explanation is
only one-sided (like the current system), I would prefer to call an SC and enjoy
exhibits while asking questions.” P3.6

Prospective Scenarios for a Museum Exploration System with a Robot
When asked about scenarios in which the participants would want to use our explo-

ration system, they suggested shopping malls (P3.1–P3.8), airports (P3.1, P3.3–P3.5, and
P3.7), train stations (P3.4–P3.6), universities (P3.1, P3.2, and P3.6), hotels (P3.2 and P3.7),
hospitals (P3.1 and P3.6), and amusement parks (P3.3 and P3.4).

A3.23: “In airports, I ask sta� to take me to my gate, and I wait there the whole
time. I would like to go to the bathroom or explore shops and restaurants with a
robot at any time while waiting.” P3.7

A3.24: “For the use case in a shopping mall, the robot would be useful because I
could go to shops that I am interested in, just as I walked around the exhibits in the
museum. I could also call a clerk in a shop when I have a little di�culty, just as I
called an SC when I wanted an explanation.” P3.2

A3.25: “Theme parks are fun not only for riding the attractions that I plan to
ride but also for exploring while feeling the atmosphere. I would like to take time
exploring alone by using the robot.” P3.4

3.6 Discussion
3.6.1 Independent Museum Experience

The proposed system successfully enabled the blind participants to explore the science
museum by e�ectively combining the power of a navigation robot and the intelligence of
human assistants. All the participants agreed that they enjoyed exploring with the robot
(Table 3.3, Q3.1) and could explore the museum independently at their own pace (Table 3.3,
Q3.2). As seen in Table 3.2, the participants chose to visit a variety of exhibits according
to their own interests and strategies (A3.6–A3.8). In the user study, participants interacted
with the system for about 26 minutes on average, meaning the system-human ratio in time
was roughly 30%–70%. (Table 3.2). Nevertheless, the participants appreciated the indepen-
dent museum experience in the user study because such experiences have not been possible
for them when they visited a museum alone or with their families and friends (A3.1–A3.3).

The participants rated the prede�ned tour highly because they could grasp the rough
structure and size of the �oor by walking through it rather than just listening to a long



30 Chapter 3. Science Museum Exploration System

description of it (A3.6 and A3.7). The narration of the short description for each exhibit
during navigation was e�ective for independent museum exploration (Table 3.3, Q3.5). The
participants could gain an overview of the upcoming exhibit whilewalking (A3.9 andA3.10).

The participants unanimously agreed on the e�ectiveness of calling a museum sta�
member (SC) via the smartphone app (Table 3.3, Q3.6). They commented on their need to
ask the museum sta� for support, but at the same time, they typically hesitate to take the
sta�’s time for an entire visit, or they feel uncomfortable being accompanied by a human
assistant. In contrast, our system enabled the blind visitors to call sta� for support only
when they needed it. They felt comfortable asking for support from multiple assistants,
and they enjoyed communicating with multiple assistants. (A3.12–A3.14).

3.6.2 Safety Concerns
Maintaining a sense of safety for both blind and sighted visitors is one of the critical

challenges in deploying navigational robots in a real-world museum setting. The user study
was conducted during the museum’s opening hours when other visitors constantly came
and went on the �oor. Even in such a real-world situation, the participants could walk with
the robot through the museum �oor without any incidents or safety concerns (Table 3.3,
Q3.3). They could rely on the robot’s navigation and focus on the museum experience
(A3.4 and A3.5). Three participants especially explored the museum without having their
cane (Table 3.2-Walking Style). In addition, 86.1% of the sighted questionnaire respondents
who saw the participants and the robot also did not feel any danger from their movements
(5–7 points in Figure 3.6, Q3.10). We cannot generalize these results to other situations
without more data, especially for the case when the museum is crowded. Nevertheless,
both the blind and sighted visitors did not have any safety issues or concerns in the study
environment. This is an encouraging result that can provide a beachhead for designing our
next exploration system for real-world deployment.

3.6.3 Social Acceptance
In the user study, the surrounding sighted visitors accepted the navigation robot well

(Figure 3.6): 99.1% of them agreed that assistive robots for blind visitors should be intro-
duced in museums (5–7 points in Figure 3.6, Q3.7), and the percentage of visitors who felt
that the blind people and the robot were disruptive was only 2.8% (1–3 in Figure 3.6, Q3.9).
Researchers have previously reported on blind users’ considerations of their image and the
public perception of assistive technologies [11, 12, 22, 112, 138, 186, 222], but in this study,
78.7% of the sighted visitors regarded the presence of a blind user and robot as natural (5–7
in Figure 3.6, Q3.8).

Privacy concerns about camera-based technologies have been discussed in previous
studies [3, 11, 138, 198]. We mounted the camera on top of the robot and expected that this
feature might invoke privacy concerns. However, we found that the sighted visitors gener-
ally (78.7%) accepted the robot’s camera capturing them (5–7 in Figure 3.6, Q3.11). Privacy
concerns are usually considered the most serious challenge for the practical deployment of
camera-based assistive technologies. Instead, we found that the use of a camera may not
be a deal-breaker for social acceptance and practical deployment in science museums if the
robot works to assist blind people.

3.6.4 System Usability
Although seven of the eight participants rated the system as easy to use (Table 3.3,

Q3.4), we also found opportunities to improve the user interface. P3.6 negatively rated the
system’s usability (Table 3.3, Q3.4) and the e�ectiveness of the exhibits’ short descriptions
(Table 3.3, Q3.5). His point concerned the transparency of the robot’s actions. For example,
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he commented that he wanted to be aware of the reason for each “stop” whenever the
robot stopped (A3.15). We could have the robot explain the reason for each stop, but it
might overwhelm users with too much information. We thus need to carefully balance
the information presented. In addition, P6 commented that he could not pay attention to
the short descriptions because he had to pay attention to the robot (A3.11). This might
improve with more usage of the system. In this study, only P6 gave negative ratings, but we
should expect more diverse feedback, given the variety of skills and experiences among the
blind population. Accordingly, we should carefully design and evaluate interface options
and personalization features to meet each user’s preferences (e.g., walking and smartphone
skills).

3.6.5 Toward a More Independent Museum Experience
The proposed system successfully improved the independence of participants by focus-

ing on navigation and exploration among sub-exhibitions (A3.1–A3.3). We found a strong
preference to be independent. Most participants commented that they would like to spend
more time without being dependent on SCs (A3.19–A3.22). Six participants commented that
they would like to understand each exhibit’s content as much as they can with the robot
and then call an SC only when they have questions (A3.19). All the participants wanted
robot navigation “inside” each sub-exhibition, rather than just listening to guidance at the
entrance as was the case in this study. The following system should support �ner navigation
among panels/exhibits inside each sub-exhibition. Each sub-exhibition consists of several
panels/exhibits every 1 to 2 m, so the robot should navigate a user among panels/exhibits
along a typical route on a �ner scale.

Beyond this �ner navigation and explanation, blind visitors strongly prefer indepen-
dence in their science museum experience, but enabling nonvisual science communication
is the challenge. One possible future direction is the use of automated or remote question-
answering (Q&A) technologies. Five participants agreed that science communication was a
valuable experience in the museum because it enabled them to ask questions (A3.19–A3.22).
They also commented that they preferred even this question-answer part to be automated;
for example, this could be done with a remote assistance system [10, 29], a chat system with
museum sta� [56], or an AI-based Q&A system [14, 167, 237] on the robot or the app.

At this moment, the appropriate balance between independent exploration with an as-
sistive robot and human assistance for science communication is not clear. Blind visitors
require human assistance, but they also would prefer an independent experience, as we
observed in the focus group sessions. We hope to improve our system to navigate inside
sub-exhibitions and integrate automated or remote Q&A technologies.

3.6.6 Prospective Scenarios for a ScienceMuseumExploration Systemwith a Robot
The proposed system allows blind users to explore a science museum �oor freely at

their own pace and according to their own interests, and they can call a human assistant
when needed. In the focus group sessions, the participants commented that the system
has potential usage not only in museums but also in various other places, such as airports,
shopping malls, hospitals, and amusement parks (A3.23–A3.25). The participants hoped to
be able to explore large areas when �nding a favorite restaurant, for example, and feel the
surrounding atmosphere, while asking for interactive human support only when necessary,
as sighted people usually do. In our future work, we want to expand the coverage of our
robot and exploration system to o�er new independent experiences in various situations.
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Chapter 4

Smartphone-based Environment Recognition
System (Collaboration Works)

4.1 One-shot Wayfinding System1

Figure 4.1: Overview of our one-shot way�nding system for blind people. 1)When approach-
ing an intersection in a public building, a blind user takes a picture with a 360° camera at-
tached to a smartphone. 2) The system detects the text and arrows on surrounding signage
and links them to estimate the destination direction. 3) The system provides wayfinding
instructions (TTS and vibration feedback) for the estimated direction.

Many public buildings provide signage showing the directions toward points of inter-
est [66, 86]. Such signage can orient sighted visitors but o�ers little bene�t to blind people.
Recent studies have proposed assistive technologies that recognize information on signage
(e.g., text or pictograms) by combining a smartphone camera with computer vision tech-
nologies such as optical character recognition (OCR) [9, 42, 165, 214]. However, these sig-
nage recognition systems require the fast and accurate capture of pictures with the appro-
priate framing, which is a di�cult task for blind people [1, 107, 154, 264]. Thus, blind users
cannot always obtain the required information from these systems. Moreover, whether
failure to capture the correct information is caused by lack of signage or incorrect camera
framing is di�cult to discern.

To overcome this limitation, we developed a one-shot way�nding system with a 360°
smartphone camera that captures all signage around a user in a single shot. The user does
not need to adjust the camera aim. To decide the correct direction to a destination, blind peo-
ple must understand the directions of the arrows on signs. For example, Figure 4.1 shows a
sign with a right arrow indicating a right turn at the intersection. Therefore, our way�nding
system recognizes not only text but also the arrows pointing the way to a destination. The
system recognizes text, arrows, and text–arrow associations on surrounding signage and
converts the direction of each arrow into an egocentric direction (ı.e. a direction relative

1Project Page: https://yutaroyamanaka.netlify.app/publication/oneshot/

https://yutaroyamanaka.netlify.app/publication/oneshot/
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to the user’s body). It then verbalizes the egocentric direction as a clock position, which
is a standard way of presenting directions to blind people. In other words, our way�nd-
ing system for blind people requires no environmental modi�cations such as markers, BLE
beacons, or Wi-Fi beacons. Nor does it require the preparation of data such as maps and
points-of-interest datasets.

The proposed system �rst detects the text and arrows from a captured equirectangular
image [226] using an OCR system and a convolutional neural network object detector. It
then links the detected text to each detected arrow via a minimum spanning tree. When set-
ting the edge weights linking the text and arrows, we considered the relationships between
text and arrows (e.g., the text above an arrow typically shares a weaker correspondence with
the arrow than the text below the arrow). In Figure 4.1 (2), the system links “Departures”
and “Arrivals” to the left and right arrows, respectively. It then estimates the directions
to the destinations in egocentric coordinates relative to the user’s current orientation. For
instance, when the user stands beside an “Arrivals” sign linked to a right arrow, the system
utters “‘Arrivals’ is at 3 o’clock.” To further convey the estimated direction, the system gives
vibration alerts when the user faces the correct direction [Figure 4.1 (3)].

The usability of the system’s interface was evaluated through a user study involving
eight blind people. As a baseline system, we implemented a simple signage reader system
that uses an RGB camera built into a smartphone (not a 360° camera). We asked the par-
ticipants to �nd the correct direction to a destination using either the proposed system or
the baseline system. Participants determined the correct direction after fewer rotations of
the proposed system than of the baseline system. The participants’ feedback also supported
our hypothesis that the proposed system can assist way�nding tasks in public buildings.
Based on our �ndings, we discussed the development of a more �exible and comfortable
way�nding system for future use in public buildings.
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4.2 Corridor-Walker2

Figure 4.2: Corridor-Walker helps blind people to recognize obstacles and intersections.
Using the system, a blind person detects an upcoming intersection and recognizes the paths
leading from the intersection while avoiding obstacles.

Navigation through indoor corridors is a challenging task for blind people. In such envi-
ronments, blind people usually navigate using the surrounding walls [13]. During this pro-
cess, they can encounter various obstacles such aswall-mounted furniture and objects [108].
Collisions with these obstacles can damage the objects and/or injure the person. Ground
obstacles are detected by white canes, which are commonly carried by blind people. In ad-
dition to white canes, users can employ various systems that alert them to the existence of
obstacles at or above ground level [50, 187, 197]. As these systems detect only the existence
of such objects, the user must determine the path that avoids the obstacle (obstacle-avoiding
path). Although guide dogs can help users to navigate an obstacle-avoiding path, they
are not preferred by all blind people because they require caretaking [206, 246]. Another
drawback is the small number of guide dogs. For example, only 5,000 dogs versus 360,000
legally blind people, comprising approximately about 1.4% of the United Kingdom popu-
lation [206]). To alleviate this situation, researchers have developed assistive technologies
that navigate blind people along an obstacle-avoiding path usingmobile robots [85, 117, 150]
and wearable devices [141, 144, 243]. However, these solutions use special hardware which
is not commonly available to blind people, thus hindering the technology adoption [222].

Besides avoiding obstacles, blind people navigating through a corridor must know the
corridor’s geometric structure [61, 219], , such as intersections. Walking past an unnoticed
intersection or turning into an incorrect intersection can disrupt the navigation path. Cor-
rect navigation requires reliable position and shape information of each intersection in the
corridor. A white cane alone might be insu�cient for locating an intersection, resulting
in walking past an unnoticed intersection [84]. In addition, the white cane does not fully
support shape recognition of intersections because it has a limited range of contact. Guide
dogs can help blind people to locate an intersection [84] but cannot convey its shape to the
user. In contrast, indoor turn-by-turn navigation systems convey the correct information
on intersections [62, 215], allowing blind users to reach their destinations without becoming
lost. However, such systems require static route maps or additional infrastructure, which
are unlikely to be available in every building [60, 229].

We present Corridor-Walker (Figure 4.2), a mobile indoor walking assistance system that
supports obstacle avoidance for blind people and recognizes intersections (i.e., locates and
grasp the paths leading from the intersections). The system is aimed for use in the indoor
corridors of apartments, o�ces, or hospitals, where static route maps and infrastructure
are unavailable but in which the user knows the turns required to reach the destination.
Such users may be familiar with the environment from prior travel or gain knowledge from

2Project Page: https://sites.google.com/view/corridor-walkerproject/

https://sites.google.com/view/corridor-walkerproject/
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tactile maps [83, 194] or interactive devices [97]. Many blind people already use smart-
phones [160, 170] for messaging and obtaining assistance systems available in app stores,
which recognize items, read printed letters, and guide navigation along a recorded route
(e.g., , Seeing AI [165], Tap Tap See [49], and Clew [259]). Therefore, our system was de-
signed for compatibility with a single smartphone to improve the technology adoption. The
system provides obstacle avoidance by navigating the user along an obstacle-avoiding path
using both spatialized audio and TTS feedback. The system alerts the user to the presence
of an intersection and informs the user of its shape through vibration and TTS feedback.
To achieve these functionalities, the system �rst constructs a 2D occupancy grid map [55,
140, 141, 195] of the surrounding environment using a LiDAR sensor equipped with an
iPhone 12 Pro [17], which supports accurate grid-map construction. The system then plans
an obstacle-avoiding path on the grid map using the A* path-planning algorithm [89]. Si-
multaneously, it detects upcoming intersections using the “you only look once (YOLO) v3”
detector [205]. As the system uses only real-time sensing results, it accomplishes these
functionalities without requiring a static route map or additional infrastructure.

The usability of our systemwas evaluated through a user study involving 14 blind partic-
ipants. The participants were asked to perform three tasks. In the �rst task, the participants
entered di�erent types of intersections and were asked to list all directions leading from
each intersection. In the second task, the participants walked through a straight corridor
while avoiding several placed obstacles. In the last task, the participants navigated a corri-
dor containing both obstacles and intersections. The study revealed that Corridor-Walker
enabled the participants to avoid obstacles with less reliance on the wall. Participants also
acquired good shape knowledge of the intersections.
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Chapter 5

BBeep: Sonic Pedestrian Avoidance System1

“People were noticing that I was approaching and people were moving
away... giving me the path.”

Participant 4
Pi�sburgh International Airport

August 30, 2018

5.1 Introduction
Blind people face signi�cant challenges when navigating public spaces due to the lack

of visual sensing. Recent research using computer vision aimed to assist blind users’ ori-
entation and mobility skills for avoiding potential obstacles or hazards [38, 68, 98, 100, 144,
191, 235, 257, 261]. While these systems are often able to detect static obstacles, the detec-
tion and avoidance of collisions with dynamic elements, in particular pedestrians, is still
relatively unexplored in the literature. Technical challenges aside, one possible reason for
a lack of work on dealing with dynamic elements is the assumption that sighted pedestri-
ans are aware of blind people and therefore will always clear the path for them. However,
this is not always the case as sighted people may be looking at their smartphone, talking
with others, or facing another direction (looking at a board or TV). In such scenarios, blind
people face signi�cant risks of collision with other pedestrians.

We present an assistive suitcase system, BBeep, that uses a sonic collision warning sys-
tem to alert both the blind user and nearby sighted pedestrians about potential risks of
collision (Figure 5.1). This approach extends common sonic warning systems that are used
to clear the path for moving vehicles, such as airport carts driving through crowded ter-
minals or large trucks driving in reverse. This work leverages the simple fact that sighted
persons can quickly get out of the way of a blind person who is walking, if they are given
appropriate information about a blind person’s presence. However, our work aims to go
beyond the paradigm of constantly playing a sound to convey the user’s presence, as the
constant emission of loud alarm sounds can be social disruptive andmake the blind user feel
overly self-conscious. Instead, we present an adaptive sonic warning system that only emits
sounds when needed. More speci�cally, BBeep is designed to consider the motion of nearby
pedestrians, predicts future collisions, and gives sonic feedback only when necessary.

Although we explicitly target the navigation of blind people in airports, we believe that
the form factor of a travel suitcase is also appropriate in many other real-world crowded
environments such as train stations or shopping malls. The use of a suitcase has several
bene�ts in such environments. For the blind user, a suitcase can often act as an extended
sensing mechanism for identifying changes in �oor texture or as a form of protection from
collisions in very dense crowds. Even without any smart sensing, a suitcase can be used as
an assistive device. In many cosmopolitan environments, a suitcase is a common object and

1Project Page: https://wotipati.github.io/projects/BBeep/BBeep.html

https://wotipati.github.io/projects/BBeep/BBeep.html
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Figure 5.1: We present an assistive suitcase system, BBeep, that uses a sonic collision warn-
ing system to alerts both the blind user and nearby sighted pedestrians about potential risks
of collision.

does not draw unnecessary attention to the user when it is not in use as a sonic warning
system. As a robotic sensing system, the suitcase form factor also provides a convenient
place to store and attach sensors, power and computing resources.

BBeep uses a RGBD camera to detect, track and predict the motion of nearby pedestri-
ans. The RGB image is used to detect people using a convolutional neural network and the
depth channel is used to estimate the distance to pedestrians. The tracker greedily asso-
ciates the nearest pedestrian detections to track a pedestrians motion. Averaged position
estimates are used to estimate pedestrians’ velocity and linear extrapolation is used to pre-
dict their future path. Depending on the proximity of the predicted path with the user, an
appropriate sound is emitted by the system.

To investigate how to convey sonic feedback e�ectively, we performed an observational
study where the suitcase-shaped system emits alarm sounds of di�erent types and timings.
The results suggest that sound emission is an e�ective method to change the pedestrians’
walking direction away from the platform, and that the timing of sound emissions has more
impact in changing their trajectories than the sound types. Based on these �ndings, we
designed the sonic noti�cation interface of BBeep that used three stages of sound emissions
to notify potential collision risks and imminent collisions with pedestrians.

In order to evaluate the e�ectiveness of BBeep for preventing collision with pedestrians,
we performed a user study where six blind users walked with the suitcase in crowded areas
of an international airport. We observed that BBeep reduced the number of situations of
imminent collision risk, when compared to only notifying the blind user. Participant feed-
back also supported our hypothesis that BBeep is useful for collision avoidance in crowded
public spaces. Based on our �ndings, we discuss future requirements for directions towards
a more �exible and personalized solution that is able to adapt to di�erent scenarios and
users.

5.2 Related Work
We speci�cally focus on alerting both the blind user and nearby sighted pedestrians

about potential risks of collision. In this section, we review related work speci�c to this
chapter that were not detailed in Chapter 2.

5.2.1 Sound Alert for Urgent Notifications
Beep sounds have been used as an auditory alert to notify people of urgent situations,

such as in hospital intensive care units [163], nuclear power plants [158], and aviation [35].
Audio noti�cations can also alert drivers of an eminent collision or assist in navigation [157].
The relationship between user perception and di�erent types of alert sounds plays a vital
role in their usability. Several works have found that auditory parameters of beep sounds
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(e.g., fundamental frequency, pulse rate, and intensity) a�ect perceived urgency levels [59,
87, 157]. Other studies also observed a trade-o� between perceived urgency and annoyance
levels of alert sounds [59, 78, 157].

As described above, emitting beep sounds is a common approach to notify users of
urgent situations. Thus, we use this type of alert sounds to make pedestrians aware of a
blind user. We investigate what types of beep sounds are e�ective for collision avoidance,
and design a sound emission policy for our prototype system.

5.3 System Design: Path Clearing System
Ourmain goal is to ease themobility of blind people in crowded environments. We argue

that collisions with pedestrians can be avoided if both the blind user and sighted pedestrians
are made aware of the collision risk. For this purpose, we developed BBeep, a sonic collision
avoidance system that aims to clear the path for blind users, by also alerting nearby sighted
pedestrians. BBeep relies on its ability to track and predict the future position of pedestrians
in real-time, and on the use of sound noti�cations only when there is a risk of collision.

5.3.1 Limitations of Notifying only the Blind User
Prior research on obstacle detection for blind people focuses on notifying the user alone

about the presence of obstacles, prompting them to change their orientation [144, 235, 261].
Such approach increases the user’s knowledge of the surroundings, but also comes with sig-
ni�cant limitations in this context. First, actively changing the walking direction of blind
users may be unsafe (taking the user through a di�erent/unknown path); second, a group of
pedestrians may block the entire route of a blind user; and �nally, notifying users about all
pedestrians in crowded environments may require complex feedback, which may be cogni-
tively demanding to users. In addition, by focusing on obstacles in general these approaches
do not take advantage of sighted pedestrians’ ability to cooperate in collision prevention.
Therefore, we argue that conveying feedback only to the user may not be e�ective to avoid
collisions with other pedestrians, in particular in crowded environments.

5.3.2 Sound Notifications for Users and Pedestrians
BBeep uses sound noti�cations due to the ability of sound to attract people’s attention

even when they are focused on something else. Although other modalities, such as visual
stimuli (e.g., Vection Field [70]), can also impact pedestrians’ walking direction, it may not
be as e�ective in several scenarios. For instance, the prevalence of smartphones signi�-
cantly reduces sighted pedestrians’ awareness of the surroundings, resulting in potential
collisions [45]. Moreover, (groups of) people talking or looking at a di�erent direction may
not notice a blind person until their white-cane hits them. For that reason, our approach
is inspired in the common use of beep sounds to notify pedestrians of urgent situations
prompting them to clear the path. A few examples include carts in crowded airports, large
motor vehicles driving in reverse, or automated guided vehicles in factories2). However,
such approach may also come with signi�cant challenges, since frequent emission of loud
alarm sounds can be socially disruptive and make the blind user feel uncomfortable.

5.3.3 Collision Prediction to Reduce Sound Emissions
To enhance social acceptance of sound emissions, it is important to emit alert sounds

only when absolutely necessary. Moreover, a collision prediction technique is required in
order to decrease as much as possible the number of sound emissions, while maintaining
its e�ectiveness. For this reason, BBeep relies on real-time pedestrian tracking and collision

2https://reports.nissan-global.com/EN/?p=9747

https://reports.nissan-global.com/EN/?p=9747
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Figure 5.2: Overview of the sonic alerting process. The stereo camera is mounted on a suit-
case and records RGB images and depth data. A) The system detects pedestrians using the
RGB images and B) tracks their position using the depth data. Based on these tracking re-
sults, C) the system predicts the future positions of each pedestrian. Finally, D) the system
emits an audible alarm signal if there is a risk of collision with the blind user.

prediction to provide noti�cations only when there is a potential risk of collision. This is
bene�cial to reduce both collision risks and social disruption in public spaces.

5.4 Implementation
We developed a vision-sensing system for tracking the motion of pedestrians and pre-

dicting their future positions in order to generate an audible warning signal that will clear
the path in front of a blind user (Figure 5.2). A stereo camera is attached to a suitcase to cap-
ture RGB images and collect depth data. One advantage of this setup is the ability to capture
images without signi�cant motion-induced blur and to perform the necessary computations
in situ. The system detects pedestrians using RGB images and tracks their position using
the depth data in real time. Based on these results, the system predicts the future positions
of pedestrians and determines their risk of collision with a blind user. The system can then
emit an audible alarm if necessary.

We note that there is prior work on pedestrian trajectory forecasting [121, 125, 253]
and the aim of this work is not to advance the state of the art in this respect. Instead,
our contribution is the analysis and development of e�ective sonic feedback mechanisms
based on such predictive input. To this end, our main challenge is to develop a real-time
forecasting technique with su�cient accuracy for collision prediction.

5.4.1 Pedestrian Detection: Requirements and Design
The proposed system detects pedestrians located in front of the suitcase. We de�ne the

following requirements for image sensing and pedestrian detection to accurately predict
collisions with a blind user or the suitcase in real time:

• Long- and wide-range image sensing:
We require long- and wide-range image sensing for both the RGB and depth streams.
A limited sensing range does not allow enough time for the system to predict pedes-
trian movements until just before the collision. A wide �eld of view is also important
to capture nearby pedestrians.

• Running at a high image sampling rate:
We require that all of the detection process be done rapidly to allow running at a high
frame capture rate. This helps increasing the collision prediction accuracy.

• Robust pedestrian detection:
We require a robust vision-based method for detecting individual pedestrians even if
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the camera does not capture their full body (in particular, when a pedestrian is near
the suitcase and the camera captures only the lower part of their body).

Many existing systems designed for avoiding static obstacles use Kinect v2 as a depth
sensor [38, 98, 191]. However, Kinect v2 is limited in terms of its range and the FPS of image
sensing (depth distance: 0.5 to 8.0 m, horizontal �eld of view: 70 degrees, and FPS (frame
per seconds): up to 30 Hz). It also has a limited range of pedestrian detection (up to 4.0 m),
and often fails to detect pedestrians when their whole body is incompletely captured.

To address these shortcomings, we implemented a novel system combining stereo image
sensing and a CNN-based generic object detector (YOLOv2 [204]). We use a ZED™2K Stereo
Camera3, as it has a wider horizontal �eld of view (90 degrees), a longer depth range (0.3 to
20 m), and a higher FPS (up to 100 Hz) than Kinect v2. The stereo camera also supports a
3D odometry API that provides access to 3D movements from the camera in real time. Our
system used such odometry information to remove the in�uence of suitcase rotation.

We used YOLOv2 to detect pedestrians using the RGB streams. The method robustly
detects individuals even if their body is not completely included within the camera images.
We con�rmed that the combination of the ZED camera and YOLOv2 can detect bounding
boxes of pedestrians from a distance of 10m. We used the central area of the bounding boxes
to obtain the 3D positions of the detected pedestrians in the camera coordinate system.

Updating positions using a high FPS is important for accurately predicting pedestrians’
future positions. We used a laptop computer (Intel Core i7-7700HQ CPU, NVIDIA GeForce
GTX 1060 GPU) to process object detection at a rate of 15 fps, but this was insu�cient
to obtain satisfactory prediction accuracy. We therefore used a given bounding box for
obtaining 3D positions, and updated it once a new detection result was available. The system
thus tracks pedestrians at a frame rate in excess of 40 fps. Note that the detection and
tracking processes run simultaneously on di�erent threads.

5.4.2 Pedestrian Tracking
The system processes pedestrian tracking based on the detection results. We propose

an algorithm to track individual pedestrians in real time. The system uses the following
procedure to update a tracking list of pedestrians based on the detection results at each
frame:

1. The tracker generates a set of bounding boxes from pedestrian detection and com-
putes a set of 3D positions in the camera coordinate system based on the central area
of the bounding boxes.

2. The tracker repeats steps (3) and (4) for each detected 3D position (the current posi-
tion).

3. If there are no existing pedestrians in the list from the current position within a dis-
tance U , the tracker adds the point to the list as a new pedestrian.

4. Otherwise, the tracker updates the position of the nearest pedestrian in the list to the
current position, and saves the previous position as a record of its trajectory.

5. The tracker removes pedestrians from the list if their position has not been updated
by the tracker in V 5 A0<4B of the tracking process.

Based on our observations, we set the parameter values U = 1 m and V = 5 frames for
all of our studies.

3https://www.stereolabs.com/zed/

https://www.stereolabs.com/zed/
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5.4.3 Position Prediction and Sound Emission
The system predicts the future positions of the pedestrians in the tracking lists derived

from the tracking process. The system uses the 3D positions of the pedestrians in the cam-
era coordinate system to predict the relative speed and direction of displacement between
the suitcase and each pedestrian using their current position and their trajectory. To im-
prove the stability of the pedestrian position measurement, the system �rst compensates
for rotations of the suitcase (camera) by rotating the detected pedestrian positions using 3D
odometry information. The system then computes the expected future position p̂C+B of each
pedestrian after B seconds using the # � 1 most recent points of its trajectory as follows:
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Let pC be the position of a pedestrian in the camera coordinate system at time C , p` (8,=)
the average over = previous positions (from p8�=+1 to p8 ), and �C (pC , p8) the di�erence in the
time stamps between pC and p8 . The system �rst calculates the two average positions (from
# �1 frames before to # /2 frames before, and from # /2�1 frames before to current frame)
(Equation 5.1). The system then calculates the vector between the two average positions
and predicts the future position (Equation 5.2). Setting # = 32 was found to yield stable
predictions.

The system then predicts the risk of a future collision based on all the predicted positions
to decide whether an alarm sound should be emitted, as outlined in Figure 5.2. A collision
is expected when a future pedestrian trajectory crosses the “emergency line” shown in Fig-
ure 5.2 (D). The system computes the line connecting the current and future positions of
the pedestrian as a prediction of the expected future trajectory. The system then deter-
mines the intersection between this line and the emergency line. If the intersection lies
within the range of the emergency line, the risk of collision is considered signi�cant and
the system emits a warning sound. Note that this calculation does not use pedestrian height
information.

5.5 Designing Sound Emission Policy through anObservation Study
We studied the response of pedestrians to the audible warning signals in order to design

a sound-emission policy for our system. As described in Related Work, human perception
of audible emergency warnings has been studied [59, 78, 157]. There is also some under-
standing of how a visual stimulus can cause pedestrians to redirect their trajectory [70].
Yet, little is still known about how a pedestrian reacts to an audible signal. Such insight is
important for designing an e�ective policy of sound emissions for our path-clearing system.

We conducted an observational study in a corridor in which the suitcase-enclosed sys-
tem was made to emit di�erent types of audible alerts (beeps). We recorded pedestrians’
reactions and trajectories as shown in Figure 5.3. We designed a set of sound-emission pat-
terns comprising various sound types and a range of timings. The system tracked pedes-
trians in the corridor and emitted alerts using these patterns. We analyzed the pedestrians’
trajectories to determine which sound patterns were most e�ective at clearing the path in
front of the suitcase. Based on the outcome, we then designed our sound-emission policy
for evaluation in an airport.
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Table 5.1: Sound-emission pa�erns. UL: urgency level, BF: base frequency, PD: Pulse dura-
tion, IPI: inter-pulse interval, and B : timing of the sound emission (i.e., the suitcase emits
a sound alert by considering the expected position of pedestrians a�er B seconds).

Sound Pattern Sound type Timing
UL BF PD IPI B

S1 High 1000 Hz 0.1 s 0.1 s 5.0 s
S2 2.5 s

S3 Middle 400 Hz 0.1 s 0.1 s 5.0 s
S4 2.5 s

S5 Low 400 Hz 0.5 s 0.5 s 5.0 s
S6 2.5 s

S7 Without sound emission N/A

5.5.1 Sound-Emission Pa�erns
We designed 7 sound patterns (S1–S7), one of which (S7) was mute to serve as a baseline.

The 6 non-baseline patterns featured combinations of 3 di�erent sound types and 2 types
of emission timings.

Beep-Alert Sound Types
We used alert sounds to represent 3 distinct levels of perceived urgency. The relation-

ship between perceived urgency and sound parameters is well documented. We prepared
3 types of beep sounds with di�erent urgency levels denoted High, Intermediate, and Low.
Speci�cally, we varied the base frequency, the pulse rate, and the pitch, as given in Table 5.1.
The values we used are based on recent research addressing sound urgency [192, 212].

Timing of sound emission
We also used di�erent timings of sound emissions for each beep alerts. The system

changes the timing by setting the collision detection parameter B seconds. If a system were
to emit a sound alert immediately before a predicted collision with the blind user (e.g.,
B < 1)), the pedestrian in question may not be able to avoid the collision. On the other hand,
a sound alert emitted too long in advance (e.g., B = 1) may cause unnecessary disturbance
and inconvenience and be e�ectively unproductive.

We selected the parameter values B1 = 5.0 and B2 = 2.5 seconds. The value of B1(5.0 B)
represents the time needed to travel the furthest distance in the detection range (around
10 m) when the blind user and a pedestrian are approaching at a relative speed of 4 km/h.
We also used B2(2.5 B) set to a half of B1 to de�ne a nearer threshold.

5.5.2 Data Collection and Analysis
This observational study considered the suitcase-enclosed system with 7 sound emis-

sion patterns placed in a straight corridor (Figure 5.3). The system tracked pedestrians and
predicted their intersection with the emergency line in real time. The system also emitted
sounds as speci�ed by the adopted policy. All seven sound patterns were used in cycle.

Observations were conducted over more than four days, yielding 57 trajectories for each
pattern (399 trajectories in total). Note that the system recorded a trajectory and images of
the leading pedestrian who had a risk of collision when the system used a sound pattern.
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Figure 5.3: The suitcase-enclosed system in a corridor, equipped to emit various types and
timings of beep sounds.

We analyzed the recorded datasets to identify how trajectories were a�ected by the
emissions, as illustrated in Figure 5.4. Some trajectories were occasionally missing or inac-
curate owing to the limitations of real-time processing, as described in Pedestrian Tracking.
We therefore performed a subsequent trajectory analysis using the recorded RGB and depth
images to obtain more accurate pedestrian trajectories. We used OpenPose [43], a CNN-
based human-body detection software, to detect parts of pedestrians’ bodies from the RGB
images. We then determined the central position of the detected bodies in the depth images
to obtain the 3D positions of pedestrians. We conducted the analysis for all the recorded
images. The laptop used analyzed images captured at a rate of 5 fps, i.e., an insu�cient rate
for real-time sound noti�cations.

5.5.3 Evaluation Measurements
We measured the “minimal distance” between the suitcase position and a given trajec-

tory to investigate the relevance of di�erent sound patterns for avoiding collisions. A longer
minimal distance may be interpreted as indicating that the pedestrian has avoided the blind
user by a comfortable margin. These minimal distances were determined from the 3D po-
sitions returned by OpenPose.

We considered three hypotheses for the main potential factors in�uencing the minimal
distances: the presence or absence of a sound emission (Hypothesis 1), the sound-emission
timing (Hypothesis 2); and the urgency level of the emitted sound (Hypothesis 3). We tested
these hypotheses using a Kruskal–Wallis test and a Mann–Whitney U test at 5% levels of
signi�cance to discern di�erences within sound patterns. We also saw 95 % con�dence
intervals for each pattern.

5.5.4 Results
Figure 5.5 shows the minimal distance determined for each pattern. The mute baseline

pattern (S7) yields the smallest average minimal distance. The Kruskal–Wallis test and the
Mann–Whitney U test, done at 5% levels of signi�cance, revealed that all the non-baseline
sound patterns (S1-S6) gave longer minimal distances than S7. This result validates Hypoth-
esis 1. Based on the statistical tests and the 95 % con�dence intervals, we also observed that
the sound emission patterns with 5 second timings (S1, S3, and S5) give greater minimal
distances than the patterns with 2.5-second timings (S2, S4, and S6). Hypothesis 2 is thus
also validated.

We then compared sound patterns with the same emission timing to assess the in�uence
of the urgency levels. We observed no statistically signi�cant di�erence among patterns
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Figure 5.4: Heat maps depicting pedestrian trajectories seen from above. The suitcase (yel-
low rectangle) is located near the le�-side wall of the corridor. The walls are shaded in
gray. (Important note: the trajectory distribution appears cone-shaped owing to the ZED’s
limited field of view. The captured trajectories lying outside this range are consequently
shorter than those along the central axis.)

Figure 5.5: Minimal distances. The bars show the 95 % confidence intervals. ? : ?-value of
the Mann–Whitney U test done on the minimal distance (⇤⇤ and ⇤ indicate the 0.001 and
0.03 levels of significance, respectively).

with either the 5-second (S1, S3, and S5) or the 2.5-second timings (S2, S4, and S6). We thus
rejected Hypothesis 3.

We summarize our �ndings as follows:

• Sound warnings based on collision prediction in�uenced pedestrians walking toward
away from the suitcase.

• Timings of the sound emissions also a�ected pedestrian trajectories. Patterns with a
5-second timing de�ected pedestrian trajectories more e�ectively.

• The type of alarm sound appears not to be a signi�cant factor a�ecting pedestrian
trajectories.
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Figure 5.6: Policy of sound emissions.

5.5.5 Design of the Sound-Emission Policy
Based on the above �ndings, we designed a sound-emission policy for BBeep (Fig-

ure 5.6), consisting of three stages of sound emissions for preventing collisions. The system
emits the following three types of alarm sounds.

1. Low-urgency beep:
This sound warns of the potential risk of a collision between the blind user and pedes-
trianswithin 5 s. This soundwas used in our observation study as a low-urgency sound
with a base frequency of 400 Hz, a pulse duration of 0.5 s, and an inter-pulse interval
of 0.5 s. We expect this signal to enable pedestrians to divert their path away from
the blind user to avoid collision.

2. Intermediate-urgency beep:
This sound indicates a potential risk of collision within 2.5 s. This sound was used in
our observational study as an intermediate-urgency soundwith base frequency 400 Hz,
a pulse duration of 0.1 s, and an inter-pulse interval of 0.1 s. We also expect this signal
to help avoid collision.

3. Stop sound:
This sound indicates an imminent risk of collisionwith any obstacle (pedestrian, chair,
wall, etc.) located within 70 cm. We expect this signal to prompt the blind user to
come to a halt immediately.

We chose the intermediate- and low-urgency sounds for our policy. The higher the ur-
gency level of the signal, the greater the annoyance rating of the sound alert. However,
we observed that the urgency level of the sound did not a�ect the trajectory of oncoming
pedestrians. We therefore selected two sound alerts with lower urgency and annoyance lev-
els. By using two types of beep sounds, the blind user can knowwhether or not a pedestrian
continues to approach. In addition, to inform the blind user of an obstacle ahead, we use a
bell sound that is a completely di�erent from the beep sounds. This bell sound is emitted
whenever the system detects obstacles located within 70 cm. In our user evaluation, we
recommend that the blind user stop advancing immediately upon hearing the bell sound.

5.6 Real-World User Evaluation
Ourmain goal was to understand the e�ectiveness of BBeep in clearing the path for blind

travellers in crowded spaces. For that reason, we performed a real-world studywhere 6 blind
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participants (Table 5.2) navigated crowded areas at the Pittsburgh International Airport. In
this study, we compared BBeep against two baseline conditions: one noti�es only the blind
user about collision risks, while the other does not provide any noti�cations.

5.6.1 Conditions
We equipped our assistive suitcase system with the capabilities to track pedestrians and

predict future collisions. Based on this system, we prepared three di�erent interfaces:

1. Speaker interface (BBeep):
This interface represents our proposed system, which emits three types of sounds
(low urgency, middle urgency, and stop sounds) for the blind user and other pedes-
trians through a speaker that is mounted on top of the suitcase.

2. Headset interface:
This interface has the same behavior as BBeep, but instead of using a speaker, provides
sounds only to the blind user using bone conducting headphones (to avoid blocking
environmental sound).

3. No sound interface:
The user also carries the suitcase, but this interface never emits sound, representing
a blind user navigating by himself without additional aids.

5.6.2 Tasks
We selected several crowded gates where passengers were waiting for boarding in line

or in groups. Participants were asked to walk straight along the corridor and go through
the crowds until reaching a particular location, where the experimenter would ask them
to stop (each task had roughly 20 meters). Participants held the suitcase handle with one
hand, and used their white-cane on the other hand (Figure 5.7). Their goal was to go through
the crowds e�ectively and avoid collisions with other pedestrians. This task enabled us to
replicate a very similar setting among di�erent participants and trials, thus enabling a fair
comparison among conditions.

5.6.3 Procedure
After obtaining (IRB approved) informed consent from participants, researchers pro-

vided an overview of the study and described the three interfaces. A short training session
(10 - 15 minutes) was then given to participants until they were familiar with the system
alarm sounds and interfaces. Although the volume rate of the speaker interface was �xed
for all participants, they were able to adjust the volume in the headset interface to make
sure it was comfortable, but audible. During the training session, we explained how to hold
the suitcase as it a�ects the accuracy of collision prediction.

Then, participants were asked to walk �ve similar routes using three types of interfaces
(the speaker and headset interfaces twice and the no sound interface once) in a counterbal-
anced order. Participants were informed that a researcher would be walking behind them
to guarantee their safety as well as other pedestrians’ safety (Figure 5.7). They were also
instructed to stop when listening the higher urgency (stop) sound to avoid colliding with
pedestrians. The researcher did not intervene unless: there was an imminent risk or a de-
viation from the path. For example, in the latter, the researcher would tell them to slightly
adjust their orientation. Also, in case the path was blocked or the participant was confused,
the researcher would intervene to help the participant passing that immediate obstacle.

To observe the response of pedestrians to the system, we mounted a GoPro camera on
the top of the suitcase.
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Table 5.2: Demographic information of our participants.

ID Gender Age Eyesight Navigation Aid

P5.1 Female 70 Blind Cane
P5.2 Female 70 Blind Cane
P5.3 Male 65 Blind Cane
P5.4 Male 46 Blind Dog (primary) and Cane
P5.5 Male 42 Blind Dog (primary) and Cane
P5.6 Male 58 Blind Cane

Figure 5.7: User study at an international airport. Participants walked through crowds
holding the handle of an assistive suitcase-shaped system.

5.6.4 Metrics
Imminent Collision Frequency and Collision Risk Frequency

Tomeasure howmany pedestrians had an imminent risk of collision with the blind user,
we de�ned the number of pedestrians within 70 cm as the Imminent Collisions Frequency.
In addition, we measured the Collision Risk Frequency that indicates how many pedestrians
had a risk of collision with the blind user within 5 s. In each task, we counted imminent
collisions and risk of collision based on pedestrian detection results and our collision predic-
tion results, respectively. We compared the three conditions quantitatively based on a 95%
con�dence interval (Table 5.5). In addition, we compared the two sound conditions (speaker
and headset interfaces) using a Wilcoxon signed-rank test with 1% levels of signi�cance.

Risk Continuity Ratio
This metric represents the ratio of pedestrians who had potential risks of collision,

and persisted in the users’ path until reaching an imminent risk of collision. To calculate
the metric, we divided the Imminent Collision Frequency by the Collision Risk Frequency.
Smaller values indicate that the system reduces the risk of collision between the blind user
and pedestrians. We performed the same analysis described for the previous metrics. We
also compared the three interfaces by using the 95% con�dence interval and compared the
speaker interface and the headset interface using the Wilcoxon signed-rank test with 1%
levels of signi�cance.
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Table 5.3: Likert items (1: strongly disagree to 7: strongly agree) and a summary of answers.
M: Median.

Questions P5.1 P5.2 P5.3 P5.4 P5.5 P5.6 M

Q5.1
People cleared the path when I was using the speaker interface. 4 6 7 7 5 4 5.5
People cleared the path when I was not using the speaker interface. 4 3 2 3 4 4 3.5

Q5.2
The speaker interface helped me walk comfortably in airports. 7 4 5 6 6 5 5.5
The headset interface helped me walk comfortably in airports. 7 4 3 6 6 6 6

Q5.3
The speaker interface is also useful in less crowded places. 5 2 6 6 6 4 5.5
The headset interface is also useful in less crowded places. 5 2 4 5 6 4 4.5

Table 5.4: Themean and standard deviation of the number of pedestrians who had potential
risks of collision. 5.0 s: the number of pedestrians who had potential risk of collision within
5.0 s, 2.5 s: within 2.5 s, and 70 cm: number of pedestrians within 70cm.

Interface 5.0 s 2.5 s 70 cm

Speaker 4.75 ± 2.45 2.33 ± 1.97 0.42 ± 0.76
Headset 5.42 ± 1.93 3.08 ± 1.55 2 ± 1.35
No sound 5 ± 1.07 3.83 ± 0.99 3 ± 1.85

Post-Interview
After completing the tasks, we asked participants to rate a set of sentences using 7-

point Likert Items (ranging from 1: strongly disagree, 4: neutral, to 7: strongly agree).
The sentences and a summary of the answers are shown in Table 5.3. Finally, we asked
open-ended questions about the advantages and challenges of each interface (speaker and
headset). We also asked for suggestions to improve each interface, and in what scenarios
would the participants use the Speaker Interface (BBeep).

5.6.5 Results
�antitative Evaluation

Table 5.4 reports the number of pedestrians who had potential resks of collision. In
addition, table 5.5 reports the imminent collision frequency, collision risk frequency and the
risk continuity ratio. We found no signi�cant di�erences between interfaces concerning the
collision risk frequency (? = 0.8). On the other hand, our analysis revealed that the speaker
interface resulted in signi�cantly (? = 0.005) less pedestrians with an imminent risk of
collision with the user, when compared to the headset interface. Moreover, a signi�cant
di�erence (? = 0.009) in risk continuity ratio shows that the speaker interface was more
e�ective to reduce the number of pedestrians that had a risk of collision with the user.

Table 5.3 reports the results of six Likert scale questions. Four participants agreed that
people cleared the path when they were using the speaker interface rather than the headset
interface (Q5.1). On the other hand, in the other questions, we obtained similar results
between two interfaces.
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Table 5.5: �antitative evaluation of each metric. It presents means and standard devia-
tions (SD), and the lower and upper bounds of 95% confidence intervals.

Interface
Collision Risk Frequency Imminent Collision Frequency Risk Continuity Ratio

Mean and SD Lower Upper Mean and SD Lower Upper Mean and SD Lower Upper

Speaker 6.67 ± 3.75 4.55 8.79 0.41 ± 0.76 0.00 0.85 0.08 ± 0.19 0.00 0.19
Headset 5.91 ± 2.25 4.64 7.19 2.00 ± 1.35 1.23 2.76 0.37 ± 0.25 0.22 0.51
No sound 6.67 ± 2.05 5.03 8.30 3.00 ± 1.85 1.52 4.48 0.45 ± 0.21 0.28 0.63

Video Observations
Video recordings enabled us to analyze the behavior of both the blind user and sighted

pedestrians, in order to complement our quantitativemetrics. We observed that participants
would clear the path most of the times after noticing the user. However, participants using
the Headset or No Sound interfaces often collided (or had an imminent risk of collision)
with pedestrians who were unaware of their presence. In most occasions, pedestrians were
either talking in groups or standing in line waiting for boarding. On the other hand, when
using the Speaker interface, even in the aforementioned scenarios pedestrians would hear
the sound and immediately clear the path for the blind user.

Speaker interface reduced the number of with such people because the interface noti-
�ed the presence of the blind user to them. There were, however, �ve exceptions where
pedestrians approached within 70 cm radius of the participant, representing an imminent
risk of collision. The reasons for them were: (1) pedestrians who were standing in front of
blind participants were putting headphones on and did not hear the sound noti�cation; (2) a
blind user changed walking direction suddenly; and (3) Although pedestrians tried to clear
the path for the blind person, they did not take enough space between the blind person and
them (e.g., by being against the wall).

�alitative feedback
Participants were generally aware that other pedestrians cleared the path when using

BBeep, as illustrated by their comments:
A5.1: “The advantage of the speaker is [that] they [other pedestrians] cleared the
path” P5.5
A5.2: “People were noticing that I was approaching and people were moving away...
giving me the path” P5.4
A5.3: “The biggest advantage is that other people heard it [sound alert] and they
would move to get out of the way” P5.3

When using the headset interface, participants felt that being quieter was its main ad-
vantage. However, they also had the perception that pedestrians did not clear the path in
the same way:

A5.4: “It [the headset interface] is more private” P5.1
A5.5: “People don’t notice, so I’m required to say something for them to clear the
path.. in comparison to the speaker” P5.4
A5.6: “[The main advantage of the headset interface is that] it’s quiet. ... [The
main challenge is that] it didn’t get anybody’s attention” P5.2

Some participants commented that the usefulness of the speaker interface might depend
on the context or environment. Places where they would use it generally include crowded
public spaces and open areas:
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A5.7: “It’s more useful in more crowded places” P5.1
A5.8: “It is useful at a grocery store, a shopping mall, and other open areas” P5.5

In addition, it was also reported to be useful in less crowded place:
A5.9: “The speaker interface is also useful in less crowded places, because it doesn’t
beep when there are no people. So, I can still take advantage when there is someone
with a risk of collision” P5.3

In contrast, using it in quieter environments was found to be inappropriate or to draw too
much attention:

A5.10: “In the airport type of settings, I would probably use the speaker settings,
but if I’m in a quiet area where people are expected to be quiet, ... maybe I will not
use it” P5.4
A5.11: “I don’t agree to use the speaker interface at places supposed to be quiet like
hospitals or libraries, but, in any public environment like airports, train stations,
or whatever, the speaker is always gonna be appropriate.” P5.2

When asked for suggestion, two participants mentioned that the system should not only
beep sounds but also provide more information about the surroundings:

A5.12: “I’m more likely use the speaker ... but I still want to hear what’s going on
through the headset” P5.3
A5.13: “[In both interfaces] I want to understand what’s happening. People are
in front of me walking, coming, or standing. ... [I recommend] di�erent output.
Speaker will notify sighted people. Headset will explain what’s going on.” P5.2

5.7 Discussion
5.7.1 E�ectiveness of BBeep for Collision Avoidance

The real-world user study showed that BBeep was an e�ective tool for blind users to
prevent collisions with pedestrians. While the number of pedestrians with a low risk of
collision (within the next 5 seconds) was very similar among conditions, the number of
pedestrians with an imminent risk of collision with the user was signi�cantly lower for
BBeep than the Headset condition. These two conditions provide the exact same sound
noti�cations, but use di�erent output sources (i.e., speaker or headset). This result indi-
cates that emitting sound both to the blind user and to nearby pedestrians was e�ective for
clearing the path for the user, and that it was more e�ective than notifying the user alone.
Video observation of the navigation tasks at the airport corroborate these results. Partici-
pants traversed crowded areas near the gates and frequently encountered pedestrians who
were unaware of them. When walking with BBeep, sighted pedestrians gained immediate
awareness of the user’s presence and cleared the path and, in some cases, even prompted
their peers to move. Although not always aware of sighted users’ behavior, participants
had the perception that BBeep was more e�ective than the alternatives, as shown by their
ratings and comments (A5.1–A5.3).

While the Headset condition was not as e�ective as BBeep, we found interesting tech-
niques that intended to leverage the users’ knowledge about the collision risk with pedes-
trians. For instance, P4 started saying “Excuse me!” after noticing that the collision risk
persisted. Also, other participants became more e�ective orienting the suitcase in order to
�nd a path without collision risks.

5.7.2 Prospective Scenarios for BBeep
We carefully designed our sound emission policy, keeping inmind that social acceptance

was crucial for such an approach. In addition, conducting the experiment at the airport
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enabled participants to understand how would it be to use BBeep in the real-world. Partic-
ipants’ feedback indicates that it is acceptable to use BBeep in crowded, public spaces such
as airports, train stations or shopping malls (A5.7, A5.8, A5.10, and A5.11). Indeed, users’
reported comfort in using the suitcase-shaped system (Q5.2) showed very similar results
between the Headset interface and BBeep. In contrast, participants’ feedback regarding the
use of both interfaces in less crowded places is not consensual (Q5.3). Still, some partic-
ipants see advantages in using them since they do not provide noti�cations unless there
are risks of collision (A5.9). While crowded areas seem appropriate to use BBeep, partici-
pants commented that they would not use it in very quiet places where they would attract
too much attention or in places where they are supposed to be quiet, such as hospitals or
libraries (A5.10 and A5.11).

5.7.3 Limitations and Future Work
Reducing the Number of Sound Emissions

The main advantage of the Headset interface was it discreetness, as it does not attract
so much attention nor disturb other people (A5.4 and A5.6). However, being more private
signi�cantly impacted task performance. This relation between performance and discreet-
ness suggests that it is important to investigate how to further reduce the number of sound
emissions while maintaining its ability to clear the path for blind users. For instance, we
observed that sometimes sound noti�cations were provided even when pedestrians had al-
ready noticed the blind user, but did not clear the path immediately. In these scenarios,
possible future directions include using face tracking or gaze estimation techniques [262]
to assess whether pedestrians are aware of the blind user, thus reducing the number of
sound emissions.

Impressions of Pedestrians
To assess the acceptability of BBeep, it is relevant to investigate not only the impressions

of blind users, but also those of sighted pedestrians. However, in this case recruiting sighted
people beforehand would prevent us from evaluating BBeep’s ability to help clearing the
path for the blind user. We aim to further explore sighted people’s impressions in the future
with a di�erent study design.

Beyond Path Clearing
In order to evaluate the impact of our approach, we focused exclusively on collision

avoidance and on the ability to clear the path for the blind user. For that purpose, we used
straight-line routes and did not include additional navigational challenges that could a�ect
the results. These design decisions allowed us to run a more controlled experiment, despite
being done in a real-world scenario. However, independently traversing complex environ-
ments like airports has additional signi�cant challenges such as following a particular route,
or gaining knowledge about surrounding Points of Interest (POIs).

The need to convey more informative feedback to the blind user was also mentioned
by participants, who wanted to know more details about their surroundings (A5.12 and
A5.13). One possible extension is to encode distance (or urgency) information continuously
instead of using three pre-determined levels. A di�erent possibility is to provide the user
with additional information that is useful for orientation and mobility. In particular, P2 and
P3 suggested to combine the speaker and the headset so that they provide di�erent feed-
back to the user (A5.12 and A5.13). They suggested to use BBeep as is, but to describe the
environment using the bone-conductive headset. Future directions may include investigat-
ing how to combine BBeep with solutions that provide turn-by-turn navigation assistance
and/or convey information about relevant POIs in the vicinity of the user [6, 63, 215].
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5.8 Conclusion
We proposed an assistive suitcase system, BBeep, that aims to clear the path for blind

users when walking through crowded spaces, by notifying both the user and sighted pedes-
trians about the risks of collision. It provides sound noti�cations only when needed, based
on pedestrian tracking and by predicting their future position in real-time. We �rst inves-
tigated how to convey the sound feedback e�ectively to sighted pedestrians and designed
the sonic noti�cation interface of BBeep. Then, we conducted a real-world user study with
visually impaired people in an airport. Results showed that BBeep reduces the number
of situations of imminent collision risk when compared to notifying the blind user alone.
Moreover, users found BBeep acceptable and appropriate to use in crowded, public spaces
such as airports, train stations or shopping malls. Yet, they were more hesitant about using
it in places they are supposed to be quiet. In the future, we plan to extend our collision
prediction method, by using vision-based attention analysis to reduce the number of un-
necessary sound emissions when the pedestrians have already noticed the presence of the
blind user.
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Chapter 6

Guiding System for Walking Seamless with
Nearby Pedestrians1

“While walking alone, I always concentrate on grasping surrounding
environments via auditory sensations to avoid collisions. Using the
system alerted me of the risks of collisions, so I could walk more
confidently.”

Participant 13
IBM Japan Ltd

September 2, 2019

6.1 Introduction
Blind people face signi�cant risks of collision with other pedestrians when walking

through public spaces due to their lack of vision. According to one survey, 87.8% of blind
people have collided or nearly collided with pedestrians, bicycles, and other obstacles [242].
Using a white cane is the most common method for the blind to sense obstacles and pedes-
trians, but it requires a user to risk their safety to physically contact the object. Therefore,
blind people report that the cane is not useful in avoiding contact with walking pedestri-
ans in crowded sidewalks and corridors or in other crowded environments [243]. Due and
Lange reported that blind pedestrians rely on the collision avoidance behaviors of sighted
pedestrians, such as changing trajectory or stopping [58]. That is why collision incidents
happen when sighted pedestrians have di�culty noticing blind pedestrians in public spaces
such as stations [2] and airports [115].

Meanwhile, sighted pedestrians continuously adapt their speed and direction using their
sense of vision to make their walking seamless with nearby pedestrians [171]. We charac-
terize such walking behaviors as two types of avoidance behavior: (1) “on-path” avoidance:
adjusting walking speed without changing the path; and (2) “o�-path” avoidance: chang-
ing the path and walking through free space. For example, sighted pedestrians choose the
on-path avoidance when other pedestrians will cut across in front, but choose the o�-path
avoidance when people are standing still in front and talking. Our goal in this work is
to enable blind people to walk seamlessly with nearby pedestrians by using the on-path
and o�-path avoidance, like sighted pedestrians. We argue that the on-path avoidance is
more important for blind people because they have to walk along non-visually sensible
landmarks. Changing their path frequently may risk them losing their way and becoming
disoriented.

Research using computer vision has aimed to assist blind pedestrians to avoid obstacles
or hazards [23, 38, 85, 143, 144, 197, 235, 243, 261]. These systems generate an alternative

1Project Page: https://wotipati.github.io/projects/IMWUT2020/IMWUT2020.html

https://wotipati.github.io/projects/IMWUT2020/IMWUT2020.html
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Figure 6.1: Overview of the proposed system. 1) The system predicts the potential risks
of collisions using two RGBD cameras, a LiDAR sensor, and an IMU sensor. Then, when
the system detects a risk of collision, it emits low-urgency alert signals. 2) Blind users
who receive these alert signals can avoid a collision by changing their walking speed. In
addition, 3) when pedestrians are blocking the user’s path, the system emits high-urgency
alert signals continuously. If the user pushes the bu�on equipped on the suitcase, our
system generates a path around the blocking pedestrians and guides the user safely around
them.

path around the detected obstacles and navigate blind users. However, these systems pro-
vide only the o�-path avoidance, rather than the on-path avoidance. BBeep is a sonic colli-
sion warning system to alert nearby sighted pedestrians about potential risks of a collision
via beeping sounds [115]. The system assumes sighted pedestrians will give way to blind
users, and a guiding system to help blind people walk seamlessly with nearby pedestrians
has not been explored.

We present a guiding system to help blind people walk in public spaces by adapting their
walking speed to avoid collision with approaching pedestrians (the on-path avoidance) and
by enabling them to avoid standing pedestrians (the o�-path avoidance). The system �rst
predicts the risks of collisions using sensors, and then it recommends that the blind user
adjust his or her walking speed to avoid a collision with a walking pedestrian or take an
alternative route to avoid a collision with a standing pedestrian. For example, if a pedestrian
is going to cut across in front of a blind user, the system recommends adjusting the blind
user’s walking speed. This is called the “on-path mode.” If a group of people is blocking the
blind user’s path, the system recommends an alternative route and navigates the user. This
is called the “o�-path mode.”

To realize the on-path and o�-path modes, our system predicts the risks of collisions
with nearby pedestrians. Our system �rst localizes the user’s position and calculates the
user’s velocity using simultaneous localization and mapping (SLAM) with a light detection
and ranging (LiDAR) sensor. The system uses two RGBD cameras to capture a wide �eld
of view and detects surrounding pedestrians by applying a convolutional neural network
(CNN)-based object detector from the data on the two cameras. Then, the system can ac-
curately track and predict the motion of multiple pedestrians by compensating for camera
motion using the SLAM results. By combining these sensing results, the system predicts
the potential risks of collision (Figure 6.1 (1)). When the system detects a risk of colli-
sion, the on-path modes emit low-urgency alert signals for the users. By walking slowly
or stopping while being alerted, the users can avoid collisions without changing their path.
(Figure 6.1 (2)). When someone is blocking the blind user’s path, the system continues to
emit high-urgency alert signals (Figure 6.1 (3)). In such situations, the o�-path mode can
be initiated by the user, and the system generates an alternative path to avoid the collision
with the standing pedestrian. We designed the system to be attached to everyday luggage
like a rolling suitcase. We attached two cameras and a LiDAR sensor to the bar of the handle
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on a suitcase and asked blind users to carry it. This rolling suitcase form-factor is used as
a supportive system for blind people in a recent work [115]. This suitcase-based system
has several advantages such as it can capture images without signi�cant motion-induced
blur and can carry sensors and computational resources easily [115] (other advantages are
described in 3.4.).

Navigation technologies for blind people commonly use an audio interface [4, 6, 32, 47,
62, 174, 190, 197, 201, 214, 215, 216, 250] or tactile interface [15, 211, 243, 256]. Each interface
has its own characteristics. For example, audio interfaces can convey clear instructions, but
they may block ambient sounds that blind people often use to ensure their safety [36]. Al-
though tactile interfaces may not block these ambient sounds, they have di�culty convey-
ing detailed information. Because of these characteristics, blind users’ preferences depend
on the types of tasks and environments (e.g., turn-by-turn navigation, collision avoidance,
indoor/outdoor navigation, and crowded/empty spaces). In this paper, we present our im-
plementation of tactile and audio interfaces to �nd out which is more suitable for our target
situations with our guiding system. The audio interface alerts the risks of collisions by
using beep sounds and guides the user by using text-to-speech feedback through a bone
conduction headset. The tactile interface warns of the risks of collisions with a vibrating
handle and navigates users with a newly developed directional lever, which shows the cor-
rect direction. We attached the two tactile devices to the handle of the suitcase.

We conducted a user study with 14 blind people in speci�c routes and evaluated the
e�ectiveness of the audio and tactile interfaces and the overall guiding system. We obtained
the following results.

1. Most blind participants successfully avoided the walking and standing pedestrians in
both controlled and real-world environments by using both interfaces.

2. The sound-based audio interface for the on-path mode made it easier for blind partic-
ipants to recognize alerts from the system than the vibration-based tactile interface.
One reason was that the vibration was a�ected by the �oor texture.

3. Participants completed tasks using the tactile interface (the directional lever) for the
o�-path mode signi�cantly faster than they did using the speech-based audio inter-
face.

Overall, participants had signi�cantly stronger preferences for the tactile interface after
the studies. The audio interface was useful in certain situations, but its tendency to block
ambient sounds was a major drawback.

6.2 System Design: Guiding System for Public Spaces
Our main goal is to develop a guiding system to help blind people and to make their

walking seamless with nearby pedestrians in public spaces. Such public spaces are char-
acterized by “restricted, impeded, and unstable �ow of pedestrians in the levels of services
de�ned by Polus et al. [193]. In this section, we describe the design of our guiding system
speci�cally for the following typical situations: A blind pedestrian tries to walk through a
public space such as public buildings and shopping centers. He/she is familiar with the route.
He/she should be able to walk seamlessly with the surrounding pedestrians.

• Situation 1:
Other pedestrians often cut across the blind pedestrian’s path at close range with
average walking speed (1 – 1.5 m per second). Such pedestrians can be regarded as
dynamic obstacles for him/her.
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• Situation 2:
A group of standing pedestrians blocks the blind pedestrian’s path unintentionally.
Such pedestrians can be regarded as static obstacles for him/her.

6.2.1 On-path Navigation
Blind pedestrians are usually trained to walk along speci�c familiar routes with non-

visual landmarks given that they lack vision. We argue that a system should stick to these
familiar paths as much as possible even when it navigates the blind pedestrian so as to
avoid collision. We call such navigation without route-changes “on-path” navigation. In
Situation 1, the system should recommend adjusting the blind user’s walking speed without
changing his or her path to avoid a collision. The technical challenge is creating a method
to present such alerts in real-time. Therefore, we designed two interfaces: a sound-based
audio interface and a vibration-based tactile interface based on previous work [26, 59, 87,
142, 157, 192, 196, 212]. The system �rst senses the walking speed and direction of the
approaching pedestrian and predicts the trajectory and the risks of collisions. Then, the
system alerts the user to adjust his or her walking speed to avoid a collision with a walking
pedestrian (see Implementation).

6.2.2 O�-path Navigation
In Situation 2, the system needs to help a blind pedestrian avoid obstacles by having him

or her move out of the path, walk through free space, and return to his or her path. Success-
fully navigating a user accurately along a target path by continuously presenting directions
is a challenge, but previous studies showed that audio and tactile interfaces may have su�-
cient utility for such a situation [67, 227, 228]. Therefore, we designed and compared both
interfaces. The speech-based audio navigation was designed on the basis of previous meth-
ods like Headlock [67]. A new shape-changing device to indicate the accurate direction in
real-time was designed on the basis of previous research [227, 228]. We call the device the
“directional lever” (see Section 6.3 and Figure 6.3 (2)).

6.2.3 A�achment Design
We designed the system as a set of components attachable to a standard rolling suit-

case (Figure 6.1). Given the footprint of the required sensors, it will be di�cult to make
the system fully wearable in the near future. As an alternative, we expect such a system
can be attached to daily mobile devices, such as a rolling suitcase, a shopping cart, and a
wheelchair. Such a rolling suitcase with attachments can move naturally alongside a blind
person, much like a guide dog or a sighted guide who walks side-by-side. Kayukawa et
al.created a supportive system for blind people [115] and argued that this rolling suitcase
form has four advantages: 1) for a blind user, a rolling suitcase can often act as an extended
sensing mechanism for identifying changes in �oor texture or as a form of protection from
collisions with obstacles; 2) as a robotic sensing system, it also provides a convenient place
to store and attach sensors, power, actuators, and computing resources; 3) users can walk
with the system easily on �at spaces; and 4) the system can capture images without signi�-
cant motion-induced blur. For these reasons, we also chose a suitcase form for our prototype
system.

6.2.4 Navigation Interface Overview
The overview of the navigation process is as follows (see Figure 6.1). A blind user usu-

ally starts walking with the on-path mode. The user is instructed by the system to slow
down when he or she perceives alert signals, sounds, or vibrations. The user can walk at
normal speed again after the alert signal stops. This means the user’s path is clear and safe.
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Figure 6.2: Overview of the on-pathmode. 1) The systemdetects and tracks the pedestrians’
position using two RGBD cameras and the SLAM-based localizationmethod. 2) The system
estimates the user’s current position and velocity using the SLAM results and then predicts
the user’s future position. Next, 3) the system estimates two levels of collision risks and
emits two types of alert signals (A: a warning signal and B: an emergency signal) via an
audio or tactile interface.

If a pedestrian is not aware that the user is approaching and blocks the user’s path, the
system continues to emit alert signals. In such a situation, a user can push the start button
on the handle to enable the o�-path mode to avoid the standing pedestrians. The system
automatically navigates the user in speech or with the directional lever. After returning to
the user’s usual path, the system automatically changes back to the on-path mode.

6.3 Implementation
In this section, we �rst describe our implementation of the system, which is character-

ized by its on-path and o�-path modes, followed by the audio and tactile interfaces, respec-
tively.

6.3.1 The On-path Mode
As shown in Figure 6.2, we attached a LiDAR sensor, an inertial measurement unit (IMU)

sensor, and two RGBD cameras to a suitcase. The system uses these sensors to predict the
risks of collisions. In what follows, we explain how the system predicts the risks of collision
on a step-by-step basis.

Localization
During navigation, our system estimates the current location and direction of a user

using a cartographer package2 [93] of the robot operating system (ROS) [199]. The cartog-
rapher can localize by comparing the 3D pointcloudmap previously generated and real-time
scanning data from the LiDAR and IMU sensors. On the basis of the localization results, the
system estimates what the user’s velocity and position will be four seconds in the future
(Figure 6.2 (2)).

Pedestrian Detection, Tracking, and Prediction
We use two RealSense D435 cameras3 for tracking pedestrians to obtain a wide �eld

of view. Each camera has an 69.4� ⇥ 42.5� �eld of view. By arranging the two cameras
horizontally (Figure 6.2 (1)), we can obtain about a 135� ⇥ 42.5� �eld of view. To calibrate
the relative position and orientation of each camera for LiDAR, we used an intensity-based
LiDAR camera calibration tool [244]. Pedestrians are tracked using the following steps.

1. The system detects pedestrians using a YOLOv3 object detector [205]. The model is
trained for detecting people using the publicly available COCO dataset [145].

2http://wiki.ros.org/cartographer
3https://www.intelrealsense.com/depth-camera-d435/

http://wiki.ros.org/cartographer
https://www.intelrealsense.com/depth-camera-d435/
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2. The system calculates the positions of detected pedestrians in camera coordinates.
RGB-D images are used to calculate the 3D positions of the detected pedestrians in
the camera coordinates.

3. The system calculates the positions of detected pedestrians usingmap coordinates. By
using localization results, it compensates for camera motion and converts pedestrian
positions into map coordinates from the camera coordinates.

4. The system matches detected pedestrians with tracked pedestrians. To match the
detected pedestrians with the tracked pedestrians, we �rst use a Kalman �lter [111]
for each track to predict the positions in the next time step. We assume each person
has a 1.0m circle size in the 2D map and calculate the intersection over union (IoU)
for the detected and predicted circles. To �nd the best matches of tracked circles and
detected circles using the IoU, we use the Hungarian algorithm [129].

5. The system estimates the velocity for each tracked pedestrian using a Kalman Filter.

These steps for detection (steps 1–3), tracking (step 4), and velocity estimation (step 5)
are done using separate processes. The detection steps are done for each camera, and the
detection results for each camera are merged in the tracking step. All these steps were done
at about 4–5 FPS when we used a laptop computer (Intel Core i7-8750H CPU @ 2.20GHz,
NVIDIA GeForce GTX 1080 Mobile GPU). On the basis of the estimated surrounding pedes-
trians’ velocity, the system assumes that the pedestrians move at the constant velocity and
predicts their positions four seconds in the future (Figure 6.2 (2)).

Collision Prediction
The system predicts the risk of a future collision on the basis of all the predicted posi-

tions of surrounding pedestrians and the blind user, then it decides whether or not to emit
an alert signal. A collision is expected when a pedestrian’s future trajectory crosses the
“Warning Area” shown in Figure 6.2 (3) A. The system de�nes the area as triangular, its
base length is 1.2<, and the apex position is the user’s predicted position in 4 seconds. The
system can dynamically change the “Warning Area” in accordance with the user’s velocity.
For example, when the user is walking faster, the system predicts collisions with pedestri-
ans in a larger area. When the user is walking slower, the system considers collisions in a
smaller area. If the system detects the intersection between the pedestrian trajectory and the
warning area, the system decides the user has a risk of collision and emits the low-urgency
alert signals. In addition, we de�ne the “Emergency Area” shown in Figure 6.2 (3) B. The
system de�nes the area as a �xed-size rectangle, 1.2 ⇥ 2.5<. When a pedestrian is in the
area, the system emits the high-urgency alert signals. In this case, we expect the blind user
to stop immediately. The system estimates the risk of collisions in the “Emergency Area”
by assuming that both the suitcase and the user face the same direction. Thus, in our user
study, we asked blind participants to walk while keeping the suitcases in the direction they
were heading.

6.3.2 The O�-path Mode
Path Planning

To navigate a user in the o�-path mode, the system assumes that navigation maps in-
clude route information that is safe for blind users. In the following user studies, we assumed
that the �oor map had the positions of the tactile paving. Note that this study focused on
navigating users on tactile paving, but other non-visual sensible landmarks, such as walls,
can be used to de�ne the blind users’ path.
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Figure 6.3: 1) In the o�-path mode, our system calculates the angle (\ ) between the correct
direction and the suitcase direction. 2) The tactile interface has two vibration motors and
a directional lever driven by a servo motor indicating the correct direction. The directional
lever tells the user the correct walking direction in accordance with the generated path in
the o�-path mode.

To enable users to avoid standing pedestrians, the system sets the current user’s position
as the start position of the o�-path mode, and it sets the position �ve meters ahead of the
user on tactile paving as the goal position of the o�-path mode. Then, the system plans a
path to avoid the pedestrian(s) and return to the tactile paving. The path planning can be
done with the navigation packages of the ROS, Navfn global path planner4, and DWA local
path planner5 [69]. Navfn can generate a safe path avoiding obstacles such as pedestrians,
walls, and static obstacles using surrounding structural information from the LiDAR sensor.
When the system cannot generate a safe path, for example, in cases where no space is
available for pedestrian avoidance, the system continues to emit the emergency alert to
stop the blind user until a path becomes available.

Direction Estimation
Until the user reaches the de�ned goal position, the DWA local path planner shows a

local plan with the trajectory that the user should follow at that moment. Our system uses
the local plan to estimate the correct walking direction (\ in Figure 6.3 (1)). The correct
direction is de�ned by a straight path to the end of the local plan. To guide blind users in
the correct direction, the system calculates the angle between the correct direction and the
suitcase direction estimated by the SLAM.

6.3.3 Interface for Navigation Instruction
Audio Interface

Our audio interface emits beeps to alert the user about the risk of collisions. We use
a bone conduction headset to convey navigation information without impeding environ-
mental sounds. Beeps have been used as a means to alert people about urgent situations,
such as in aircraft [35], nuclear power plants [158], and hospital intensive care units [163].
Audio noti�cations can also alert drivers of an imminent risk of collision or assist in nav-
igation [157]. The relationship between perceived urgency and sound parameters is well
documented [59, 87, 157]. We prepared two types of beeps with di�erent urgency levels de-
noted low and high. Speci�cally, we varied the pulse rate, the pitch, and the base frequency,
as given in Table 6.1. The values we used are based on previous research addressing sound
urgency [115, 192, 212].

In the o�-path mode, the audio interface instructs the user on the correct walking direc-
tion via text-to-speech feedback such as “Right,” “Left,” and “Go straight.” These navigation
commands were used in a prior navigation system called Headlock [67], which provides

4http://wiki.ros.org/navfn
5http://wiki.ros.org/dwa_local_planner

http://wiki.ros.org/navfn
http://wiki.ros.org/dwa_local_planner
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Table 6.1: Feedback pa�erns. PD: Pulse duration, IPI: inter-pulse interval, and BF: base
frequency.

Interface Urgency Level PD IPI BF

Audio
Low 0.5 s 0.5 s 400 Hz
High 0.1 s 0.1 s 1000 Hz

Tactile
Low 0.5 s 0.5 s N/A
High Inf N/A N/A

information to navigate toward detected objects (e.g., direction and distance) via audio. We
chose such simple navigation commands because a previous study revealed that blind peo-
ple have di�culty adjusting their orientation slightly [216]. Our audio interface says “Right”
or “Left” depending on the angle between the correct direction and the suitcase direction.
When the absolute value of the angle is within 10 degrees, the system says “Go straight.”
These speech commands are emitted at one-second intervals.

Tactile Interface
To provide vibration feedback in the on-path mode, we attached two vibration mo-

tors (T.P.C., FM34F), which were connected to an Arduino Uno Rev36 on a suitcase handle
(Figure 6.3 (2)). Studies have used vibration to alert people of emergency situations [74,
243], and the relationship between perceived urgency and vibration parameters has been
shown [26, 142, 196]. Speci�cally, perceived urgency signi�cantly decreases as the inter-
pulse interval (IPI) increases. On the basis of previous research [26, 142, 196], we designed
a low-urgency tactile signal that has an IPI and a high-urgency tactile signal that causes
continuous vibrations (Table 6.1).

In the o�-pathmode, the system needs to convey the correct direction to avoid obstacles.
The tactile interface has also been used to show directions to destinations [51, 159, 211, 224].
We designed the “directional lever,”which always indicates the correct direction (Figure 6.3).
The directional lever is rotated by a servo motor (NEWTC, SE-A410) that is connected to an
Arduino Uno Rev3. We attached the directional lever under the suitcase handle. As shown
in Figure 6.3 (2), a user holds the suitcase handle with one hand and clamps the directional
lever with the �ngers. While the suitcase is facing the correct direction, the directional
lever indicates ahead. When users should turn right (left), the lever indicates right (left) in
accordance with the angle of the estimated correct walking direction (\ in Figure 6.3 (1)).
For comfortable use, we clipped the angle range of the directional lever from �30� to 30�.

6.4 User Evaluations
We conducted a user study with 14 blind people. The main goals were 1) to evaluate if

participants could avoid collisions using our guiding system, and 2) to evaluate the e�ec-
tiveness of the tactile and audio interfaces. We asked the participants to walk a short route
in a controlled environment and to walk a long route in a real-world environment.

6.4.1 Participants
As shown in Table 6.2, we recruited 14 blind participants (6m/8f) with ages ranging from

32 to 70 (Mean=50.43 and SD=10.04). Thirteen participants (P6.1–P6.13) regularly used a
6https://store.arduino.cc/usa/arduino-uno-rev3

https://store.arduino.cc/usa/arduino-uno-rev3
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Table 6.2: Demographic information on our participants and the SUS Score for each inter-
face.

Demographic information SUS Score (Grade)
ID Gender Navigation Aid Age Audio Tactile

P6.1 Female Cane 44 85 A+ 77.5 B+
P6.2 Male Cane 56 82.5 A 82.5 A
P6.3 Male Cane 48 90 A+ 92.5 A+
P6.4 Female Cane 47 67.5 C 62.5 D
P6.5 Female Cane 48 72.5 C+ 72.5 C+
P6.6 Female Cane 57 65 C 65 C
P6.7 Female Cane 51 87.5 A+ 87.5 A+
P6.8 Female Cane 43 45 F 52.5 D
P6.9 Male Cane 40 72.5 C+ 75 B
P6.10 Male Cane 70 57.5 C 47.5 F
P6.11 Female Cane 32 77.5 B 70 C
P6.12 Male Cane 55 75 B 72.5 C+
P6.13 Male Cane 69 90 A+ 95 A+
P6.14 Female Dog (primary) and Cane 46 97.5 A+ 97.5 A+

Mean 50.43 76.1 B 75.0 B
SD 10.04 13.7 14.6

white cane, and one (P6.14) owned a guide dog. They considered themselves to have good
orientation and mobility skills.

6.4.2 Tasks
In this study, we asked the participants to walk on tactile paving located in two types

of environments: 1) controlled environments where one experimenter crossed or blocked a
blind user’s path, and 2) real-world environments where many di�erent people were walk-
ing. The participants walked through these environments with either the audio or tactile
interface.

Controlled Environments
To evaluate the e�ectiveness of our system in the same conditions across all participants,

we �rst prepared a controlled environment that had a simple route of 16 meters with tactile
paving. In that environment, one experimenter interrupted participants’ walking. We pre-
pared two conditions to evaluate the e�ectiveness of the on-path and o�-path modes (see
also Figure 6.4 (1)): A) one experimenter walked across the route at two points, and B) one
experimenter blocked the tactile paving at two points. We asked the participants to walk the
route four times (two interfaces ⇥ two conditions). In condition A, the experimenter started
walking at the time at which they would collide with the participants. Each participant held
the suitcase handle with one hand and used his or her white cane with the other. Their goal
was to walk on the tactile paving while avoiding collisions with the experimenter. Partici-
pants started each task without knowing how the experimenter would behave (walk across
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Figure 6.4: The routes used in our user study. 1) We first asked the participants to walk
routes in a controlled environment. The routes included condition A, where an experi-
menter crossed the participants’ route at two di�erent points, and condition B, where an
experimenter blocked the route at two di�erent points. 2) Blind participants also walked
a long route (around 180 meters) in a real-world environment. The route included two
points where an experimenter crossed the participants’ route and one point where an ex-
perimenter blocked the route.

or block their path). We asked participants to change modes on the basis of the feedback
from the system.

Real-world Environments
In the study, we also asked blind participants to walk a long route (approximately 180

meters) on the ground �oor of an o�ce building (Figure 6.4 (2)). We selected this real-world
environment because people constantlywalk into or out of the o�ce, restroom, convenience
store, co�ee shop, etc. When participants walked on the route, one experimenter crossed
the participants’ path at two points and blocked the path at one point (Figures 6.4 (2) and
6.5). Participants walked the long route twice using either the audio or tactile interface.

6.4.3 Procedure
We �rst provided an overview of the study and administered a questionnaire on demo-

graphics and navigation habits. We also surveyed the participants’ opinions about using a
headset to receive navigation instructions while walking alone. Next, we described the two
modes for two types of interfaces to the participants and gave them a short training session
(10 – 20 minutes) until they became familiar with each interface. We adjusted the volume in
the audio interface to make sure it was comfortable but audible. During the training session,
we explained how to hold the suitcase as it a�ects the accuracy of collision prediction.

For the �rst task, we asked the participants to walk the short route in the controlled en-
vironment while using either the audio or tactile interface. Theywalked the route four times
while changing the interfaces and conditions (conditions A and B shown in Figure 6.4 (1)) in
a counter-balanced order. For each trial, we measured the task completion time and counted
the number of collisions between the participants and the experimenter. After completing
the �rst task, participants took a post-questionnaire, which was audio recorded for fur-
ther analysis. Speci�cally, we asked the participants to rate the following sentences using
7-point Likert items (rating from 1: strongly disagree to 7: strongly agree):

• Q6.1: “The on-pathmode with audio interface helped me avoid collisions while changing
my walking speed.7”

7All of the communications with participants were done in their native language. In this chapter, we
describe any translated content in the form of “translated content”.
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Figure 6.5: User study of a real-world environment. Participants walked on tactile paving
while avoiding a walking experimenter (A) and a standing experimenter (B). One experi-
menter crossed the participants’ path at two points and blocked the path at one point.

• Q6.2: “The on-path mode with tactile interface helped me avoid collisions while chang-
ing my walking speed.”

• Q6.3: “The o�-path mode with audio interface helped me avoid pedestrians who blocked
my path.”

• Q6.4: “The o�-path mode with tactile interface helped me avoid pedestrians who blocked
my path.”

We also asked open-ended questions about the advantages and challenges of each interface.
The remaining tasks were performed in the real-world environment shown in Fig-

ures 6.4 (2) and 6.5. The participants had a training session to walk the route twice while
using each interface to grasp the overall route. Then, they were again asked to walk the
route twice while using either the audio or tactile interface. In each trial, we did not in-
struct the participants to use a particular mode. Instead, we asked them to change the
modes by themselves on the basis of the alerts from the system. We informed the partici-
pants that a researcher would be walking behind them to guarantee their safety as well as
other pedestrians’ safety (Figure 6.5). The researcher did not intervene unless an imminent
risk or a deviation from the path occurred. We counted the number of times imminent risks
of collisions occurred for each condition. To observe the participants’ movement and the
response of pedestrians, we mounted a GoPro camera on the top of the suitcase during the
study.

After completing all the tasks, participants took a post-questionnaire. The participants
were again asked to rate the four sentences (Q6.1–Q6.4) they assessed after the �rst task
in the controlled environment. In addition, we asked them to rate the following sentences
about their preferred interface using 7-point Likert items (rating from 1: do not prefer to 7:
prefer):

• Q6.5: “I prefer the audio interface for navigation instructions.”

• Q6.6: “I prefer the tactile interface for navigation instructions.”

They also rated the items of the system usability scale (SUS) [39]. Finally, we asked open-
ended questions to gather feedback about their overall experience with each interface. The
task process took around 45 minutes, while the whole experiment took approximately 90
minutes per participant.
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6.5 Results
6.5.1 Audio Interface Usage

All participants commented that receiving auditory navigation commands via headsets
is undesirable because these commandsmay interfere with ambient sounds. For that reason,
11 participants out of 14 mentioned that they never use a headset while walking:

A6.1: “When I’m walking alone, I always listen to various sounds such as footsteps
and engine sounds. A headset may block these sounds, so I always walk without
using one.” P6.3

A6.2: “When I use a headset to get navigation instructions, I always keep in mind
that I need to stand in a safe zone, such as near a wall. If I receive auditory com-
mands while walking through public spaces, I am distracted by these commands
and have di�culty hearing ambient sounds.” P6.9

A6.3: “I sometimes use Google Maps and a headset to get instructions to the desti-
nation. While using the app, I make sure I stop walking.” P6.5

A6.4: “When audio commands come from a headset, I tend to concentrate on lis-
tening to them. In fact, I was once nearly hit by a car when I tried walking with a
headset.” P6.10

Although seven participants (P6.5–P6.7, P6.9, P6.11–P6.13) mentioned that they sometimes
use audio-based navigation systems, such as Google Maps, they also strongly agreed on the
risk of using a headset while walking. In particular, three participants (P6.5, P6.7, and P6.9)
mentioned that they stop walking while listening to audio commands from a navigation
app.

6.5.2 Experience of Collision with Nearby Pedestrians
Thirteen participants out of 14 mentioned that they have collided or nearly collided

with pedestrians in public spaces. The only exception was P6.14, who commented that her
dog was very well trained at avoiding collisions. All participants except P6.2 and P6.14 also
mentioned that they had experienced situations in which someone had blocked their path
even on a tactile paving. P6.2 commented that he could recognize empty spaces with no
standing pedestrians by listening to the ambient sounds.

6.5.3 Overall Performance
The Number of Collisions

In our controlled study, all participants reached the goal without collisions. In our real-
world study, while participants did not encounter real pedestrians who blocked their path,
several pedestrians crossed it. Table 6.3 reports the number of times the system emitted a
warning or emergency alert. The participants were thus at risk of collision about 10 times
in each trial. Blind participants could avoid such pedestrians by using the on-path mode.
Most participants also successfully avoided the experimenter who crossed the participants’
path at two points and blocked it at one point. However, two exceptions occurred. In these
cases, participants had an imminent risk of colliding with the standing experimenter, and
another experimenter had to ask them to stop. The reasons for these close calls were as
follows: 1) P6.11 and P6.13 continued to walk without noticing the vibration alerts from
the system; and 2) although the system generated a path to the left, the system told P6.7 to
“go straight,” because the suitcase was facing the generated path (i.e., a di�erence occurred
between the suitcase direction and the user’s walking direction).
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Table 6.3: The number of times the system emi�ed a warning or emergency alert.

Interface
Mean and SD

Warning Alert Emergency Alert

Audio 12.6±5.7 4.1±2.2
Tactile 12.5±3.1 8.1±3.6

Table 6.4: �antitative evaluations of the task completion time: Mean and SD: the mean
and standard deviation of the task completion time; Lower and Upper: the lower and up-
per bounds of the 95% confidence intervals, respectively; and the ?-value of the Wilcoxon
signed-rank test (* indicates the significance found at the levels of 0.01).

Condition
Audio Interface Tactile Interface

?-value
Mean and SD Lower Upper Mean and SD Lower Upper

Pattern A
(the on-path mode) 36.3 ± 5.85 32.8 39.8 39.4 ± 8.60 34.3 44.6 0.23

Pattern B
(the o�-path mode) 59.5 ± 9.97 53.5 65.5 53.6 ± 8.08 48.7 58.4 0.015*

Task Completion Time
Table 6.4 reports the task completion time in terms of its mean and standard deviation,

as well as 95% con�dence intervals, obtained using each interface. The table also shows
the ?-value of the Wilcoxon signed-rank test. Our statistical analysis revealed that, in the
o�-path mode, participants who used the directional lever could avoid a standing person
more quickly than those who used the speech-based audio interface. In the on-path mode,
we observed no signi�cant di�erences in the task completion time between the audio and
tactile interfaces.

Video Observation
Video recordings enabled us to analyze the behavior of the blind user and sighted pedes-

trians to complement our quantitative analysis. We observed that participants could switch
between the on-path mode and o�-path mode on the basis of the feedback from the system.
Participants mainly walked with the on-path mode and slowed down or stopped when the
system emitted alert signals. When the system continued to emit alerts, they pushed the
start button to enable the o�-path mode. In the controlled environments, all participants
could switch between the on-path and o�-path modes successfully. In the real-world envi-
ronment, many participants also could change the modes properly. However, as mentioned
above, P6.11 and P6.13 who used the tactile interface continued to walk without noticing
the vibration alerts and had an imminent risk of colliding with the standing experimenter.

6.5.4 Ratings of Our System
Figure 6.6 shows the participants’ ratings: the e�ectiveness of the on-path mode with

the audio interface (Q6.1) and tactile interface (Q6.2), the e�ectiveness of the o�-path mode
with the audio interface (Q6.3) and tactile interface (Q6.4), and the participants’ preferences
for the audio interface (Q6.5) and tactile interface (Q6.6). In the study, we asked Q6.1–Q6.4
after participants �nished tasks in both the controlled and real-world environments. We
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Figure 6.6: Box plots of users’ ratings (Q6.1–Q6.6): Controlled and Real-world are ratings
a�er tasks in the controlled environment and the real-world environment, respectively, and
? : ?-is the value of the Wilcoxon signed rank test done on each question (* and ** indicate
the significance found at the levels of 0.01 and 0.001, respectively).

compared these questions using the Wilcoxon signed-rank test. The ?-values of each test
are shown in Figure 6.6. A comparison of answers to each question between the controlled
and real-world environments showed a signi�cant di�erence in Q6.2. The e�ectiveness of
the vibration-based tactile interface signi�cantly reduced after the participants used it in
the real-world environment. In addition, we also observed a signi�cant di�erence between
Q6.5 and Q6.6. Our analysis found that participants had signi�cantly stronger preferences
for the tactile interface than the audio. In Q6.6, 12 participants rated the tactile interface
higher than neutral on its navigation instructions (over 5 points). We observed no signi�cant
di�erences in the other tests.

Table 6.2 reports the scores of the system usability scale (SUS) for each participant. The
mean (M) and standard deviation (SD) of the SUS score were 76.1 and 13.7 for the audio
interface and 75.0 and 14.6 for the tactile interface, respectively. Participants who did not
like our system mainly pointed out the di�culties with the suitcase form. We describe the
feedback from them in a later section.

6.5.5 User Feedback on Our System
Overall Experiences

Participants generally agreed that the on-path mode was e�ective:
A6.5: “While walking alone, I always concentrate on grasping surrounding envi-
ronments via auditory sensations to avoid collisions. Using the system alerted me
of the risks of collisions, so I could walk more con�dently” P6.13
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A6.6: “The system emits no alert signals when my path is safe. Therefore, I could
feel safe walking when no alerts were being emitted” P6.8

A6.7: “The system [the on-path mode] told me my path was clear and safe. So, I
could walk faster while the system was not emitting alert signals.” P6.1

A6.8: “In my workplaces [a braille library and a school for the blind], I sometimes
collide with other blind pedestrians. Thus, I want to use the system in my o�ce”

P6.11

We also got positive feedback on the o�-path mode:
A6.9: “When I encounter a group of people who block my path, I always ask them
to move out of the way. By using the system, I could avoid such people by myself”

P6.12

A6.10: “When I avoid obstacles, I sometimes lose my way and become disoriented.
The system [the o�-path mode] is useful because it can guide me back to my path”

P6.7

To generate an alternative path in the o�-path mode, we used the navigation packages
in ROS. The packages are standard for controlling robots, but P6.7 and P6.8 commented that
the navigation was not smooth enough for human navigation:

A6.11: “When I avoided pedestrians using the o�-path mode, the system sometimes
instructed me to alternate between going toward the right and left. Thus, I felt I lost
my position and direction” P6.7

A6.12: “In the o�-path mode, the system provided me with the same direction
repeatedly, and it made me confused” P6.8

Nine participants provided negative feedback on the suitcase form. We present our
examination of this feedback in the discussion section:

A6.13: “This suitcase-shaped system was too large and heavy for daily use” P6.10

A6.14: “When I walk with a cane, I want to keep my other hand free” P6.6

A6.15: “This system is large and I’m afraid of the additional risk of hitting it
against other pedestrians, especially in a very crowded area” P6.8

Three participants (P6.7, P6.13, and P6.14) also mentioned the need to shrink the tactile
interface:

A6.16: “If the tactile interface can be attached to my cane, I want to use it every
day” P6.13

A6.17: “I’d be so happy if the tactile device were made small and lightweight
enough for me to hold it in my hand” P6.7

Audio Interface
All participants mentioned that the audio feedback was easy to recognize:
A6.18: “Audio feedback is clearer than tactile feedback. Thus, I could respond to it
quickly” P6.5

A6.19: “I could distinguish beep sounds easily because these sounds were charac-
terized by not only the pulse rate but also the pitch” P6.4

However, they also reported that the audio interface was disadvantageous for sensing am-
bient sounds:
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A6.20: “I walk while getting surrounding information using my ears, so I don’t
want to use a headset while walking if at all possible. In particular, when I heard
auditory instructions through the headset, I had di�culty listening to footsteps”

P6.9

A6.21: “When I was using the audio system in the quieter environment [the con-
trolled environment], I could easily hear both ambient sounds and audio signals.
However, in the noisy environment [the real-world environment] where there are
many ambient sounds such as footsteps, it was necessary to use extra awareness to
hear ambient sounds” P6.5

A6.22:“In the real-world environment, where many people were walking, there was
a larger amount of information from ambient sounds than in the controlled envi-
ronment. So, I had di�culty recognizing both ambient sounds and audio-based
feedback” P6.11

A6.23:“Text-to-speech feedback distracted me more than beeping sounds” P6.10

A6.24:“The instructions from the system were simple. So, I could distinguish in-
structions even if I used the tactile system. I think it is excessive to use the audio
system to convey such simple instructions” P6.2

Tactile Interface
All participants appreciated that the tactile interface did not interrupt auditory sensa-

tions:
A6.25: “I could easily grasp the surrounding environment and collision risks by
simultaneously using my cane, my ears, and tactile signals from the system” P6.8

A6.26: “Audio-based feedback interfered with my auditory sensations, but I could
use both the auditory sensations and tactile-based instructions. The tactile interface
gave me an additional sensing modality” P6.11

However, some participants mentioned that the vibration alerts were di�cult to recognize:
A6.27: “I had to distinguish between two vibration patterns by considering the
pulse duration, so it was harder than beep sounds with changing pitch” P6.5

In addition, eight participants commented that the e�ectiveness of the vibration depended
on the surface of the �oor:

A6.28: “The ground of the real-world environment had a rough surface, and the
handle of the suitcase also vibrated. I had di�culty distinguishing between the
suitcase vibration and the vibration alerts” P6.9

A6.29: “[In the real-world environment,] I had to concentrate on recognizing the
vibration alerts because the suitcase vibrated due to the unevenness of the �oor”

P6.6

The blind users provided positive comments on the directional lever. In particular, all
the participants mentioned that the directional lever was e�ective in both the controlled
and real-world environments:

A6.30: “The directional lever helped me adjust the walking direction because it
indicated the correct direction directly” P6.8

A6.31: “The lever could tell me the direction more precisely than auditory com-
mands could. If the system were to say precise directions, like ‘turn right 32 degrees,’
it would be time-consuming and annoying” P6.3

A6.32: “The directional lever was not a�ected by the surface of the ground and
always worked e�ectively” P6.7
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However, three participants (P6.1, P6.2, and P6.10) mentioned that the navigation lever took
time to get used to:

A6.33: “The directional lever took a while for me to get used to because it indicated
the direction too precisely” P6.2

6.6 Discussion
6.6.1 E�ectiveness of The Guiding System

Both the controlled and real-world studies showed that our guiding system was e�ec-
tive for blind users to prevent collisions with pedestrians. Most participants successfully
avoided collisions with nearby pedestrians by using the on-path and o�-path modes prop-
erly. Feedback from the participants also supported the e�ectiveness of our system (A6.5–
A6.10). They appreciated that our collision warning system enabled them to walk more
con�dently and with a more secure feeling than they usually do in daily life (A6.5–A6.7).

6.6.2 Audio Interface
Weobserved that participants listen for ambient sounds to ensure their safetywhile they

walk through a public space. All participants commented that receiving audio feedback fre-
quently while walking in the real-world situation was not usable because it interfered with
their ability to make out useful ambient sounds such as footsteps of other pedestrians and
echoes from walls (A6.1–A6.4, A6.20–A6.24). In particular, two participants commented
that they did not want to use the audio system in the real-world environment because of
the rich ambient sounds they needed to listen for (A6.21 and A6.22). Although the partici-
pants mentioned that they could recognize the sound alerts more clearly than the vibration
alerts (A6.18 and A6.19), they had signi�cantly stronger preferences for the tactile interface
(Q6.5 and Q6.6). This result is understandable since the footsteps and other sounds from
other pedestrians are faint and can be easily masked by other ambient sounds or computer-
generated navigation commands. In echolocation, changes in frequency and amplitude of
low-frequency sounds need to be detected to recognize changes in echoes [128]. Such recog-
nition requires trained abilities, which vary among blind people (see 1. Introduction). From
this study, audio interfaces are not a promising interaction method for navigation tasks.
We believe more studies should be done to seek better interaction methods for the diverse
abilities of blind people by combining audio, haptics, and other non-visual media.

6.6.3 Tactile Interface
Advantages

We observed two advantages of the tactile interface. First, the users could recognize the
vibration alerts and the correct direction indicated by the lever while listening to ambient
sounds (A6.25 and A6.26). Second, the directional lever enabled the participants to avoid
standing pedestrians signi�cantly faster than the speech-based audio interface did. The
participants also commented that the directional lever could indicate the correct direction
directly (A6.30 and A6.31), and all participants commented that the lever was not a�ected
by the surface of the ground (e.g., A6.32). Therefore, they revealed stronger preferences for
the tactile interface than for the audio interface (Q6.5 and Q6.6).

Disadvantages: Vibration Alerts
Some participants expressed some concern about recognizing the vibration alerts. In

the controlled environment, all participants successfully avoided collisions using the vi-
bration alerts. However, in the real-world environment, two participants sometimes could
not recognize the vibration alerts and had imminent risks of collisions. In the controlled
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environment, the �oor was carpeted, and the vibration alerts were clear. However, in the
real-world environment, the �oor was tiled with a rough surface, and the vibration alerts
were mixed with the vibration of the suitcase. Eight participants commented that the ef-
fectiveness of the vibration alerts was a�ected by the �oor texture (e.g., A6.28 and A6.29).
These results indicate that the vibration alerts are a�ected by the type of �oor surface. The
participants provided signi�cantly lower scores for the e�ectiveness of the vibration alerts
in the real-world environments than in the controlled environments (Q6.2).

The one possible solution to overcome this limitation is to attach vibration motors to a
user’s body, such as on a wrist or �ngers. All participants mentioned that the directional
lever was always useful and e�ective in both environments (e.g., A6.32). This may suggest
that the directional lever in a shape-changing interface was e�ective for the guiding system
and that this interface is better than vibration signals for indicating alerts.

Participants were asked to adjust their walking speed on the basis of the pulse duration
of the vibration, but it was hard for some participants (A6.27). Another possible solution
is to equip brakes on the wheels of the suitcase and to control the walking speed using the
physical feedback from the suitcase handle.

6.6.4 Form-factor of the System
Wedesigned the system to be attached to standard luggage like a rolling suitcase. Rolling

suitcases can be seamlessly used in public spaces, are well designed to walk with when hold-
ing the device, and can have all necessary sensors and tactile devices mounted on them, and
enable images to be captured without signi�cant motion-induced blur from the mounted
camera (see also 6.2.3 Attachment Design above). Eight out of 14 participants mentioned
that the suitcase-shaped systemmight be too heavy for daily usage (A6.13–A6.15). This sug-
gests that the device will be accepted when they use a suitcase (or any other similar luggage)
for other purposes, and then attach the system as assistive technology. At this moment, our
solution is comprised of a depth camera and a laptop, which increase the weight and reduce
the available space (for luggage) in the suitcase. This situation usually happens when a new
assistive technology is developed [38, 191]. We expect that the size and weight of both the
sensors and processors will be decreased as the device and communication technologies are
systematically improved, enabling cloud-based computational power in the near future.

Another result related to the form is the possibility of mobile devices with total func-
tionality. The directional lever was well accepted by all participants, and some commented
that they would want to use the device on a daily basis if it were made the size of a mobile
device (A6.9 and A6.10). We have to overcome technical challenges to enable such a form,
but our results suggest a high possibility of utilizing mobile shape-changing devices.

6.6.5 Integrating a Guiding System to O&M Training Methods
Some participants commented that the experiments were their �rst time they were able

to avoid pedestrians by following the instructions from a system (A6.9 and A6.10). Also,
while all participants could learn how to use the system after a short training session (10 –
20 minutes), three of them commented that it took time to get used to the directional lever
(A6.33). We asked participants to hold the suitcase handle with one hand and the white
cane with the other. One participant (P6.6) commented that she want to keep her other
hand free (A6.14). The current orientation and mobility (O&M) method is based on a white
cane as the primary tool, and it uses all possible senses to understand the situations. Skill is
required to recognize non-visual landmarks and to navigate safely in public spaces. There-
fore, all blind users are strongly recommended to take O&M training [247] when they start
walking independently. The use of systems for O&M is an uncharted territory for not only
an individual blind user but also the entire community who supports O&M for the blind.
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In the near future, we should share the results and our experience with the community and
discuss how to build new O&Mmethodologies by fully utilizing both traditional navigation
aids and new technologies, including the system we introduced in this study.

6.6.6 Autonomous Guiding Systems
The o�-path mode requires a guiding system to navigate users accurately. A future so-

lution for such navigation needs can be autonomous guiding robots [23, 24, 71, 85, 131, 230,
235]. Our non-autonomous guiding system has the advantage of allowing users to control
their speed voluntarily even during an o�-path situation. The directional lever successfully
achieved su�cient accuracy for the o�-path navigation. We believe that our guiding inter-
face and autonomous guiding robots will complement each other to broadly satisfy blind
users’ needs, such as a variety of mobility skills, familiarity with a target public space, the
density of crowds, and the preferences of users.

6.6.7 Other Guiding Situations in Public Spaces
We focused on two typical situations for this study: walking and standing pedestrians.

No comprehensive list for such situations has been reported in previous studies to the best
of our knowledge, but imagining other situations is not di�cult. For example, a blind user
may have di�culty in following a queue to get on a train car at a station, walking together
with sighted surrounding people in the same direction, and walking through an extremely
crowded public space. Such situations are beyond the scope of this study, and further re-
search is required to cover a comprehensive set of situations.

6.6.8 Comparing with Traditional Navigation Aids
This study was not designed to compare the proposed system with traditional naviga-

tion aids such as a cane or guide dog, because traditional methods are very challenging
in public spaces. Previous studies reported that blind pedestrians using only traditional
methods had di�culty avoiding collisions with nearby pedestrians [2, 58, 115, 242, 243].
In fact, 13 out of 14 participants in our study mentioned that they had collided with other
pedestrians while walking. On the other hand, we believe that it would be informative for
researchers and developers to understand how blind pedestrians behave when using tradi-
tional methods in public spaces as the baseline. Therefore, we plan to measure, evaluate,
and create a model of such behaviors and compare traditional methods with other new
navigation methods, including our system.

6.7 Conclusion
We presented a guiding system equipped on a rolling suitcase to help blind people walk

in public spaces seamlessly with nearby pedestrians. The system recognizes and predicts
surrounding people’s behavior and predicts the risks of collisions. The system then rec-
ommends the user to adjust his or her walking speed (the on-path mode) or to take an
alternative path around pedestrians (the o�-path mode). We implemented tactile and audio
interfaces and conducted a user study with 14 blind participants. The results revealed that
blind users could successfully avoid pedestrians using both interfaces; the tactile interface
for the o�-path mode guided blind participants signi�cantly faster than the audio inter-
face could; and the sound-based audio interface was easier for recognizing alerts than the
vibration-based tactile interface. Overall, blind participants believed that a tactile interface
could be e�ective because it did not block ambient sound. In future work, we will further
research new tactile interfaces to eliminate the weakness of vibration alerts by focusing
on shape-changing interfaces. We also plan to collaborate with orientation and mobility
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(O&M) communities for building new O&M methodologies with technologies by sharing
our results and experiences.
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Chapter 7

LineChaser: Smartphone-Based Navigation
System for Standing in Line1

“I felt that I do not need my cane anymore, as with this system I can
maintain a certain amount of distance from the target. I think this system
is revolutionary because I usually find a line by asking strangers, but
with this system, I do not have to rely on others.”

Participant 6
Research Innovation Center, Waseda University

August 30, 2020

7.1 Introduction
People often need to stand in waiting lines in public spaces in daily life, such as at

cashier stations, bus stops, and check-in-counters at airports. This activity is challenging
for blind people due to their lack of vision. People are �rst required to �nd the end of a
line, a position that dynamically changes over time. It is di�cult for blind people to �nd
the end of line using information gathered by their senses (e.g., auditory cues) or tools (e.g.,
canes), and thus depend on the assistance of nearby people. Recent research has proposed
high-accuracy indoor navigation systems to help blind people reach a destination based on
static topological route maps and localization techniques [33, 44, 47, 62, 72, 85, 126, 144, 172,
175, 189, 207, 215, 259]. These systems can help users reach the �xed entrance of a waiting
line area, but they did not focus on navigating to a changing end-of-line position.

Once a person joins a line, the next step is to follow the person in front of them as
they move intermittently. Lines in public spaces are not always straight, as is the case,
for example, in the long serpentine lines at airports. It is challenging for blind people to
maintain a consistent distance from the person ahead of them only with their senses and
tools. The larger distance currently required to comply with social distancing during the
COVID-19 pandemic has increased this challenge [75]. Recent research has aimed to help
blind people avoid collisions with pedestrians [85, 115]. These systems can detect positions
andmovements of nearby pedestrians by using computer vision technologies, but they have
not been applied to line navigation.

We �rst developed a prototype system by focusing on the task of tracking and following
a line, and recruited six blind people to test the system as a preliminary user study. The
prototype system is capable of detecting and reporting the distance to the person in front of
the blind user continuously using only a smartphone with an RGB camera and an infrared
depth sensor. The sensing results are used to alert the users with three levels of distance
information via vibration patterns to allow users to start moving forward and stop in a
synchronized manner with the other people. All participants commented that they have

1Project Page: https://wotipati.github.io/projects/CHI2021_LineChaser/CHI2021_LineChaser.html

https://wotipati.github.io/projects/CHI2021_LineChaser/CHI2021_LineChaser.html
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Figure 7.1: Overview of LineChaser. LineChaser helps blind people stand in waiting lines
in public spaces by using only o�-the-shelf smartphones. The system guides the blind user
to the end of the line, and then helps them follow the line movement.

had previous experiences where they did not sense that the line was moving or, conversely,
did not notice the line had stopped and bumped into the person in front of them. The
prototype system enabled blind participants to detect the movement of the line and thus
stand in lines with increased con�dence. However, we observed several situations where
the participants followed a wrong person who happened to be standing in front of the target
(the correct person to follow).

We used feedback on the prototype system to design a smartphone-based assistive sys-
tem called LineChaser (Figure 7.1). The system enables a blind user not only to follow line
movements but also to �nd the end of a line. The system uses a topological route map
that contains the line information, such as the place where pedestrians usually form a line.
LineChaser �rst guides the blind user to the end of a line by using the map and a localiza-
tion method with the smartphone (Figure 7.1, action (1)). To navigate, the system uses the
smartphone’s built-in RGB camera and infrared depth sensor, respectively, to detect nearby
pedestrians and estimate their 2D positions on the map. According to the position estima-
tion, LineChaser determines whether pedestrians are standing in a line. After guiding the
user to the end of the line, LineChaser detects the last person in line (we call this person
the target), and tracks the target based on the color histograms and positions of detected
pedestrians (Figure 7.1, action (2)). LineChaser then uses the sensing results to instruct blind
users to advance to the front of the line by moving in the right direction at the right time.
We also take account of “social distancing,” the distance to be maintained from other people
to prevent possible infection with COVID-19. Our interview revealed that many blind peo-
ple cannot maintain social distancing, as complying to it impedes blind people from having
the target from aural sensing area, making it di�cult to follow the target. Therefore, the
system is also designed to maintain proper social distancing from the target.

To understand the usability of our system, we conducted a second study with 12 blind
people. In this study, we prepared two types of lines (straight and serpentine) and asked
blind participants to �nd the end of the line and follow the line movement with LineChaser.
The results show that all participants were successfully able to both �nd and follow lines
while maintaining social distancing. Our questionnaire results suggest that blind people
face everyday di�culties when standing in lines. Also, blind participants signi�cantly in-
creased their con�dence in standing in lines after using LineChaser, comparing to their
daily experience. We also discuss future requirements to further improve LineChaser and
possibly integrate it with other systems that provide day-to-day assistance for blind people.

7.2 Related Work
We speci�cally focus on supporting blind people to stand in line by using a smartphone.

In this section, we review related work speci�c to this chapter that were not detailed in
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Figure 7.2: Overview of preliminary prototype system. The system uses an o�-the-shelf
smartphone to detect pedestrians and estimates the distance to them.

Chapter 2.

7.2.1 Smartphone-based Assistance System
Sighted assistance system such as Aira [10] and BeMyEyes [29] can be considered as one

solution. While it is possible to use such services for the line standing task, it is also helpful
to o�er non-manual solutions to improve their independence. These services require human
labor for assistance and thus may not be scalable when many users require assistance, may
have limitation for service cost reduction, and may not be easy to provide round clock
service for worldwide clients.

Computer vision-based systems have become popular among blind people. Seeing-
AI [165], Or-Cam [182], TapTapSee [49], Aipoly [9] and Envision [42] are examples of such.
These systems are able to recognize and read printed letters and even provide simple cap-
tions to pictures taken by the blind user, but they are not designed to detect surrounding
people with su�cient accuracy for blind people to follow a line. It is necessary to detect the
positions of surrounding pedestrians and convey suitable distance and direction informa-
tion to enable line standing tasks. Accordingly, our system adopts the depth sensor of an
iPhone 11 Pro and object detection system to obtain the positions of surrounding pedestri-
ans.

7.2.2 Robots that Stand in Line
Nakauchi et al.designed a robot that �nds the end of a line and follows the person in

front of it [176]. Given the starting point and rough shape of the line, the robot eventually
�nds the end of the line by scanning each person in the line from the front of the line until
no person is detected. This algorithm is e�ective for a robot as it is capable of changing
its’ orientation frequently. However, frequent instructions to change their path and orien-
tation might disorient blind people [117]. We therefore implemented a system to support
the standing-in-line task with a single smartphone and investigated the suitability of the
interface and navigation method for blind people by conducting a user study.

7.3 Preliminary Study
We conducted a preliminary study with six blind people to understand: (1) their daily

experience and challenges while standing in line; and (2) how to design a smartphone-based
system that helps blind people stand in line. We implemented a prototype system that helps
blind users to sense line movement, and asked blind participants to use the system.
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Figure 7.3: The system emits three types of vibration alerts to provide position information
to users.

7.3.1 Prototype System
Pedestrian Detection and Distance Estimation

We developed a smartphone-based system that can detect surrounding people and in-
form about the distance to the closest person (Figure 7.2). This system intends to comple-
ment blind users’ orientation and mobility skills in a social context, allowing them to stand
in lines by themselves.

We used an o�-the-shelf smartphone, iPhone 11 Pro2, which is equipped with RGB im-
age sensors and an infrared depth sensor. The system �rst detects pedestrians from the
RGB streams by using a vision-based object recognition engine, YOLOv3-tiny [205], which
recognizes “human” as an object type. Then, it automatically generates bounding boxes for
all humans and selects the largest one as the target. The distance to the target is estimated
from the depth data at the target’s central position (Figure 7.2). All these estimation steps
were done at about 2–3fps. We checked that the system could estimate the distance between
0.2 m and 6 m with reasonable accuracy.

Vibration Alerts
To convey distance information, we relied on vibration alerts, as audio might be less

e�ective in noisy, crowded environments [36]. The system emits three types of vibration
alerts:

1. Signal to stop:
This signal indicates that another person is standing within 50 cm of the user and that
the user should stop moving. We used a long vibration alert (pulse duration (PD) of
0.5 s and inter-pulse interval (IPI) of 0.25 s) (Figure 7.3 (1)).

2. Signal to move forward:
This signal indicates that a person is standing in front of the user at a distance greater
than 50 cm. The signal is used to prompt the user to step forward and uses a two-pulse
vibration. (Figure 7.3 (2)).

3. Obstacle signal:
This signal indicates an imminent risk of collision with any obstacle (pedestrian, desk,
or wall) located less than 50 cm away. We used a short vibration alert (PD and IPI of
0.1 s) as the signal (Figure 7.3 (3)).

The absence of vibration indicates that the user has lost the target. In that case, users should
scan the environment with their phone to �nd them. We set the alert distance thresh-
old to 50 cm, because the distance of personal space while standing in line is around 40–
80 cm [176] and users hold the smartphone in front of them.

2https://www.apple.com/iphone-11-pro/

https://www.apple.com/iphone-11-pro/


7.3. Preliminary Study 81

Table 7.1: Participants’ demographic information, their reaction time, and values for SUS
scores.

Demographic info Reaction Time SUS Score
ID Age Gender Eyesight Navigation Aid (seconds) (Grade)

P7.1 22 Male Blind Cane 2.97 ± 0.68 77.5 B+
P7.2 33 Female Blind Cane 6.73 ± 5.48 37.5 F
P7.3 33 Female Blind Cane 4.39 ± 2.25 80 A-
P7.4 22 Male Blind Cane 3.50 ± 1.38 87.5 A+
P7.5 24 Male Blind Cane 2.43 ± 0.30 97.5 A+
P7.6 23 Male Blind Cane 2.18 ± 0.50 90 A+

Average (Mean ± SD) 3.55 ± 2.66 78.3 ± 21.3 B+

Figure 7.4: a) Starting positions of each line condition and b) Distribution of positions where
blind participants stopped.

7.3.2 User Evaluation
To evaluate the e�ectiveness of our system, we performed a user study with 6 blind

people (Table 7.1).

Tasks and Conditions
All tasks started with �ve people in line. The blind participants were asked to follow a

line formed by four sighted people (hereafter called extras) in front of them (Figure 7.4 (a)).
They were asked to stand in line and proceed until reaching the reception desk (the goal). A
researcher signaled for the extra standing in the front position to leave the line after 30, 60,
or 90 s. Waiting times were randomized for each extra and trial. Each blind participant held
a smartphone with one hand and used their cane with the other hand. We stopped the task
if the participant overtook the target in front of them, also referred as extra 1 in Figure 7.4
(a). We designed two types of organized straight lines. In condition C1, four extras moved
one by one. In condition C2, two randomly selected extras in consecutive positions – extras
1 to 4 in Figure 7.4 (a) left the line together (i.e., one extra left the line at the same time
as the person in front of the extra left the line). Condition C2 was designed to evaluate
the response to irregular line movement. To simulate a crowded public space, we played
ambient noise recorded at a shopping mall at 60 dB [208].

Procedure
We performed a pre-questionnaire where we asked participants about their prior expe-

riences and challenges of standing in lines. We also asked them to rate a set of statements
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Figure 7.5: Likert scores and summary of responses before and a�er the preliminary exper-
iment.

(Q7.1–Q7.5 in Figure 7.5) using 7-point Likert items (from 1: strongly disagree to 7: strongly
agree). A training session of 10–15minutes was then given to participants. During the train-
ing session, we explained how to hold the system as it a�ects the accuracy of the distance
estimation.

Then, participants performed six trials where they stood in line using our system until
reaching the reception desk. The order of the line conditions was randomized for each
participant (three C1, three C2). After the trials, participants were asked a set of questions
to gauge their con�dence and sense of comfort (Q7.1–Q7.5), to rate the system on a system
usability scale (SUS) [39], and were also asked open-ended questions to gather qualitative
feedback.

Metrics
In order to better understand how the line moved, we considered both timing and posi-

tion. For timing, we measured the reaction time, which is the duration between the move-
ment of an extra and the movement of the following extra or blind participant. We then
compared the reaction time of the blind participants and of the sighted extras. For position,
we de�ned seven positions around a target person as the stop positions of a participant (Fig-
ure 7.4-b). Ideally, the participant stops right after (Back) the Target, but a slight deviation
to either side is also acceptable (Back Left or Right).

7.3.3 Results and Discussion
Past Experiences and Opinions about Standing in Line

Participants reported that they stood in line to check out at stores and cafes (5 partici-
pants out of 6), to use a bus stop (5), to get on subway (3), to use a ticket counter at airports
and stations (2), to use ticket-vending machines (1), and to use a restroom (1). Most partici-
pants reported trying to cope with standing in lines by their intuition with ambient sounds
(P7.1, P7.2, and P7.6), asking people in line for help (P7.3), or touching the clothes of the
person in front (P7.5). P7.4 reported that he does not stand in line by himself.

Despite their various strategies for standing in line, all participants reported occasions
during which they did not realize the line was moving or bumped into the person in front
of them:

A7.1: “In noisy places such as shopping centers and stations, it is hard for me to
recognize when the line was moving. Even if I noticed the line movement, I can’t
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Figure 7.6: Example of a failure case where a participant overtook the target.

sense the distance to the person in front.”3 P7.6

A7.2:“Lines are not always straight. For example, when I stand in a serpentine line,
it is di�cult to determine the direction I should walk in.” P7.1

Overall Performance
Figure 7.4 (b) shows the distribution of positions where participants stopped after each

line movement. While the maximum trials in the study are 126 trials, we stopped the exper-
iment as there was an occasion where P7.2 in C2 stood in front of the target person. As a
result, the actual total number of trials was 125. Overall, participants successfully stopped
just immediately behind the target (86.4%, 108 out of 125). We also noted that each blind
participant tended to shift to a speci�c side during each line movement. The success rate
for stopping at the correct position was 94.4% (118 out of 125) after including slight devi-
ations to the side. The task success rate for line conditions C1 and C2 was 75% (18 out of
24), because we stopped each trial after one failure. Speci�cally, participants P7.3 and P7.2
overtook the target two and four times, respectively. Figure 7.6 (c) shows an example of a
failure case. When the user shifted to one side and lost the target, the user scanned the area
to relocate the target (Figure 7.6 (1)). However, in this case, the system detected another per-
son and the user miss-tracked the target. (Figure 7.6 (2)). As a result, the system prompted
the user to move forward, even though the actual target was standing on the user’s left.

Table 7.1 reports the reaction time for each participant. The mean (M) reaction time was
3.55 seconds (SD: 2.66 sec.) for blind participants and 1.23 sec. (SD: 0.40 sec.) for the target
person, signi�cantly di�erent by using Welch T-Test (p < 0.001, 95% CI: 0.95~1.49).

Subjective Ratings
Figure 7.5 shows the post-questionnaire results, in which most participants reported

feeling more con�dent and comfortable standing in line after the experiment (with the sys-
tem) than before (without the system). For questions Q7.1–Q7.4, all participants except P7.3
for Q7.3 increased their scores after the experiment. Four participants (P7.2–P7.5) also in-
creased the score of Q7.5. Table 7.5 also reports the SUS scores [27] for each participant.
The mean SUS score was 78.3 (SD: 21.3), which can be classi�ed as “acceptable”. P7.2 was
the only participant with a lower score, mainly due to di�culties to hold the smartphone.

�alitative feedback
Participants generally agreed that the system allowed users to start and stop moving

forward at the right time, as illustrated by their comments:
3All of the communications with participants were done in their native language. In this chapter, we

describe any translated content in the form of “translated content”.
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A7.3:“The biggest advantage of the system is that I could easily recognize the move-
ment of a step forward from the person in front.” P7.1

A7.4:“By using the system, I could decide when and how far I shouldmove forward.”
P7.4

A7.5:“The system provides information on the distance, so it can reduce risks of
collisions.” P7.2

Some participants provided positive feedback on our smartphone-based interface:
A7.6:“The system is implemented on a smartphone. This is a strong advantage
since it means I don’t have to carry extra devices.” P7.1

A7.7:“The system was simple and easy to use.” P7.4
In contrast, P7.2 commented that keeping the position of the system while waiting in line
was di�cult due to the large and heavy system:

A7.8:“This smartphone is big and heavy, so it was di�cult for me to hold the smart-
phone stably.” P7.2

The vibration alerts received positive feedback overall:
A7.9:“I could distinguish vibration patterns easily. I like tactile feedback more than
audio because tactile-based alerts do not block ambient sounds.” P7.2

Still, P7.3 suggested to use sound-based alerts rather than vibration:
A7.10:“It was a little di�cult to distinguish between the three types of vibration. I
think that using audio cues can be a good idea.” P7.3

When asked for suggestions, two users mentioned that the system should provide more
detailed distance information or the directional information of the target:

A7.11:“When I lost track of the target, I had to relocate the target by myself while
changing the direction of the system. I want to know in which direction the target
is standing beforehand.” P7.4

A7.12:“I like to knowmore detailed distance information. It could be a good feature
to be able to change the pulse duration continuously to encode distance informa-
tion.” P7.1

As another concern about our system, P7.2–P7.4 and P7.6 pointed out that they feel
uncomfortable to point a smartphone to other people:

A7.13:“My concern is that others may be wondering why I’m pointing the smart-
phone at people.” P7.3

A7.14:“To turn the touch screen to other people may seem strange to surrounding
people.” P7.6

7.3.4 Findings
We summarize our �ndings as follows:

1. Blind people face di�culties when standing in line to accomplish daily living tasks
at subways, stores, cafes, and other public places, even when they use a cane and
auditory senses.

2. Our prototype system allowed blind participants to follow the line movement suc-
cessfully with increased con�dence.
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Figure 7.7: Overview of the navigation strategy. LineChaser uses a floor map that includes
the line information, such as the line area, the entrance of the line area, and the corners of
the line. (1) The system localizes the user’s position via ARKit and AR markers placed on
the wall, and guides the user to the entrance of the waiting line area. (2) Then, it guides
the user to the target, the last person in the line. (3) The system tracks the target to follow
the movement of the line.

3. More detailed information on the distance or direction might further improve the
e�cacy of the system.

4. The cause of all task failures was incorrect positioning, due to miss-tracking of the
target.

On the basis of these �ndings, we designed and implemented LineChaser.

7.4 Implementation
This section describes the implementation of LineChaser. As shown in Figure 7.7, our

system uses a �oor map that includes the line information to guide the user to the end of
the line. Then, the system detects and tracks the target to follow their movement.

7.4.1 Map Preparation and Localization Phase
To localize the user’s current position, LineChaser uses a �oor map prepared in advance

and ARKit to detect augmented reality (AR) markers placed on walls. We note that there is
prior work on smartphone-based indoor localization [122, 172, 189, 215], and the aim of the
present work is not to advance the state-of-the-art in this respect. Instead, our contribution
is the analysis and development of practical assistance for blind people to stand in lines
based on such localization results.

Map Preparation
A map that consists of the information of where a line might form is created (Setup in

Figure 7.7). First, we place an initial AR marker on the �oor and scan it with the front RGB
camera of the smartphone. Subsequently, we add the locations of the entrance, corner and
line destination in the map. The orientation of the line is recognized by the directed edges
of the line. Edges made by connecting each placed corner represents the center of the line.
The width of the line is determined as a distance from both sides of the center of the line.
Simultaneously, we place and scan additional AR markers to help users re-localize their
position while they are standing in line. Finally, LineChaser creates a map that records all
positions of the line relative to the AR markers.
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Localization
While performing the task of standing in line, LineChaser localizes the user’s current

position and orientation on the prepared �oor map. After the map is prepared, the blind
user can now scan the initial ARmarker to load the prepared map and localize their position
on it. The system keeps track of the user’s position using visual inertial odometry [259],
which is supported by ARKit4, whose localization errors generally range from 0.27m to 0.74
m [259] in a route about 61m long. The system tracks the user’s position by combining
the smartphone’s motion tracking sensors and computer vision-based analysis of notable
features obtained from the built-in rear RGB camera of the smartphone.

7.4.2 Line-standing Phase
Finding the End of the Line

LineChaser �rst guides the user to the entrance of the line and then locates the end of
the line. The system conveys the direction and distance toward the entrance of the line
(Figure 7.7, (Step1)). Upon reaching the entrance of the line, the system instructs the user to
walk along the line area (Figure 7.7 (Step2)). While walking along the line area, the system
detects nearby persons to search for the person standing at the end of the line (the person
detection algorithm is described in section 7.4.2). When the system detects the person who
is the last person in the line, the system recognizes this person as the target. At this point,
the system acquires the initial color histogram of the target (Section 7.4.2). Finally, the
system assumes that the blind user has now been guided to the end of the line and begins
the line following task.

LineChaser navigates the user along a simple straight line connecting the user’s current
position with the entrance of the line. We note the existence of prior work on path planning
for autonomous robots [69] and blind navigation [85]. These systems can generate a safe
path that avoids obstacles, such as walls and static structures, using information from a
LiDAR sensor to represent the structural surroundings. This study focused on developing
a navigation interface, rather than a new path planning system.

Person Detection and Target Tracking with Color Histograms
LineChaser uses the front camera of the iPhone 11 Pro and YOLOv3-tiny [205] to detect

pedestrians in the same way as our initial prototype system (Figure 7.2 (a)). Based on the
calculated bounding boxes and the depth data from the iPhone, the system estimates the
positions of detected pedestrians in the map coordinate system.

The failure case during the preliminary study occurred because of miss-tracking of the
target (Section 7.3.3). Therefore, we implemented a new target tracking system. LineChaser
�rst tracks each person based on the calculated positions for each frame (See [115] for the
concrete algorithm5). We observed that the system can track persons at a rate of around
15 frames per second.

LineChaser uses the results of person tracking to track the target. The system distin-
guishes tracked people by the color of their clothes, which corresponds to the color his-
togram of the center area of their bounding box. When the target is initially recognized
(Section 7.4.2), the system acquires his or her color histogram. Out of all detected persons,
the system selects the person with the minimum value of histogram distance between the
color histogram of the target and that of the detected person. For histogram distance, we
adopted the Bhattacharyya distance for each a and b dimension in the Lab color space. If
the histogram distance is below the threshold W , the system recognizes the person as the

4https://developer.apple.com/arkit
5Based on our observations, we set the parameter values of the algorithm U = 0.5m and V = 15 frames for

all of our studies.

https://developer.apple.com/arkit
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target. We set the parameter value W = 0.40, which is 40% of the maximum value of the
color histogram distance.

Following the Target
After �nding the person at the end of the line, LineChaser then instructs the user to

follow the target. The system calculates 3!8=4 , the distance between the user and the target
along the waiting line, as shown in Figure 7.7, (Steps 2 and 3). The system instructs the user
to maintain a distance of 30< from the target. When 3!8=4 > 30, the system prompts the
user to move forward. When 3!8=4  30, the system instructs the user to stop (Figure 7.7
(Step3)). We set the parameter value 30 = 1.7m, to maintain social distancing.

Considering Social Distancing
As reported in section 7.3.3, blind people usually either listen to ambient sounds or rely

on others to navigate a waiting line. Since the outbreak of COVID-19, blind people, like
everyone else, need to maintain a protective social distance between themselves and others.
This prevents them from relying on the methods reported in section 7.3.3 to navigate the
line. Therefore, we have adjusted LineChaser to maintain the social distancing.

7.4.3 Audio and Vibration Interface
LineChaser uses both audio and vibration interfaces. The audio interface conveys in-

formation about direction and distance, and the vibration interface prompts the blind user
to move or stop when the user is facing the correct orientation. Participants in the pre-
liminary study preferred to know detailed information about distance and direction to the
target (A7.11 and A7.12). To take this user feedback into account, we used audio (text-to-
speech) feedback for the main user interface. The audio interface can convey various types
of information such as clock positions [33, 122, 148, 175, 211] or whether to move right or
left [62, 67, 215, 259]. To convey a speci�c direction for navigation, we adopted a method
based on clock position. Loomis et al.showed that instructions with clock position are capa-
ble of guiding blind people to a speci�c destination [148]. To explicitly convey the position
of the destination to the user, for example, the system says “Walk to the 2 o’clock, 2.1 meters
ahead.” Any time the user shifts more than 30� from the expected orientation, the system
repeats the instruction to the user to turn them toward the destination. In other words, the
system is silent when the user is facing the expected orientation. Also, to keep the blind
user in the center of the line when they are shifting aside, the system guides the blind user
to slide left or right towards the center of the line.

An example of audio instructions during the line-standing phase is as follows:

1. Starting navigation:
“Walk to the 2 o’clock, 2.1 meters ahead.”

2. Arriving at the entrance of the line:
“You arrived at the entrance of the line. You will now be walking along the line.”

3. Finding the Target:
“Target6 found. Stop. The target is at the 1 o’clock, 1.5 meters ahead.”

4. Following the line movement:
“Walk to the 12 o’clock, 1.4 meters ahead towards the target.”

5. Ending navigation:
“You are now in front of the line.”

6We used the phrase “target” because it was a concise way to express “the person in front.”
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Table 7.2: Participants’ demographic information and their values for SUS scores.

ID Age Gender Navigation Aid SUS (Grade)

P7.1 58 Female Cane 60 D
P7.2 44 Female Cane 77.5 B+
P7.3 56 Female Cane 82.5 A
P7.4 53 Female Cane 90 A+
P7.5 23 Male Cane 82.5 A
P7.6 57 Female Dog (primary) and Cane 90 A+
P7.7 49 Male Cane 80 A-
P7.8 45 Female Cane 90 A+
P7.9 38 Male Cane 87.5 A+
P7.10 47 Female Dog 82.5 A
P7.11 24 Female Cane 100 A+
P7.12 33 Female Cane 72.5 C+

We also integrated vibration feedback for the additional user interface, as using a dou-
ble encoding of the information with both audio and vibration feedback can increase the
understandability of the feedback [76, 83, 256]. We used a weak, short vibration for move
signal (Each set of move signal using three-pulse-vibration: PD of 0.1 s and IPI of 0.17 s. In-
terval between each move signal is 0.5 s). LineChaser vibrates weakly when the blind user
is facing the correct orientation and indicates to move forward. This enables the blind user
to correct their orientation because they only have to face the orientation which the system
vibrates weakly. As long as the user can perceive this weak vibration, he or she can walk
forward until the next instruction is enunciated. Blind users are instructed to stop when
they cannot perceive this vibration. Even if the user is facing the correct orientation, but
the distance to the target is within 1.7m, the system will stop vibrating, indicating that the
user should stop. For the emergency stop signal, we use a long and strong vibration (PD
of 0.4 s and IPI of 1.0 s). This vibration is used to alert the user that they are in imminent
risk of collision. If there is an obstacle in the camera �eld of view within 0.50m, the system
alerts the user with a long and strong emergency vibration. Upon sensing this vibration,
the user is expected to stop and wait for the next audible instruction.

7.5 User Evaluation
To evaluate the e�ectiveness of LineChaser, we performed a user study with 12 blind

participants. We recruited blind people who are able to use their cane or guide dog to
independently travel and who often travel independently. Also, P7.2 in the preliminary
study and P7.12 in the main study were the same person. Therefore, we will report our
quantitative results without the results with P7.12 in Section 7.6.2 and Section 7.6.3 because
she might have a learning e�ect due to the participation in both studies. As shown in Ta-
ble 7.2, we recruited 12 blind participants (eight females, four males) aged 23 to 58 years old
(mean=43.8 and SD=12.1). All participants considered themselves to have good orientation
and mobility skills. Also, all participants used smartphone in their daily lives for more than
three years.
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Figure 7.8: Overview of user study set up.

7.5.1 Tasks and Conditions
The blind participants were asked to �nd and follow a line consisting of two to four

extras in front of them (Figure 7.8). To prevent the spread of COVID-19, we asked extras to
cover their face with a mask and a face shield, and maintain social distancing (1.5m ) while
standing in line. Similar to the preliminary study (Section 7.3.2), blind participants were
asked to proceed until reaching the reception desk (the goal). All of the blind participants
except P7.10 held the smartphone in their left hand and cane in their right hand. P7.10
held the smartphone with the right hand and the guide dog in the left. Blind participants
were �rst placed 5 m away from the line in an initial position and orientation that were
both randomized in each trial. There were two starting positions (S1 and S2 in Figure 7.8)
and three initial orientations (O1, O2, and O3 in Figure 7.8). After the blind participant
successfully found a line, a researcher signaled the extra standing at the front of the line to
leave the line randomly after 20, 40, or 60 s.

We designed two types of lines: L1 was organised straight line and L2 was organised
serpentine line (Figure 7.8). Each blind participant completed six trials (three trials for each
L1 and L2) of the standing-in-line task. We changed the number of extras (from two to four)
in line for each trial to vary the position of the end of the line. When L2 trial has only 2
extras, the line is straight, but the route toward the end of a line is di�erent from the L1
trial since the prede�ned line area is serpentine. To reach the goal of the line, participants
have to make two turns. The user study was designed to simulate situations such as like
a cashier line at a shopping mall or check-in-counter at an airport. To simulate a crowded
public space, we played ambient noise recorded at a shopping mall at 60 dB [208].

7.5.2 Procedure and Metrics
After obtaining the IRB-approved (the Ethics Review Committee on Research with Hu-

man Subjects of Waseda University, 2020-039) informed consent from participants, similar
to the preliminary study (Section 7.3.2), we performed a 15-min pre-interview during which
we asked about participants’ daily experiences, challenges and con�dence when standing
in lines. We asked participants to rate a set of statements (Q7.1–Q7.7 in Figure 7.9) us-
ing a 7 point Likert scale (from 1, strongly disagree, to 7, strongly agree). Then we gave
participants around 30 min of training before the main session. We also clari�ed that the
technical phrase "target" meant the person to follow in the training session. Based on the
previous feedback, where P7.2 found it di�cult to hold the smartphone (A7.8), we applied a
smartphone ring to the smartphone so that the user can easily maintain a constant system
position. After the training, we conducted the main session, which took around 30 minutes.
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Figure 7.9: Likert scores and summary of the answers before and a�er the experiment.
? is the value of the Wilcoxon signed-rank test done on each question (* indicates the
significance found at the levels of 0.01).

To measure how accurately the blind user found the line, we measured the distribution
of stop positions of the blind user when he or she found the line. As shown in Figure 7.10,
we de�ned the area within a square of length 0.5m as the ideal positionwhen the blind user
is standing in the center of a line and maintaining social distancing (1.5m) from the person
in front of them. We also de�ned the space around the ideal position (a total square of length
1.5m), as acceptable positions. Every time a participant found the line, we added their stop
position to the distribution. Every time the line moved, we added where the participant
stopped to the distribution. While the experiment, we put tape on the �oor and measured
the actual stop positions referring to the tape.

After completing all the trials, we asked participants to answer a set of questions (the
SUS [39] and Q7.1–Q7.9 in Figure 7.9) as well as open-ended questions to gather qualitative
feedback. To observe how LineChaser improved the user experience when standing in line,
we compared the results of the post-interview with those of the pre-interview. In total, the
whole experiment took approximately 90 min per participant.

7.6 Results
7.6.1 Past Experiences about Standing in Lines

All participants reported that their main strategy for �nding the end of a line was asking
someone, usually a stranger or a store clerk. Four participants (P7.6, P7.7, P7.11 and P7.12)
clari�ed that they have no other way of �nding the end of a line except to ask others for
help. P7.2 and P7.7 reported that they hesitate to stand in lines on their own because they
think a stand-in-line task will certainly cause them trouble:

A7.15:“It it di�cult for me to both �nd and follow any line. I do not stand in lines
by myself because it is troublesome.” P7.7

Other than asking a stranger or a clerk, some mentioned that they �nd the end of a line by
sensing positions of surrounding people by listening only in a familiar place (P7.4, P7.8, and
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Figure 7.10: Stop positions while finding and following a line.

P7.11). P7.9 mentioned that he video calls his family to determine where the end of a line
is.

Eight participants reported that they complete the task of following a line mainly by
asking a stranger to notify them when a line moves or by listening to ambient sounds. Two
participants reported approaching strangers apologetically as:

A7.16:“When I ask a stranger to notify me each time the line moves, I feel sorry to
have them help me for a long time.” P7.5

Although one of their main skill is to use auditory senses, eight participants reported feeling
that it is di�cult to use auditory senses during the current COVID-19 pandemic. Not only
are they required to cover their face with a mask (which dulls their auditory sense), but they
must also to maintain social distancing with others, which prevents them from detecting a
target from aural sensing. One participant commented:

A7.17:“I usually listen to ambient sounds or footsteps to follow a line. However,
since the outbreak of COVID-19, my auditory senses has been limited by needing
to wear a mask.” P7.2

7.6.2 Overall Performance
Stop Position a�er Finding the End of a Line

Figure 7.10 (a) shows the distribution of positions where participants stopped after �nd-
ing the end of a line. All participants were able to successfully �nd the end of a line in all
66 trials. The success rate of �nding a line at the ideal position was 40.9% (27 out of 66). In
the other 59.1% (39 out of 66 trials), all participants successfully found the line within the
de�nition of acceptable positions.

Time Took to Find the End of a Line
In L1 (straight line), the average time took to �nd the end of a line with two, three, four

extras were 47.8s (SD: 18.0s), 49.9s (SD: 33.8s) and 41.7s (SD: 14.2s), respectively. For L2
(serpentine line), the corresponding times were 52.8s (SD: 15.6s), 55.8s (SD: 37.8), and 36.9s
(SD: 13.4s). All participants tended to take more time to �nd the end of an L2, especially
when it had only two or three people. This is mainly because they have to make 90� turn
to the right once or twice to �nd the end of the L2 line.

Stop Positions when Following a Line
Figure 7.10 (b) shows the distribution of positions where participants stopped while

following a line to the goal. All participants were able to successfully follow the line and
reach the goal in all 72 trials. The success rate of following a line with the ideal positions was
34.8% (46 out of 132). Participants followed with acceptable positions 91.7% of the time (121
out of 132). For the other 11 trials, participants failed to stop within acceptable positions.
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The 11 failure cases, in which participants did not stop in acceptable positions, occurred
mainly due to three reasons:

• Reason 1: P7.1, P7.7, and P7.8 were unable to correct her orientation.

• Reason 2: P7.5 did not understand how to use the interface.

• Reason 3: P7.11 did not listen to the instructions.

Reasons 1 and 2 were the causes of 10 failures in which participants stood behind the accept-
able positions (i.e., they stayed behind as the line moved forward). LineChaser vibrates to
prompt forward movement only when the participant is facing the correct direction. Three
participants were unable to face the correct direction and thus did not receive the vibration
signal to move forward. Reason 3 was the cause of one failure in which P7.11 stood just
behind the target. For the trial in which the navigation failed, P7.11 managed to stop just
before colliding with the target because LineChaser issued an emergency stop signal. Also,
in trials for P7.12, we observed a situation where ARKit accumulated a localization error
and therefore instructed P7.12 to walk out of the line. The details of localization errors in
ARKit are reported in Yoon et al. [259].

Comparisons between LineChaser and the Prototype System
Although P7.12 failed to follow the line movements with the prototype system (four

trials out of six trials), when P7.12 used LineChaser, P7.12 was able to complete both tasks
in all trials. P7.12 described the reason for her success as: A7.18:“I was able to hold the
smartphone stably compared to the preliminary study.” (P7.12). She also gave a higher SUS
score for LineChaser (72.5, C+) than for the prototype system (37.5, F), and gave a positive
comment: A7.19:“The integration of the audio and vibration interfaces made me con�dent
about facing the right direction. The new audio feedback gaveme a rough image of the direction
I should be facing compared to the prototype system.” (P7.12).

7.6.3 Subjective Ratings
Figure 7.9 shows the questionnaire results, which show that most participants felt more

con�dent and comfortable standing in a line after the experiment (with the system) than
before (without the system, their daily experience). We compared each question using the
Wilcoxon signed-rank test with 1% levels of signi�cance. The ?-values of each test are
shown in Figure 7.9. Our analysis revealed that, in Q7.1–Q7.5 except for Q7.6 and Q7.7,
LineChaser received signi�cantly (? < 0.001) better ratings than their daily experience. As
shown by Q7.8 and Q7.9, the audio and vibration interface both received a high rating as
no one rated both interfaces lower than 4 (neutral). Table 7.2 reports SUS scores [27] for
each participant. The mean SUS score was 83.9 (SD: 10.1) which is an "A" rating on the SUS
grade.

7.6.4 �alitative feedback
All participants generally agreed that they were able to both �nd and follow a line by

themselves with LineChaser:
A7.20:“I am very happy to be able to �nd a line without needing to touch anything
[rails or strangers]. Also, I was con�dent that I would not bump into the target as
the system noti�es me with an emergency signal if I am too close.” P7.3
A7.21:“With this system, I can grasp my orientation and the distance to the target.
Being able to grasp the distance is very important in the current situation [with
regard to COVID-19]. Also, I am surprised that this system can specify the target.”’

P7.4



7.7. Discussion 93

A7.22:“I felt that I do not needmy cane anymore, as with this system I canmaintain
a certain amount of distance from the target. I think this system is revolutionary
because I usually �nd a line by asking strangers, but with this system, I do not have
to rely on others.” P7.6

We also received feedback from P7.10, who used LineChaser with a guide dog. She
indicated that some of the instructions for LineChaser should be improved:

A7.23:“I could both �nd and follow a line, while maintaining social distancing.
Neither of these tasks are supported by my guide dog.” P7.10

A7.24:“The system gave me an instruction to slide left, but guide dogs does not have
such commands as they are usually taught to keep left of the owner. I felt her being
confused when I slid to my left. As I am pretty con�dent that I will not bump into
anything with a guide dog, I only need information about the direction to the end
of a line and distance to the target to maintain social distancing while following
them.” P7.10

Most participants (P7.2, P7.3, and P7.6–P7.12) reported feeling that the integration of
audio and vibration feedback was easy to understand:

A7.25:“The audio feedback gives me an approximate sense of the direction I should
be facing. Then, I can �nd the exact direction with vibration feedback.” P7.9

P7.10 also commented about di�culty getting used to the interface:
A7.26:“ As I use this system I noticed that the tip for using this system is to move
gently, not quick... Some people may have a hard time until they get the tip of it.”

P7.9

Half of the participants (P7.4 and P7.8–P7.12) had a positive impression of the system
because it was implemented on an o�-the-shelf smartphone:

A7.27:“I am happy that this system allows me to follow a line with just a single
smartphone.” P7.8

However, 11 participants pointed out that the requirement to hold the iPhone so that the
front camera faces others should be improved:

A7.28:“I could easily hold the iPhone, but I hesitate to hold it by facing the camera
to others.” P7.3

A7.29:“I prefer not to hold the iPhone like this because people might think I am
raising my hand” P7.5

Also, two participants reported a physical burden of LineChaser:
A7.30:“The way of holding the iPhone was easier compared to the prototype system,
but still heavy because I had to hold my hand up.” P7.12

A7.31:“The method of holding the iPhone by using our left hand should be im-
proved. We blind people prefer our hand to be free.” P7.6

7.7 Discussion
7.7.1 E�ectiveness of LineChaser

All participants reported that they constantly face di�culties where they do not know
where the end of a line is and also when and how much the line moves while they are
waiting in it (A7.15). They also reported that the social distancing norm since the outbreak
of COVID-19 makes the situation more challenging than before because nearby people are
farther away than the necessary distance for reliable auditory sensing (A7.17).
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Although some users had various di�culties, LineChaser successfully enabled all par-
ticipants to both �nd and follow a line. They all successfully found the end of a line at
acceptable positions, indicating that LineChaser can navigate the blind user properly to the
end of a line. LineChaser was also able to help blind users stop at acceptable positions 91.7%
of the time while following a line (Figure 7.10 (a)). Feedback from the participants also sup-
ported the e�ectiveness of our system (A7.20–A7.23). LineChaser received an SUS mean
score of 83.9, which is rated as "A." All participants signi�cantly increased most of their
scores for con�dence and comfortableness when standing in line (Figure 7.9).

7.7.2 User Interfaces and Training
In LineChaser, we adopted both audio and vibration for the user interface as audio feed-

back alone may be less e�ective in a noisy/crowded environment [36]. As a result, partic-
ipants appreciated that using a double encoding of the same information with both audio
and vibration can increase the understandability of the feedback (A7.25).

While the overall results are positive, we also found opportunities to improve the user
interfaces. We observed a few cases in which the system did not provide a vibration to signal
to prompt the user to move forward because of an incorrect device orientation due to the
sensing capability of correct orientation (Section 7.6.2 (1)). Improved real-time guidance for
device orientation may reduce such failures. In one instance, P7.11 did not notice the signal
to stop (Section 7.6.2 (3)). Thus, we may need to redesign the signals to function better in
noisy practical environments.

Another possibility is a user interface that adapts to the skill of user’s navigation aid
(a cane or a guide dog). As we observed from P7.10 (A7.24), improved instructions should
be designed not only for cane users but also for guide dog users. Williams et al. [249]
summarized that a cane is for obstacle detection and a guide dog is for obstacle avoidance.
As guide dogs can naturally prevent collisions, instructions can be reduced by eliminating
collision-related information. Instead, the system can provide more information about the
surrounding environment. Additionally, P7.10 reported that some instructions are not ap-
propriate for guide dogs (e.g., slide left), and it is necessary to conduct studies that focus on
users of guide dogs and carefully redesign an optimized user interface for them.

For higher usability of the system, not only a redesign of interface is required but also
training method to utilize the interface should also be considered. While all participants
could learn how to use the system after a short training session (30 min), P7.1, P7.5, P7.7,
and P7.8 experienced ten failures because they were not accustomed to the interface of the
system (Section 7.6.2 (1) and (2)). Training is an imperative part of the e�orts to make these
technologies available for the blind community. We plan to collaborate with orientation and
mobility training communities to design new training methods by seamlessly integrating
new navigation technologies into their traditional navigation tools, such as canes and guide
dogs [245].

7.7.3 Integration with Navigation Systems
Our ultimate goal is to supplement practical indoor navigation systems to allow blind

users to stand in line in real-world environments. Various localization methods are pro-
posed for helping the blind people navigate, but the methods based on the radio-wave sig-
nal strength (RSS) of Wi-Fi networks or Bluetooth beacons are used by the most practical
systems [72, 122, 172, 189, 215]. Such systems can achieve an accuracy of 1.5m mean error
at best, but this is not su�cient to navigate a user to an end-of-line location as LineChaser
did. We used the AR marker-based localization (Section 7.4.1) that had a better localization
accuracy compared with RSS-based systems [172, 189]. Overall, most of the components
can be integrated into an RSS-based indoor navigation system, but the function for �nding
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the end of the line requires higher localization accuracy. Possible solutions include inte-
grating computer vision-based end-of-line recognition, improving RSS-based localization,
and integrating AR marker localization. We plan to consult development teams for indoor
navigation systems to plan a road map toward integration.

7.7.4 Real-world scenarios
We conducted experiments in a controlled environment. In real-world scenarios, there

are varieties of situations that we can not simulate in a lab-based study. For example, a
target person may bend down while following a line. In this case, LineChaser may not have
the target person in the camera �eld of view and then misinstruct the blind user to move
forward. In a case a line has groups of people standing together and occupy the same area
of the line, the system recognizes the closest person in the group as the target. The closest
person in the group may dynamically change, and the system will fail target identi�ca-
tion. Therefore, we plan to conduct real-world user studies to assess the generalizability of
LineChaser in various situations in real-world settings.

7.7.5 Social Acceptance
Although we obtained positive feedback on the fact that the entire stand-in-line task

could be done with an o�-the-shelf smartphone (A7.27), some participants stated that they
would not use this system in public spaces, mainly due to the way that the smartphone
must be held (A7.29). LineChaser was implemented on iPhone 11 Pro by facing the front
camera to others. When considering how the system would �t with current uses’ practice,
the release of iPhone 12 Pro, which is equipped with Lidar sensor on the back, may have a
positive impact on the problem with the way of how the smartphone is held.

Participants were concerned about pointing a camera explicitly at others (A7.28). While
cameras and sensors of smartphones are being developed to provide more opportunities to
support blind people, this problem is always present andmay cause social friction. To reduce
such social friction, alternative seamless wearable devices (e.g., smart glasses) may play an
important role as a technical solution. We also should raise the societal awareness of the
computer vision-based assistive technologies for the blind.

7.7.6 Ergonomics
Given the fact that we focus on o�-the-shelf smartphones, it is not easy to improve the

ergonomics of the system. We improved the device’s graspability by adding a small handle
to the smartphone after the prototype evaluation. P7.12 rated our prototype system with a
SUS score of 37.5 (F) because she had a hard time holding an iPhone 11 Pro and she reported
it was too heavy to hold for several minutes. However, P7.12 rated our improved system
higher because the handle helped her grasp the device comfortably (A7.18). Overall, P7.12
was able to stand in linewith high con�dencewith LineChaser. However, P7.12 still reported
a physical burden of the system (A7.30), and P7.6 preferred to free their hand while using
the system (A7.31). We observed that the ergonomics aspects, such as the way of gripping
the device, greatly a�ects the usability of the whole system, and such aspects should be
taken into account in the device selection phase for assistive technologies. For example,
using wearable devices which are discussed in Section 7.7.5 could be one solution to this
problem as it enables users to use the system with their hands-free.

7.8 Conclusion
This work developed a smartphone-based system that helps blind people to stand in

lines. We �rst developed a prototype system that helps blind users follow the person in
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front of them as they move intermittently, and performed a preliminary study with six blind
people. Based on the results and feedback, we designed LineChaser. LineChaser �rst guides
a blind user to the end of a line and then helps the blind user follow the line. LineChaser
uses the RGB camera to detect nearby people and the infrared depth sensor to estimate the
distance to the target. LineChaser uses an audio interface to convey detailed navigation
instructions and information on the distance to the target. A vibration interface prompts
the blind user to move or stop. We performed a more advanced user study with 12 blind
participants and observed that LineChaser enabled all participants to complete both tasks,
while maintaining appropriate social distancing. We observed that LineChaser signi�cantly
increased their con�dence in standing in lines. In the future, we plan to integrate LineChaser
into a navigation system with high localization accuracy and a re-designed interface that is
improved based on the results of real-word user study.

Acknowledgement
We would like to thank all participants who took part in our user study. We would also

thank Asuka Hirata, and Yoshiki Kubotani for their support, and the anonymous reviewers
for their helpful comments. This work was supported by JST-Mirai Program (JPMJMI19B2),
JSPS KAKENHI (JP20J23018), and Grant-in-Aid for Young Scientists (Early Bird, Waseda
Research Institute for Science and Engineering, BD070Z003100).



97

Chapter 8

Blind Pilot: Robot-based Navigation System to
Landmark Objects1

“I felt secure because walking with the robot was similar to the feeling of
walking with a person.”

Participant 5
IBM Japan Ltd
March 17, 2019

8.1 Introduction
Independent travel is a major challenge for blind people as they sometimes need to

interact with a landmark object such as a door when entering a room, a button when using
an elevator, and a chair when arriving in a lounge. Interactions with such objects require
signi�cant e�ort and time for blind people because of their lack of visual perception.

Several local navigation systems have been proposed in previous studies to detect land-
mark objects such as doors and chairs and provide information concerning the detected
objects (e.g., direction and distance) via sound and speech [67] or tactile [243] feedback to
blind users. These systems allow users to approach a detected object while correcting their
direction; however, it is di�cult for blind people to maintain a straight trajectory in open
spaces [110, 248]. Therefore, such systems require blind users to quickly and repeatedly
adjust their orientation for precise navigation.

To resolve this limitation, we propose a local navigation robot, BlindPilot, which can
lead blind users directly to landmark objects. By only following the movement of BlindPi-
lot, blind users can reach a target object faster with less e�ort compared to previous local
navigation systems providing sound/speech feedback. In this study, we focus on a scenario
in which BlindPilot detects an empty chair and guides a blind user to that chair (Figure 8.1).
BlindPilot uses an RGB-D camera to detect the empty chair and LiDAR to build a 2D map
of the surrounding area using simultaneous localization and mapping (SLAM). The RGB
images are used to detect chairs and people using a convolutional neural network (CNN)-
based generic object detector [205], whereas the depth channel is used to estimate the 2D
positions of the detected chairs and people. Then, the system determines whether each
chair is empty by considering the estimated 2D positions of the chairs and people. After
mapping the positions of the empty chairs on a 2D map, the system generates a path to an
empty chair and moves along the generated path.

To evaluate the e�ectiveness of BlindPilot in approaching landmark objects, we per-
formed a user study with six blind participants. As a baseline system, we implemented a
sound feedback system based on a previous study [67]. Then, we requested the blind partic-
ipants to approach a chair using the proposed system or the baseline system. We observed

1Project Page: https://wotipati.github.io/projects/CHI2020_LBW_BlindPilot/CHI2020_LBW_BlindPilot.html

https://wotipati.github.io/projects/CHI2020_LBW_BlindPilot/CHI2020_LBW_BlindPilot.html
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Figure 8.1: We present a local navigation robot, BlindPilot, which directly leads blind users
to an empty chair.

Figure 8.2: Overview of the navigation method. The system involves a stereo camera and
LiDAR mounted on a mobile robot. It uses the camera to obtain RGB images and depth
data. (1) The system detects chairs and people using images and obtains their 2D positions
using the depth data. Then, it judges whether each chair is empty by considering the
previously estimated positions. (2) It then builds a 2D map of the surrounding area using
SLAM and maps the positions of the empty chairs. Finally, (3) it generates a path toward
the goal position (G6,~6) next to the chair (G2 ,~2) and leads the blind user by moving along
the selected path.

that BlindPilot allowed users to approach an empty chair signi�cantly faster compared to
the baseline system with sound feedback. Moreover, on the basis of the qualitative feed-
back from the blind participants, we con�rmed that the robotic local navigation system
could navigate blind users with a feeling of security and less e�ort. Based on our �ndings,
we discuss certain future directions for research to realize a more �exible and comfortable
navigation robot for blind users.

8.2 Proposed System
We developed a local navigation robot called BlindPilot, which can directly lead blind

users to an empty chair. As outlined in Figure 8.2, BlindPilot navigates blind users in three
steps: 1) empty chair detection, 2) 2D map creation, and 3) path generation and navigation.
All these processes are performed on a laptop computer (CPU: Intel®Core™i7-8750H and
GPU: NVIDIA®GeForce®GTX 1080) attached to a mobile robot.

8.2.1 Step 1: Empty Chair Detection
We implemented an empty chair detection system by combining stereo image sens-

ing and a CNN-based object detector (YOLOv3 [205]). The system is equipped with a
ZED™Stereo Camera2 to capture RGB images and collect depth data. BlindPilot uses YOLOv3

2https://www.stereolabs.com/zed/

https://www.stereolabs.com/zed/
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to detect chairs and people using the RGB images. We used the central areas of the detected
bounding boxes to obtain the 2D positions of the detected objects in the camera coordinate
system.

The system determines that a detected chair is empty if there are no existing people
within a distance U from the chair position (Figure 8.2(1)). On the basis of our observations,
we set the parameter value U = 1m for all of our studies.

8.2.2 Step 2: 2D Map Creation
The system develops a 2D map of the surrounding area via laser-based SLAM. We built

this map creation system on the basis of ROS gmapping [82], which can create a �oor plan
and the pose trajectory of a mobile robot using laser data. In this study, we used a commer-
cially available mobile robot (MegaRover ver. 2.0, Vstone Co., Ltd.3). To obtain laser data,
we attached a LiDAR unit (URG-04LX-UG01, HOKUYO4) to the mobile robot (Figure 8.2).

After creating the 2D map, the system maps the position of the empty chair estimated
in Step 1. If several empty chairs are detected in Step 1, the system selects the closest chair
as the target chair.

8.2.3 Step 3: Path Generation and Navigation
The system then generates a path next to the target chair and automatically leads the

blind user by following the generated route. This navigation system is built on the ROS
navigation stack [156], which comprises a path planner, a localization system, and a mobile
robot controller. The path planner can generate a path that avoids static obstacles.

To enable users to easily sit in chairs, the system sets the goal position to the left of the
target chair. More formally, let (G2 ,~2) and \ be the position and direction of a detected
empty chair, respectively, as illustrated in Figure 8.2(3), then the system computes the goal
position (G6,~6), which the system publishes to the ROS navigation stack, as follows.

⇢
G6 = G2 � VB8=\
~6 = ~2 + V2>B\

(8.1)

Let V be the distance between the target chair and the goal position. Based on our observa-
tions, we set the parameter value V = 0.7m for all of our studies. When BlindPilot starts or
ends the navigation, the system outputs an audio message such as “Starting the navigation”
or “Arrived at the destination. ”

8.3 User Evaluation
Our primary goal in this study was to understand the e�ectiveness of BlindPilot with

respect to local navigation for blind users. Therefore, we performed a preliminary user
study in which six participants (female: 2, age: 24.5 ± 4.2 (mean and SD)) approached an
empty chair using the proposed system. In this study, we compared BlindPilot to an audio-
based local navigation system that provides information to navigate toward a target object
(e.g., direction and distance) via audio-based feedback to blind users.

8.3.1 Baseline System
As a baseline system, we implemented an audio-based local navigation system based

on a previous study [67] in which Google Glass was used to estimate the position of a
door and text-to-speech feedback was provided such as “right”, “left”, and “straight X m”

3https://www.vstone.co.jp/english/index.html
4https://www.hokuyo-aut.jp/search/single.php?serial=166

https://www.vstone.co.jp/english/index.html
https://www.hokuyo-aut.jp/search/single.php?serial=166
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Figure 8.3: In our user study, we compared two systems: (A) an audio-based system and
(B) a robot-based system (BlindPilot).

(actual algorithms can be found in [67]). In our study, we mounted a ZED camera on the
participants’ chests and detected the chair using the camera rather thanGoogle Glass. While
participants were approaching the chair using the baseline system, a researcher followed
them while carrying a laptop (Figure 8.3 (A)).

8.3.2 Tasks
The primary focus of our study was to investigate which interface (robot-based nav-

igation or audio-based navigation) is more e�ective and comfortable for blind users. Ac-
cordingly, we placed a chair in a simple square space (6m⇥ 11m) and asked participants to
approach the chair using the proposed system or the baseline system. We prepared three
types of routes to the target chair: (1) Front (the target was straight ahead with respect to
the start), (2) Right (the target was 20� to the right with respect to the start), and (3) Left
(the target was 20� to the left with respect to the start). For all routes, the distance between
the start position and each target was 6m.

8.3.3 Procedure
After obtaining informed consent from the participants, the researchers provided an

overview of the study and described these two systems. A short training session ( 10 min)
was then given to the participants. In this training session, while using each system, par-
ticipants approached a chair that was placed in front of them.

Then, the participants were requested to approach the chair three times using one of
the systems (the proposed or baseline system) while the position of the target chair was
changed (1: Front, 2: Right, and 3: Left). Then, we requested the participants to approach
the chair three times using the other system. For each participant, the order of the three
target positions and two systems was randomized.

To analyze thewalking trajectories of the participants, wemounted anApple®iPhone®8
Plus smartphone on the participants (Figure 8.3). We obtained the trajectories using ARKit5,
which can estimate the six degrees of freedom poses of the smartphone using the camera
images. Furthermore, we recorded the behavior of the participants and counted the number
of times that the participants stopped to adjust their orientation when using the baseline
system.

5https://developer.apple.com/arkit/

https://developer.apple.com/arkit/
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Table 8.1: Likert items (1: the baseline system to 7: BlindPilot) and a summary of the
answers.

No. Question P8.1 P8.2 P8.3 P8.4 P8.5 P8.6 Median

Q8.1 Which system wasmore e�ective? 4 5 7 7 7 7 7
Q8.2 Which system was easier to use? 2 6 7 7 7 7 6
Q8.3 Which system feltmore secure? 5 6 6 7 7 6 6
Q8.4 Which system wasmore comfortable? 2 6 7 4 7 7 6.5

8.3.4 Metrics
Task Completion Time

Wemeasured the times that elapsed before the participants sat on the chair (i.e., the task
completion time). To compare the two systems, we hypothesized that the proposed system
would result in a faster task completion time than the baseline system and validated this
hypothesis based on a 95% con�dence interval for the means and the Wilcoxon signed-rank
test with 5% levels of signi�cance.

Post-Interview
After completing all the tasks, we asked the participants to �ll out a questionnaire6. We

designed the questions based on the Quebec User Evaluation of Satisfaction with Assistive
Technology (QUEST 2.0) [54], which is a popular evaluation method for assistive devices.
The total QUEST score, which is the mean of the scores, indicates the user satisfaction with
the system. The statements and a summary of the answers are shown in Table 8.1. The
participants answered these questions in the form of a seven-point scale ranging from 1:
more inclined toward the baseline system to 4: neutral (i.e., both did or did not apply) to 7:
more inclined toward BlindPilot.

Finally, to obtain qualitative feedback, we asked open-ended questions about the advan-
tages and challenges of each system. Moreover, we asked for suggestions to improve each
system and what types of landmark objects the participants would want to approach using
the proposed system.

8.4 Results
8.4.1 Task Completion Time

Table 8.2 reports the task completion time in terms of its mean and standard deviation,
as well as the 95% con�dence intervals, obtained using BlindPilot and the baseline system.
The Wilcoxon signed-rank test con�rmed the statistical signi�cance and the superiority of
BlindPilot over the sound-based system for all tasks. When we compared the total task
completion time, 95% con�dent intervals and the Wilcoxon signed-rank test con�rmed the
statistical signi�cance and the superiority of BlindPilot.

Moreover, we observed that the blind participants who used the audio-based system
required some additional time to adjust their orientation. Figure 8.4 shows certain examples
of trajectories of participants. While the blind participantswalked in a zigzag linewhen they
were using the audio-based system (Figure 8.4 (A)), they could approach the chair smoothly
using BlindPilot (Figure 8.4 (B)). Furthermore, when the participants used the sound system,
they adjusted their orientation 2.9 ± 1.3 times (mean and SD) during each task.

6All communications with the participants were in their native language. In this chapter, we describe any
translated content in the form of “translated content”.
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Table 8.2: �antitative evaluation of the task completion time: Mean and SD: the mean
and standard deviation of the task completion time; Lower and Upper: the lower and upper
bounds of the 95% confidence intervals, respectively; and the ?-value: the ?-value of the
Wilcoxon signed-rank test (⇤ and ⇤⇤ indicate the significance confirmed at the 0.1 and 0.05
levels, respectively).

Target chair position
Audio-based System Robot-based System (BlindPilot)

?-value
Mean and SD Lower Upper Mean and SD Lower Upper

Front 20.5 ± 2.75 17.3 23.7 16.5 ± 1.61* 14.7 18.3 0.04**
Right 22.2 ± 4.30 17.2 27.1 16.8 ± 1.86* 14.7 19.0 0.06*
Left 21.5 ± 4.57 16.2 26.8 16.0 ± 1.53** 14.2 17.8 0.09*

Total 64.2 ± 6.87 56.3 72.1 49.3 ± 3.50** 45.4 53.6 0.04**

Figure 8.4: Trajectories of the blind participants approaching the chair from the le� while
using (A) BlindPilot or (B) the baseline system.

8.4.2 Post-Interview
Table 8.1 reports the results of our questionnaire. We con�rmed that BlindPilot satis�ed

all but one participant (P8.1).

Positive Feedback
Five of the participants who valued BlindPilot (P8.2–P8.6) mentioned that the advantage

of BlindPilot was that they could walk with a greater feeling of security:
A8.1: “Because the robot led the way, I did not have to worry about collisions with
obstacles.” P8.2

A8.2: “I felt secure because walking with the robot was similar to the feeling of
walking with a person.” P8.5

Although P8.1 liked the baseline system, P8.1 also acknowledged that BlindPilot provided
a feeling of security:

A8.3: “I could approach a chair with a feeling of security because the robot directly
guided me.” P8.1

Furthermore, �ve participants (P8.1–P8.4, and P8.6) reported that they could e�ortlessly
approach the chair by following the movement of BlindPilot:

A8.4: “Because the robot automatically approached the chair, I could reach the
chair easily just by following the movement of the robot.” P8.2
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A8.5: “When I used the robot system, I could approach the chair more smoothly
compared to the sound system.” P8.1
A8.6: “I could approach the chair without stress because the robot directly guided
me to the chair.” P8.4

On the other hand, all participants commented that following the frequent navigational
sounds of an audio-based system was di�cult:

A8.7: “It was di�cult for me to walk straight. So, when I used the sound system, I
had to change my orientation repeatedly.” P8.2
A8.8: “When I used the sound system, I had to concentrate on the audio message.”

P8.3
A8.9: “The sound system required that I repeatedly adjust my orientation. This
may increase the risk of collision with other pedestrians or obstacles.” P8.1

Negative Feedback
We obtained two types of negative opinions with respect to BlindPilot as follows:
A8.10: “I want to know the position of the destination before the robot starts its
navigation. I also want to know the movement of the robot. For example, the robot
could turn right after saying ’Turn right.”’ P8.3
A8.11: “The robot system does not change speed when approaching the goal.” P8.6

Other situations where blind people need local navigation
The participants said they wanted to be guided to an empty chair when they are in a

train (P8.1, P8.2, P8.4, and P8.6), bus (P8.1, P8.2, and P8.4), food court (P8.2 and P8.3), or non-
territorial o�ce (P8.3 and P8.5). Furthermore, participants commented on other situations
where they might need a local navigation system:

A8.12: “I often take time to �nd an entrance after arriving at the front of a shop.”
P8.5

A8.13: “When I’m waiting for a train at the platform, I want to be navigated to a
train door.” P8.4

8.5 Discussion
8.5.1 Advantages of BlindPilot

Our quantitative evaluation revealed that, with BlindPilot, blind participants were able
to access an empty chair faster compared to when using the audio-based navigation system.
As shown in Figure 8.4, while blind users could approach a chair smoothly using BlindPilot,
they repeatedly adjusted their orientation and walked in a zigzag line when they used the
sound-based system. Moreover, we con�rmed that the majority of participants (�ve out of
six) were satis�ed with BlindPilot according to our questionnaire (Table 8.1). The feedback
showed that BlindPilot could guide blind users with a feeling of security and less e�ort
(A8.1–A8.6). Furthermore, it was observed that following the frequent navigational sounds
of the audio-based system was di�cult (A8.7–A8.9). These results indicate that a local nav-
igation robot is a promising approach to enable easy local navigation for blind people with
con�dence (a feeling of security). In this study, BlindPilot performed better with respect
to speed, a feeling of security, and the level of satisfaction. These results assume certain
conditions such as correct landmark object detection and smooth movements by the robots.
Furthermore, the participants reported that they wanted to use the robotic system to iden-
tify empty chairs, entrances, and doors in public spaces (A8.12–A8.13). It is necessary to
evaluate multiple factors in practical public environments such as occlusion of the landmark
objects by crowds and non-smooth movements that may be necessary to avoid obstacles.
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8.5.2 Limitations and Possible Extensions
Explanatory Robotic System

Some participants reported the need to convey more informative feedback from the
robot to the blind users. They suggested to provide information about the position of the
destination and the movement of the robot in advance (A8.10). For global voice naviga-
tion systems, the importance of explanation for a current location is well known [200].
Furthermore, in autonomous robotic navigation, it is important to guide blind users while
describing the next movement of the robot rather than guiding blind users in silence. Local
navigation is more time critical compared to global navigation; therefore, the time avail-
able for such an explanation may be limited in practical situations. The timing, interaction
methods, and amount of information should be well designed through future studies.

Flexibility of the Robotic Navigation System
Both P8.1 and P8.6 reported that a drawback of the BlindPilot experience was the inabil-

ity of the user to control the walking speed. The current implementation does not allow the
user to change speed when the robot is leading the user. This is one example of the well-
known challenge of shared control [8], a situation when a user feels less independent when
a robot does not accept any control even if the user is aware of better or more comfort-
able methods of completing the task. This result indicates that future versions of BlindPilot
should provide shared control at least for speed control. The most popular solution is to en-
able a shift of control authority in real time during movement. We expect that the robot will
need to provide shared control for many other aspects, such as orientation, route, and land-
mark object selection, to improve the user experience. The timing and interaction methods
to improve control �exibility require further studies.

8.6 Conclusions
We proposed a local navigation robot, BlindPilot, which directly guides blind users to-

ward an empty chair. The system detects the position of an empty chair using a CNN-based
object detector and stereo image sensing. BlindPilot then generates a path to the chair and
moves along the generated path. We evaluated the e�ectiveness of BlindPilot for six blind
people. The results showed that BlindPilot guides blind users signi�cantly faster than a
sound-based local navigation system. Furthermore, our qualitative analysis showed that
BlindPilot could guide blind users with a feeling of security and less e�ort as well as limita-
tions such as explainability, and walking speed control. In future, we plan to implement and
study a robotic system that can provide informative feedback and shared control toward our
ultimate goal to create practical solutions for blind people to travel independently.
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Chapter 9

Autonomous Navigation Robot’s Acceptance in
Public Buildings1

“I thought the robot would look more like a navigation machine, but it
looks like a natural-looking suitcase and cool. I prefer looking natural
and to not to be recognized as visually impaired. If the robot looked
unsophisticated or conspicuous, I would not want to use it, but I love that
this robot is natural.”

Participant 1
IBM Japan Ltd
March 25, 2021

9.1 Introduction
Blind people face signi�cant challenges when walking through large and complicated

public buildings, such as shopping malls, airports, and hospitals, due to their lack of vision.
Autonomous navigation robots have a great potential of transforming the daily lives of
blind people by allowing them to move independently in such spaces. Recent research has
proposed navigation robots that can guide blind users to their destinations and help them
avoid surrounding obstacles and nearby pedestrians [85, 232, 260].

For the deployment of navigation robots in public buildings, it is imperative to obtain
acceptance not only from blind users but also people in the buildings and those facility’s
managers. Speci�cally, 1) a navigation robot needs to be socially accepted by people in
general, 2) a navigation robot that works in a speci�c building needs to be accepted by
facility managers because they are responsible for keeping a building safe, reliable, and
enjoyable for everyone, and 3) a navigation robot needs to be accepted by blind users so that
they will use it in their daily lives. Prior works have investigated the social acceptance of
assistive technologies, includingwearable cameras [11, 138, 198] and computer vision-based
assistance [3, 12], with visually impaired users and bystanders. However, there have been
few e�orts made to study acceptance and concerns of navigation robots for blind people
[22, 24], and no work investigated it with facility managers.

In this paper, we conducted three studies to investigate the acceptance and concerns
of three stakeholders: 1) an online survey of people in general, 2) interviews with facility
managers, and 3) focus groups [81] with blind users. For these studies, we used a prototype
navigation robot that is assembled into a suitcase (Figure 9.1), which can assimilate into
the environment. It is capable of navigating blind people in multi-story buildings while
avoiding obstacles and nearby pedestrians.

We �rst conducted an online survey with 300 sighted participants. The survey focused
on the social acceptance of our navigation robot, which moves about with blind users. They

1Project Page: https://wotipati.github.io/projects/AI-Suitcase-Acceptance/index.html

https://wotipati.github.io/projects/AI-Suitcase-Acceptance/index.html
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Figure 9.1: We evaluated the social acceptance and concerns regarding an autonomous
robot for navigating blind people in public buildings. We conducted three studies to inves-
tigate the acceptance of and concerns with our prototype robot: 1) an online survey of 300
sighted people, 2) interviews with 15 facility managers in 6 organizations, and 3) a focus
group interview including an experience session using the robot with 12 blind participants.

watched the behaviors of the robot through videos embeded in the quiestionnaire. Because
our prototype robot is di�erent from existing autonomous service robots such as security
robots and delivery robots, we created two types of videos. One shows the robot guiding
a user, and the other shows the robot moving about alone. In addition, participants were
asked about their preferences. The results revealed that participants felt signi�cantly more
comfortable, less obstructed, and safer with the robot guiding a user than with the robot
moving about alone. We also observed that many participants would accept being captured
by a camera if the data were used for assisting blind people and would not be saved.

In the second study, we interviewed 15 facility managers from 6 entities, including 3
retail stores, 2 medical facilities, and a museum, regarding concerns that may arise when
introducing robots to their buildings. We showed them the videos and observed that man-
agers expressed concern that surrounding people might misunderstand the purpose of the
robot’s camera, which could cause privacy-related trouble. They also commented that the
robot’s movements were so natural that the user would not seem visually impaired, and
thus, we may need some way to indicate that the user is visually impaired. In this paper,
we de�ne these concerns as “privacy concerns” and “visibility concerns”, respectively,
and discussed these concerns with blind participants in the focus group session.

In focus group sessions, we asked 12 blind participants to use our robot in an o�ce
building and then discussed concerns that may arise when using robots in public buildings.
While all participants appreciated that the robot’s design looks very natural and cool, they
shared various opinions regarding their concerns with the robot’s appearance. Five par-
ticipants commented that they prefer not to be recognized as visually impaired, but seven
participants agreed with the visibility concerns and suggested informing surrounding peo-
ple that they have a visual impairment. Regarding privacy, while six participants did not
mind capturing people in the surroundings with a camera on the suitcase, the others were
concerned that they might get into trouble if people misunderstood the purpose of the cam-
era.

On the basis of the results and �ndings of the three studies, we analyzed the common-
alities and di�erences among blind people, facility managers, and people in general. In the
discussion section, we further discuss how to reduce privacy and visibility concerns in ad-
dition to safety considerations. Finally, we present future work on making autonomous
navigation robots more �exible and more socially acceptable for all.
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Figure 9.2: Our prototype robot uses vibro-tactile feedback on a suitcase handle; an RGB-
D camera for pedestrian detection; and a LiDAR for localization and obstacle detection.
Computational resources such as a CPU and ba�ery are in the suitcase. The front wheels
of the suitcase are motorized.

9.2 Related Work
We speci�cally focus on evaluating the social acceptance and concerns regarding an

autonomous robot for navigating blind people in public buildings. In this section, we review
related work speci�c to this chapter that were not detailed in Chapter 2.

9.2.1 Social Acceptance of Autonomous Robots
There is a large body of research investigating and discussing the social acceptance of

service robots [52]. Such service robots have become part of work-life inmany sectors [217].
Researches have investigated the social acceptance of shopping assistant robots [28, 151,
221], public relations robots [180], security robots [152], delivery robots [113, 184], and
healthcare robots [37, 90]. Similar to the previously introduced assistive technologies, ser-
vice robots involve multiple stakeholders. Niemela et al.studied the acceptance of social
robots in a shopping mall with their customers, store managers, and mall managers [180].
Hebesberger et al.reported acceptance of robots in a care hospital with sta� and older
adults [90].

Compared with existing autonomous service robots such as security robots and delivery
robots, blind navigation robots are characterized by the fact that the user always moves
beside the robot. Thus, we conducted an online survey with sighted people, where we
compared the social acceptance of a robot guiding a user and the robot moving about alone.

9.3 Implementation of a Robot in Public Buildings Se�ing
The purpose of this paper is to investigate how blind people, facility managers, and

people in general perceive and accept an autonomous assistant robot that is implemented in
public buildings. We designed a navigation robot with reference to prior research [24, 85, 91,
232, 260] and tested it in large multi-story buildings (a �ve-story shoppingmall building and
selected �oors of a 25-stories o�ce building). This section describes the design principles
of the robot and how the designs matter to real-world scenarios.

9.3.1 Design Principle of the Blind Navigation Robot
There are three principles to the robot design.

1. The robot considers the user who holds its handle as much as possible:
The navigation robot walks alongside a user, so it needs to consider not only its own
body but also the user’s body to compute its path and speed [85].
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2. The robot follows social norms in the building as much as possible:
The robot needs to consider nearby pedestrians on behalf of the user. The robot
recognizes people in the surroundings so that it and the user can behave socially;
avoiding people standing still, following people walking in front of the robot, social
distancing, navigating through elevators, and waiting in lines [24].

3. The robot interacts with the user through haptic and voice:
The robot provides its future actions in advance through haptic output on its handle
and is controllable by a conversational interface on a smartphone app.

We have implemented functionalities in addition to the existing navigation robot [85, 260],
including high-precision localization, social-aware navigation (e.g., , queuing and �oor tran-
sitioning by using elevators), and a smartphone app to control the robot. The robot is as-
sembled in a ready-made suitcase, which enables the robot blend in with the environment
without attracting too much attention [91].

9.3.2 High-precision Localization in Multi-story buildings
First, the robot is able to know its precise location to navigate blind people to their

desired destinations. Our robot utilizes radio frequency signals like Wi-Fi or Bluetooth to
roughly localize its location in large multi-story buildings. Then, it uses a LiDAR sensor to
localize its position and orientation in a building bymatching point clouds to a pre-built map
to get a precise location to usually within several inches. The current implementation uses
the Cartographer ROS package2 for point cloud registration. The system requires collecting
radio frequency signals and LiDAR point clouds data in the building to build the map in
advance.

9.3.3 Social-aware Navigation
In addition to localization, the robot can detect and track people in its surroundings with

its RGB-D (RGB image + depth) camera and estimate the status (position, speed, walking
direction) of each person. It recognizes people in an image by using Yolo V4 [34] at rate of
10 frames per second, and it tries to behave socially on the basis of the recognition results.
It keeps social distance as much as possible, avoids people standing in its path, and waits
in lines. To get in a line, the current implementation uses metadata for possible queuing
positions. This means that the current robot can deal with pre-de�ned static line location
like with footprint markers, which have become popular in the current pandemic situation.
While in a line, the robot continuously measures the distance from the person in front of it
and proceeds towards the head of the line. The robot is also able to navigate through eleva-
tors with little help from the user. It asks users to push the elevator buttons by indicating
in detail the location of the buttons to call the elevator. How robots communicate with an
elevator management system can often be a problem. It is usually solved by using robot
hands or using a network API. In our scenario, the robot can sometimes rely on the user.

We also implemented a smartphone app as an interface for the robot in addition to the
custom tactile handle of the suitcase [85]. Similar to some navigation apps [215, 250], the
smartphone app utilizes a speech-to-text engine to help the user easily input their desti-
nation. The app sends the destination to the robot by using a custom Bluetooth pro�le. It
also has function for speaking messages received from the robot with a text-to-speech en-
gine. The user can choose a means of audio output that connects to their smartphone. We
recommend that users use the smartphone speaker or an open ear headset such as a bone
conduction headset.

2https://opensource.google/projects/cartographer

https://opensource.google/projects/cartographer


9.4. Online Survey of People in General 111

9.4 Online Survey of People in General
We �rst explored the social acceptance of our navigation robot with online sighted par-

ticipants. The main research questions of this online survey were “how will people in
general accept our robot moving about in public buildings" and “how does social
acceptance change between the robot guiding blind users and the robot moving
about alone". We recruited more than 300 participants via a crowdsourcing marketplace
(CrowdWorks3) and asked them to answer our questions after watching two types of videos
that presented the features of our robot. These videos presented the same features but one
video showed the robot guiding a user, while the other showed the robot moving about
alone. The videos and the list of all questions are available in our supplementary material.

9.4.1 Video Stimuli
As shown in Figure 9.3, participants watched two videos: video A, which showed the

robot guiding a user with a blindfold, and video B shows the robot moving about alone.
Video A and B have the same content and presented the robot’s four features as follows:

• Feature 1: Navigation
The robot can navigate users to their destinations while avoiding obstacles.

• Feature 2: Pedestrian Avoidance
The robot can avoid collisions with nearby pedestrians by stopping if a pedestrian is
going to cut across in front of the robot or by moving through free space if a group
of people is blocking the robot’s path.

• Feature 3: Riding an Elevator
The robot can detect the opening/closing of an elevator door and get on/o� the ele-
vator at the desired �oor.

• Feature 4: Standing in a Line
The robot can navigate the user to the end of a line and follow the line movement.

The two videos presented these features from the same place, same camera angle, and with
the same movements. The only di�erence between the two is whether a user is next to the
robot or not.

9.4.2 Procedures
On the instructions page, we �rst mentioned that our online survey contained secret

questions for checking participation and determining compensation to encourage partici-
pants to read and answer all the questions thoroughly; it was adapted from a performance-
based payment approach [96]. After that, the online survey opened with demographic ques-
tions and several questions about experiences with interacting with visual impairments and
robots in public spaces. Then, participants watched either video A (robot and user) or B
(robot only) and answered questions about the social acceptance of the robot presented in
the video. After completing the questions, they watched the other video and also answered
the same questions. The order of videos to be watched was randomized for each participant.

There were three secret questions (one in video A and two in video B) that we used to
check whether online participants watched the videos: how many people were standing in
lines in video A for Feature 4 (Standing in a Line), how many people blocked the robot’s
path in video B for Feature 2 (Pedestrian Avoidance), and how many people were in the
elevator in video B for Feature 3 (Riding an Elevator). We marked a response as invalid

3https://crowdworks.co.jp/en/
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Figure 9.3: Video stimuli used in our online survey. While the two videos presented the
robot’s features from the same place, same camera angle, and with the same movements,
video A shows the robot assisting a blind person, and video B shows the robot moving
about alone.

and did not use it for our analysis if a participant had a wrong answer to any of these
questions. Participants whose responses were marked as valid were compensated 1$ for
their participation.

9.4.3 �estionnaire about Social Acceptance of Robot
To evaluate the overall social acceptance toward the robot, we asked participants to rate

the following sentences using 7-point Likert items (rating from 1: strongly disagree to 7:
strongly agree):

• “I would feel uncomfortable if the robot were moving about ‘alone’ (or ‘with a blind
person’) in public buildings.”4

• “I would feel that the robot is disruptive if it were moving about ‘alone’ (or ‘with a blind
person’) in public buildings.”

4All communication with the participants was in their native language. In this chapter, we describe any
translated content in the form of “translated content.”
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• “I would feel unsafe if the robot were moving about ‘alone’ (or ‘with a blind person’) in
public buildings.”

One of our research questions is “social acceptance change between the robot guiding blind
users and the robot moving about alone.” Thus, we asked participants to rate how they
accepted the robot after watching each video.

The other research question is “how will people in general accept our robot moving
about in public buildings.” To investigate the robot’s camera acceptance, we asked partici-
pants to answer whether they are okay with the robot’s camera capturing them in each of
four conditions (C1 – C4) using 7-point Likert items. As shown in Figure 9.6, these condi-
tions are characterized by whether the captured data is used for only blind people assistance
[C1 and C2] or not (including other purposes) [C3 and C4] and whether the captured data
is saved [C2 and C4] or not (one-time detection only) [C1 and C3]. Also, participants rated
whether they were okay with the robot’s camera capturing them if it were to be used for
the robot’s speci�c features (Features 1–4 in 9.4.1). We also asked participants to rate these
questions about camera acceptance for the cases of the robot moving about alone or moving
about with a blind person after watching each of the videos. Finally, participants answered
what kind of personal information they do not mind being captured by the robot’s camera,
such as age, height, clothes, action, and so on.

9.4.4 Results
We summarize the remarkable results in this section. The list of all questions and the

summary of the answers are shown in our supplementary material (Appendix A).

About Participants
While we got 315 responses in total, 15 participants incorrectly answered our secret

questions and were excluded from our analysis. As a result, we acquired answers from 300
individuals (Male: 155, Female: 142, and Decline to State: 3). Participants ranged from 18
to 67 in age (Mean = 37.94 and SD = 9.58); only adults, age 18 or older, were allowed to
participate in our online survey.

Sixty-three participants out of 300 had a personal, volunteer, or work experience inter-
acting with people who had visual impairments, and 53 had helped strangers with visual
impairment in public spaces. One hundred and twenty three participants out of 300 had
seen robots moving about in public spaces, and only one participant had been involved in
the development, promotion, marketing, or sale of robots.

Robot Only vs. Robot and User
Figure 9.4 shows the questionnaire results regarding the overall social acceptance in

terms of uncomfortable, obstructed, and unsafe feelings toward the robot guiding a user or
moving about alone. We compared the acceptance for each by using a Wilcoxon signed-
rank test with 5% levels of signi�cance. The ?-values of each test are shown in Figure 9.4.
Our analysis revealed that, for all questions, the robot guiding a user received signi�cantly
higher social acceptance than the robot moving about alone.

Figure 9.5 shows the questionnaire results regarding the acceptance of the camera for
each feature (Feature 1–4). We also compared the robot guiding a user and moving about
alone for each feature using a Wilcoxon signed-rank test, and the ?-values of each test are
shown in Figure 9.5. Our statistical analysis revealed that the robot guiding a user received
signi�cantly (at the levels of 5% for Features 2 and 3 and 0.1% for Features 1 and 4) higher
camera acceptance for all features than the case of the robot moving about alone.
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Figure 9.4: Overall social acceptance for cases in which the robot is guiding a user (Robot
& User) and moving about alone (Robot Only). ? : ?-value of the Wilcoxon signed-rank test
done for each question (* and ** indicate the significance found at the levels of 0.05 and
0.001, respectively).

Figure 9.5: Camera acceptance for cases in which the robot is guiding a user (Robot & User)
and moving about alone (Robot Only). ? : ?-value of the Wilcoxon signed-rank test done
for each question (* and ** indicate the significance found at the levels of 0.05 and 0.001,
respectively).

Camera Acceptance
Figure 9.6 shows the results of the camera acceptance of the robot guiding a user when

we compared the acceptance in four conditions (C1–C4). Figure 9.6 also shows the ?-values
of a Wilcoxon signed-rank test with 0.1% levels of signi�cance. Our analysis revealed that
the camera acceptance was higher when the captured data was used for assisting blind
people [C1 and C2] rather than including other purposes [C3 and C4]. In addition, we
observed that the camera acceptance was higher when the captured data was used for one-
time detection only [C1 and C3] rather than when the data was saved [C2 and C4]. As a
result, the highest acceptance was for C1 (using the captured data for assisting blind people
and one-time detection only), followed in order by C2, C3, and C4. When the captured data
was used for assisting blind people only and was not saved at all [C1], 75.3% of participants
answered that they were OKwith the robot’s camera capturing them (5–7 points). However,
19% of participants answered that they did not want to be captured by the robot’s camera.

9.5 Interview with Facility Managers
Our ultimate goal is to implement our robot in public buildings (e.g., , shopping malls,

hospitals, and museums) and to allow blind people to walk independently and freely in such
buildings by using it. To explore the concerns that may arise when introducing robots to
public buildings, we conducted semi-structured interviews with 15 facility managers in 6
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Figure 9.6: Overall camera acceptance for each condition. ? : ?-value of the Wilcoxon
signed-rank test done on each condition (** indicates the significance found at the lev-
els of 0.001).

Table 9.1: Interview Participants.

ID Facility Type Position (Number of People)

F9.1 Shopping Mall Tenant Management (1)

F9.2 Rehabilitation Center Vice Director and O&M Specialist (1)
Technical Advisor (1)

F9.3 Polyclinic Management Improving Team (1)

F9.4 Real Estate Development Co. Corporate Social Responsibility Promoter (1)
Customer Support (1)

F9.5 Science Museum Facility Management (1)
Visitor Service (2)
Strategy Management (2)

F9.6 Discount Store Corporate O�cer (1)
Business Consultant (2)
Store Designer (2)

organizations (Table 9.1). Out of the six organizations we interviewed, two had contacted
the authors’ research group in the past, and four were contacted for the �rst time.

9.5.1 Procedure
Because of the COVID-19 outbreak, all interviews were conducted over videoconferenc-

ing. The sixth author was the primary interviewer in all interviews. The �rst and second
authors attended most interviews as secondary interviewers who asked follow-up ques-
tions. Interviews started by asking participants how they assist blind people who visit their
facilities:

• “Do you have a manual or guidelines for blind visitors?”

• “Have you had any troublesome situations that occurred when a blind person visited
your facilities?”
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Then, participants watched a video that showed the robot guiding a user and presented
the robot’s four features. The video was used in our online survey as video A. The details
of the video contents were described in Section 9.4.1. After watching the video, we asked
participants questions about the concerns that may arise when introducing the robot to
their facilities:

• “Do you have any safety concerns about the robot moving about in your facilities?"

• “What criteria and processes must be needed so that your organization judges the robot
to present no safety problems?”

• “Do you have any privacy concerns about the robot’s camera?”

• “Do you have any suggestions for improving the robot?”

The interviews lasted approximately 60 minutes each. The sessions were audio recorded
and transcribed for further analysis.

9.5.2 Findings
Policies for Blind Visitors

Three facilities (a rehabilitation center, polyclinic, and science museum) had a manual
or guidelines for assisting blind visitors:

A8.1: “As part of sta� training, we take a course to experience a simulation of
visual impairment by wearing goggles.”

F9.2: Rehabilitation Center, Technical Advisor

A8.2: “We have instruction manuals for assisting people with disabilities and man-
uals that mention visually impaired people. Although our facility does not have a
system for directly guiding visually impaired people to exhibits, we have a supple-
mentary tool to help them understand exhibit contents through voice.”

F9.5: Science Museum, Visitor Service

A8.3: “We have instruction manuals for taking care of people with disabilities,
including visually impaired people.”

F9.3: Polyclinic, Management Improving Team
Three other organizations (a shopping mall, real estate development corporation, and dis-
count store) did not have such manuals for blind visitors:

A8.4: “In our facility, there are no clear rules or documents on how to assist visually
impaired people.”

F9.1: Polyclinic, Shopping Mall, Tenant Management

A8.5: “Our company does not have a department that handles accessibility. Our
company is not well prepared for assisting people with disabilities.”

F9.6: Discount Store, Business Consultant

A8.6: “We do not have guidelines or training courses so far. I cannot say our facility
actively takes care of visually impaired people.”

F9.4: Real Estate Development Co., Customer Support

Positive Comments
F9.1, F9.3, and F9.5 commented that our suitcase-shaped robot’s appearance and move-

ments were natural and intelligent:
A8.7: “I was surprised that the robot was in the shape of a suitcase. The robot’s
movements were so intelligent that surrounding people might not notice that the
user was visually impaired.” F9.3: Polyclinic, Magagement Improving Team
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A8.8: “This robot was moving about naturally, and I did not feel any safety issues
with it. ... The size of the robot is an advantage of this robot. Because this robot
is about the size of a suitcase, stores can respond to blind users like they do to
customers carrying a suitcase and do not need to take any special measures.”

F9.1: Shopping Mall, Tenant Management
F9.3 and F9.4 mentioned that this navigation robot would be especially useful for people
visiting the facility for the �rst time:

A8.9: “I think the best use case for this robot is to guide our patients. Since the
hospital is large and complex and it is di�cult to know where to go, especially for
�rst-time patients, this robot would be helpful for such people.”

F9.3: Polyclinic, Magagement Improving Team

A8.10: “I think this robot would be useful not only for people with visual impair-
ments but also for other people. It would be a good idea to introduce this robot
to facilities where many people, such as inbound tourists, are visiting for the �rst
time.” F9.4: Real Estate Development Co., Customer Support

Privacy Concerns
All organizations answered that they would be OK with the robot’s sensors capturing

the surrounding information if the captured data is used for assisting blind visitors:
A8.11: “If the robot is used for assisting blind people and does not record surround-
ing information, we would like to ask stores in our shopping malls to accept the
robot the same as guide dogs. I think it would be essential to inform the stores of
the robot’s purpose and the handling of the captured data in advance.”

F9.1: Shopping Mall, Tenant Management

However, all organizations except for F9.6 were concerned that surrounding people
might get suspicious of the cameras attached to the suitcase. They suggested announc-
ing the use of the cameras and handling of the data to visitors of the facility. Speci�cally,
they suggested that a sticker should be attached to these suitcases to inform people who
see the system of the purpose of the robot and that posters at the entrance or in-house an-
nouncements should inform visitors that an assistance robot for blind people is working in
the building:

A8.12: “There is a concern that customers may misunderstand the purpose of the
robot’s camera, which could cause some trouble. When we installed a temperature
monitoring system during the COVID-19 outbreak, we received an inquiry about
how the face recognition data is managed. If the robot lets the surrounding visitors
know that it is used for supporting blind users, they will accept the robot’s camera.”

F9.3: Polyclinic, Magagement Improving Team

A8.13: Since service robots are still not common, and some visitors may be suspi-
cious of the robot’s camera, it would be good to announce that the robot is lent by
the facility. For example, we can put stickers on robots and stores, broadcasts inside
the building, and use digital signage.” F9.1: Shopping Mall, Tenant Management

A8.14: “We should inform visitors that an assistive robot is moving throughout
the museum and how captured data is handled by putting a poster at the entrance.
Since we agree that blind users do not want to attract people’s attention, the robot
itself may not have to be overly conspicuous.”

F9.5: Science Museum, Facility Management
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Safety Concerns and Visibility Concerns
While the robot’s movements were described as so natural that the user would not seem

visually impaired (A8.7 and A8.8), four organizations (F9.1 and F9.3–F9.5) commented that,
for safety reasons, the robot and user should inform people that the user is visually impaired:

A8.15: “If surrounding people notice users of guide dogs, they will move out of the
way. This robot may be perceived as a suitcase for travel. I think that surrounding
people would not notice that the user is visually impaired or would not avoid them.”

F9.1: Shopping Mall, Tenant Management

A8.16: “If surrounding people notice people who are visually impaired, they will
avoid collision. In the case of hospitals, surrounding sta� members will help. If the
user does not mind, the system should inform surrounding people that the user is
visually impaired.” F9.3: Polyclinic, Management Improving Team

A8.17: “I think that the robot will assimilate into surrounding environments and
that people will not avoid it. Because the crowdedness of the facility changes de-
pending on the season, I’m worried about whether the robot can avoid collision in
crowded situations. If the robot informs surrounding people that the user is visually
impaired, people could avoid them, reducing the risk of collision.”
F9.4: Real Estate Development Co., Corporate Social Responsibility Promoter

In this paper, we de�ned these concerns about whether blind people should notify their
presence to surrounding people as a “visibility concern”, and we discussed it with blind
people in a focus group session (Section 9.6).

In relation to the safety concerns that appear when introducing autonomous robots to
public facilities, the need for criteria that can be used to verify the safety of robots was
mentioned by participants:

A8.18: “Because our facility does not have any past cases of safety veri�cation,
the introduction of robots will face high barriers in terms of safety at this stage.
If public guidelines issued by the government, standards, and safety tests could be
used for objective evaluation, I think they could be criteria for introducing robots.”

F9.4: Real Estate Development Co., Customer Support

A8.19: “Our facility does not have any standards for evaluating safety. The ISO
standards have three types5 of standards for service robots [ISO 13482]. This suitcase
would not apply to any of them, so we need to de�ne a new standard.”

F9.2: Rehabilitation Center, Vice Director and O&M Specialist

A8.20: “As for guidelines regarding the safety of robots, our stores are unusual
environments (corridors are very narrow). Even if there are no legal problems, we
do not know if our stores would not have any problems, so I think we need to verify
this in our stores.” F9.6: Discount Store, Corporate O�cer

As other safety concerns, we got the following comments from participants:
A8.21: “Many of our visitors are children. I’m worried about the risk of children
making unexpected movements and colliding with the robot.”

F9.5: Science Museum, Visitor Service

A8.22: “In our stores, the corridors between shelves are narrow [1 m–1.6 m]. There
is the risk of shoppers or clerks tripping.” F9.6: Discount Store, Store Designer

5Mobile servant robot, physical assistant robot, and person carrier robot.
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Table 9.2: Demographic descriptions of focus group participants.

ID Age Gender Eyesight Primary Aid

P9.1 26 Male Blind since age 10 White cane
P9.2 33 Female Blind since age 14 White cane
P9.3 23 Male Blind since age 4 White cane
P9.4 38 Male Blind since age 30 White cane
P9.5 56 Male Blind since birth White cane
P9.6 43 Female Blind since age 3 White cane
P9.7 64 Male Blind since age 42 White cane
P9.8 31 Male Blind since age 26 Guide dog
P9.9 29 Male Blind since age 5 White cane
P9.10 61 Female Blind since age 45 White cane
P9.11 25 Male Blind since age 15 White cane
P9.12 52 Male Blind since age 8 White cane

9.6 Focus Group with Blind People
In the sessions, we discussed safety, privacy, and visibility concerns with the robot men-

tioned in the online survey of people in general and the interviews with facility managers.

9.6.1 Participants
We recruited 12 blind participants (9m/3f), with ages ranging from 23 to 64 years old

(Table 9.2). For the recruiting, we used an e-newsletter for people with visual impairments
and the participants were compensated $90 for their time. We recruited blind people who
satisfy the following conditions: (1) consider themselves to have good orientation and mo-
bility skills; (2) often travel independently by using their cane or guide dog; and (3) familiar
with using their smartphone.

9.6.2 Procedure
We had three sessions with four participants each (P9.1–P4, P9.5–P9.8, and P9.9–P9.12).

This study was organized into two sections. Participants �rst tried to use our robot in
an o�ce building. Then, participants and researchers conducted a focus group [81] that
discussed how to widely adopt autonomous navigation robots in the real world. The focus
group session took around 90 minutes, while the whole study took approximately 2.5 hours,
and blind participants were compensated 90 $ for their time.

Trial Session of Our Robot
Figure 9.7 shows the routes we used in the study. The routes included a long route (ap-

proximately 160 m) on the �rst �oor and a short route using an elevator to move to another
�oor. After obtaining (IRB approved) informed consent from participants, researchers gave
an overview of the study and described the interface of the robot. We especially explained
how to place their left hand on the handle of the robot, how to change the robot’s speed,
and the vibration signals provided from the suitcase handle.

Then, four participants were asked to walk on the route on the �rst �oor (approximately
160 m) using the robot. As shown in Figure 9.7, when participants walked on the route, 1)
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Figure 9.7: The route used in the focus group with blind people. 1F:We first asked partici-
pants to walk along the route (approximately 160 m) on the first floor. The route included
points where (1) the robot conveyed information on POIs, (2) an experimenter crossed the
participants’ route, (3) an experimenter blocked the route, and (4) participants stood in a
line. 10F or 11F:We then asked participants to move from a floor to another floor by riding
an elevator with the robot (5).

the robot gave information on the surroundings (e.g., “There is a convenience store on the left
side.” ), 2) one experimenter crossed the participants’ path, and the robot stopped to avoid
collision, 3) one experimenter blocked the path, and the robot avoided them by moving
through free space, and 4) the robot navigated the user to the end of the line and they
followed the line movement. On the �rst �oor, people constantly walked into or out of the
o�ce, restroom, co�ee shop, convenience store, etc. While participants were walking with
the robot, a researcher was walking behind them to explain the features of the robot and
guarantee their safety as well as other pedestrians’ safety.

After reaching the goal position on the �rst �oor, participants moved from one �oor to
another by riding an elevator with the robot (Figure 9.7–5). Two participants moved from
the tenth �oor to the eleventh �oor, and two other participants moved from the eleventh
�oor to the tenth �oor.

The trial session took around 30 minutes per participant. We conducted the session
using two robots and �nished all trial sessions with four participants in 60 minutes. During
the tasks, we recorded how participants used the system with a video camera for further
analysis.

Focus Group Session
After �nishing all routes, researchers performed a focus group sessionwith participants.

The session was semi-structured to focus on the safety, privacy, and visibility concerns that
were pointed out in our online survey and interviews. We also asked the participants in
what scenarios would they use our robot. The session was audio recorded and transcribed
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for further analysis.

9.6.3 Findings
Visibility Concerns

All participants appreciated that the robot’s design looked natural and cool. When we
asked them about the visibility concerns pointed out by the facility managers (i.e., , blind
people should inform others that they are visually impaired for safety), �ve participants
(P9.1–P9.3, P9.6, and P9.10) commented that they would not want to emphasize that they
are visually impaired:

A8.23: “It is great that the robot looks stylish. I thought the robot would look more
like a navigation machine, but it looks like a natural-looking suitcase and cool. I
prefer looking natural and to not to be recognized as visually impaired. If the robot
looked unsophisticated or conspicuous, I would not want to use it, but I love that
this robot is natural.” P9.1

A8.24: “I do not want to emphasize that I am visually impaired. I’m trying to live
so that I do not look visually impaired. It is great that the design of the robot is
based on a suitcase and is natural and modest.” P9.2

A8.25: “It is good that this suitcase-shaped robot may not make me look like a
visually impaired person, unlike when walking with a guide dog, which may make
it obvious.” P9.6

A8.26: “I do not use a white cane as a symbol of visual impairment. I use it as a
necessary aid for walking. If I can feel safe with the suitcase, I would trust it and
walk without the cane.” P9.3

Seven participants (P9.4, P9.5, P7–P9.9, P9.11, and P9.12) agreed with the visibility con-
cerns and suggested showing that users have a visual impairment. P9.1, P9.2 and P9.11 also
commented that, when they bump into someone, showing their white cane can reduce the
possibility of being in trouble:

A8.27: “I usually walk with a white cane. I’m using a white cane for a walking aid
and making people aware I am visually impaired. I think that the suitcase-shaped
robot looks cool, but I’m a little worried about the surrounding people not noticing
me. I want to show that I have a visual impairment in some way. For example,
designing a new symbol for suitcase robots and putting it as a sticker on the robot
and promoting the symbol such as through SNS.” P9.4

A8.28: “While I understand that some blind people don’t want to emphasize that
they are visually impaired, I also realize the advantage of it. For example, when
I am walking with my guide dog, surrounding people sometimes ask me, ‘do you
want some assistance?’ ” P9.8

A8.29: “When I get into an accident such as a collision with someone, if they are
aware that I am visually impaired, it can reduce the possibility of me being in
trouble.” P9.11

A8.30: “When I bump into someone, it is important to show that I am visually
impaired. If I have a white cane, the person may apologize, so I can feel safe.”

P9.12

Safety Concerns
Participants shared various impressions regarding their safety concerns with the robot.

Although only one participant (P9.2) tried the robot without holding cane, six participants



122 Chapter 9. Autonomous Navigation Robot’s Acceptance in Public Buildings

(P9.1, P9.2, P9.6, P9.7, P9.9, and P9.10) commented that they would not use a white cane
while walking with the robot to keep another hand free:

A8.31: “I think there is less risk of collision in a place like today’s place (o�ce envi-
ronment). However, I wondered how the robot would behave in crowded situations
such as stations during rush hours.” P9.12

A8.32: “Because the suitcase slowed down its speed when it moved near walls and
people, I was not concerned about endangering surrounding people.” P9.4

A8.33: “I folded the white cane away and walked with the robot. If I were also
using the white cane, I would have concerns that both hands are busy. So, I would
not use a white cane while walking with the robot.” P9.2

A8.34: “I think I would not use the cane while walking with the robot. I want
to move about by putting one hand on the robot and keeping the other hand free
because I don’t want both of my hands busy.” P9.10

A8.35: “I hope I can fold awaymywhite cane because I do not want both to be hands
busy. If the robot can be trusted to also recognize gaps, I want to walk without a
cane.” P9.6

Privacy Concerns
Our study revealed that, while some facility managers were concerned that surrounding

people may misunderstand the purpose of the robot’s camera, which could cause trouble,
people in general would tend to accept the robot’s camera if it were used for assisting blind
people only and the captured data were not saved at all. When we described these results
regarding privacy concerns, while six participants (P9.1 and P9.2, P9.6, and P9.9–P9.11) did
not mind surrounding people being captured with the camera on the suitcase, the other par-
ticipants (P9.3–P9.5, P9.7, P9.8 and P9.12) were concerned that they might get into trouble
if people misunderstood the usage of the camera:

A8.36: “Surveillance cameras are widely used and accepted because the usages of
these cameras are understood by society. Similarly, the suitcase’s camera will be
accepted if surrounding people understand that the camera is used for assisting
visually impaired people.” P9.7

A8.37: “If surrounding people do not understand that the camera on the suitcase
is necessary for supporting visually impaired people, there is a concern that people
will misunderstand the usage of the camera and the user might get into trouble. I
hope the system will be widely used, and surrounding people will understand the
usage of the camera.” P9.3

A8.38: “If surrounding people will be concerned about privacy and so on, I think it
might be better to clarify the usage of the camera on the suitcase.” P9.5

Prospective Scenarios for Autonomous Navigation Robots
All participants appreciated that they could walk alone by following the robot’s move-

ment only. When asked about in what scenarios the participants would use our robot, the
participants commented that they would want to use the robot to walk alone while feeling
the surrounding information and atmosphere, which is di�cult for them to do with a white
cane:

A8.39: “I hope I can walk around the neighborhood by using the robot. Visually
impaired people walk to clearly de�ned destinations by preparing in advance well
or utilizing some tool. I want to use the robot for taking a walk without a speci�c
destination. The robot has a great advantage in that I can walk alone without
having to worry about anyone else.” P9.3



9.7. Discussion 123

A8.40: “I want to do window shopping while listening to surrounding information
at a shopping mall. I can do some shopping if someone helps me, but I feel sorry
asking when I do not have speci�c purpose. By using the suitcase, I want to walk
freely in a shopping mall by myself and do window shopping.” P9.2

A8.41: “When I usually move about, I think only about ‘which intersection to turn
at’ or ‘which tra�c light to turn at.’ With the guidance of the robot, I want to walk
while sensing the surrounding atmosphere and information.” P9.4

9.7 Discussion
9.7.1 Social Acceptance of Suitcase-shaped Navigation Robot

In this study, we observed that social acceptance would be higher for navigation robots
assisting blind people than for robots operating alone in the study with people in general.
The robot guiding a user received signi�cantly higher social acceptance than the robot mov-
ing about alone, as indicated in all questions (Section 9.4.4). One of the major concerns, in
general, is the use of cameras, but acceptance was higher if the captured data is to be used
for assisting blind people for one-time detection without storing the data (Section 9.4.4).
This e�ect is similar to the AT-e�ects of HMD usage [198], in other words, people tend
to accept technology if it is used for assistive purposes Still, this �nding is unique since
autonomous robots usually move around alone, and there are fewer use cases of them be-
ing accompanied by a human. Our �ndings suggest that this characteristic will lower the
barrier to deploying robots in public buildings. While we have yet to further investigate
this, these �ndings may suggest that other use cases of robots accompanying people with
disabilities may have similar advantages, such as autonomic wheelchairs or navigational
shopping carts for the elderly. The results suggest that providing navigation to people with
disabilities can open the door to the deployment of service robots in public buildings in the
near future.

9.7.2 Visibility Concerns
The robot was designed to appear as a standard suitcase to make it possible for the robot

to assimilate into the environment in public buildings. The design principle was successfully
adapted, and facility managers commented that the use cases were not distinguishable from
those in which a person is walking with a standard suitcase. Throughout the study, we
received divergent opinions on this aspect.

All blind participants rated the design highly or expressed that they were comfortable
because the robot was able to assimilate into the surrounding environment (A8.23–A8.26).
However, facility managers from four out of six organizations mentioned concerns with
such assimilation. They thought that it should be clear to others that a person is visually
impaired so that they are safer. The managers thought that a sighted visitor can proactively
avoid a collision if they notices a blind person is approaching them (Section 9.5.2).

Five out of 12 blind participants maintained their preference toward the seamless-look
in public buildings even after understanding the existence of the visibility concerns (A8.23–
A8.26). One notable comment was, “I prefer to look natural and not be recognized as visually
impaired” (A8.23). On the other hand, seven blind participants suggested ways to make
visual impairment clear to others such as through the use of a new symbol for blind navi-
gations robot that can be attached to the robots (A8.27 and A8.28). Three blind participants
agreed that there are situations inwhich they need tomake their blindness visible, such as in
a crowded environment (A8.29 and A8.30). In such environments, they prefer to keep white
canes in hand. Facility managers also suggested solutions such as putting a signboard on
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top of robots, publicly announcing the existence of navigation robots, or displaying posters
to explain the purpose and features of the robots (A8.15–A8.17).

Faucett et al. also reported similar con�icts. They described that externally imposed dis-
ability identities may stigmatize those with disabilities as being incapable, or even stereo-
typically unkempt, and unfashionable. In contrast, they also mentioned that the visibility
of the assistive technology, white cane as an example, a�ords credibility, allowing the user
to communicate their needs without words [65].

As for legislation topic, in some countries such as Japan, Germany, and Austria, tra�c
regulations presume that visually impaired people will carry a white cane or walk with a
guide dog to be “visible” in order to use public roads. In other countries such as the US and
UK, there are no rules expecting the visually impaired to have a mobility aid making them
visible, but drivers are asked to yield to visually impaired pedestrians using mobility aids.
When navigation robots for the blind become mature and ready for use in public places,
amendments to regulations will be required in some countries.

The challenge regarding the visibility concern can be one of the essential challenges
we face for broader deployment. Visibility may have the e�ect of educating the general
public about the necessity for such technologies and, consequently, increase social accep-
tance. Visibility is mandated in some countries as a part of tra�c safety. In addition, blind
users tend to feel comfortable assimilating into public buildings. We realized that we need
studies to seek a balance between visibility and assimilation along with broadening the us-
age of such technologies and then propose amendments to regulations to re�ect the latest
technologies.

9.7.3 Privacy Concerns
Privacy concerns were major aspects we tried to investigate on the basis of previous

research [3, 11, 12, 138, 198]. An RGB-D (RGB image + depth) camera was attached on top
of the robot, and we expected that the feature might invoke concerns for privacy. We found
that even the general public relatively accepts the usage of a camera device for accessibility
purposes (Section 9.4.4); 75% of people accepted the usage of a camera as long as it were only
for blind users and data was not saved. However, only 38% of people accepted the use of a
camera if the device were used not only for the blind and data was saved. Facility managers
from �ve out of six organizations expressed concerns about capturing images inside their
facilities (A8.12–A8.14). One thing that they were in unanimous agreement about was that
visitors might accept the camera if the purpose of assisting the blind were evident and
intuitive. Thus, the idea of increasing visibility, as discussed in the previous section, is one
solution to this privacy concern (A8.12–A8.14). Six blind participants expressed concern
that there could possibly be misunderstandings regarding the non-consent nature of using
the camera (A8.38). They agreed to make the purpose of the robot visible.

Privacy concerns are usually considered to be the most serious challenge toward prac-
tical deployment. We found that it may not be a deal breaker for social acceptance and
practical deployment among stakeholders if it is clear that the purpose is to assist visually
impaired people. We still need to explore ways of balancing visibility and comfort for users,
but at least, the problem space we need to solve can be narrowed down to the methods and
levels of visibility.

9.7.4 Safety Concerns
Safety is one obvious concern for practical deployment. As for the subjective sense of

safety for the blind people, six participants reported that they felt safe and would not use
a white cane (A8.31–A8.35). In contrast, there is no known objective safety measure for



9.8. Conclusion 125

such autonomous navigational robots, and this fact made facility managers uncomfortable
(A8.18–A8.20).

There is one set of standards for services robots, ISO 13482 [103], that de�ne three types
of robots: 1) mobile servant robots, 2) physical assistant robots, and 3) person carrier robots.
There is no de�nition for autonomous navigation robot for visually impaired people in the
standards, but it could be categorized as a physical assistant robot. Complying with such
standards could be a promising way of lowering the barrier to implementation for facility
managers and also increasing safety for users. It is necessary to provide our information to
standards organizations to clarify the de�nition of the robot and requirements.

9.7.5 Limitations
This study was conducted in Japan. Social acceptance may vary by country, so we hope

researchers in other countries will be able to conduct comparative studies. Such comparison
may reveal new ways of approaching the public to improve acceptance.

This study is based on data collected in a short period of time, about two months, and
this data can be considered as a �rst impression data of this technology. It is expected that
social acceptance may change over time in accordance with exposure to use cases or related
information like global trends. We believe that a longitudinal study should be conducted to
understand the long-term social acceptance trends among all stakeholders.

In the online survey and the interview sessions with facility managers, participants did
not see the real robot moving in the wild with an actual user in person. It was di�cult to
show the real robot in person due to the current pandemic situation. We designed videos to
be understandable and also tried to cover major scenarios. However, demonstrating a real
robot at the facilities of these managers may make it easier for them to imagine practical
deployment. We will keep interviewing facility managers on how we can expand pilots and
deployments.

9.8 Conclusion
We investigated acceptance and concerns regarding autonomous navigation robots for

blind people in public buildings by conducting three studies: an online survey of people in
general, interviews with facility managers, and a focus group interview with blind partici-
pants. We found that acceptance was higher when the blind navigation robot accompanied
a blind person than when the robot moved about alone from online survey participants.
However, facility managers expressed concern that their customers might misunderstand
the purpose of the robot’s camera, which could cause trouble because it would not be clear
that the camera was being used to aid those with visual impairments. We then discussed
privacy and visibility concerns with blind participants. They appreciated that the robot
had the potential to assimilate into the surrounding environment, and �ve of them com-
mented that they prefer not to be recognized as visually impaired. We then discussed how
we could �ll the gap between facility managers and blind users. One possible solution is to
increase awareness by putting a sticker on the suitcase and/or putting up posters in build-
ings. Further investigation is needed to seek a balance between visibility and assimilation
while broadening the usage of such robots. As future work, we would like to make our robot
smarter to o�er new mobility experiences such as those that the participants shared during
the focus group (A8.39–A8.41). For example, window shopping, �nding a favorite restau-
rant, and walking around the neighborhood while feeling the surrounding atmosphere.
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Chapter 10

Discussion

“I have a risk of collisions and some other accidents while walking with a
white cane only. Why do they [facility managers] worry too much about
the safety issues of assistive systems? I think it’s much safer to use a
combination of a system and a white cane than to walk with a white cane
only. ”

Participant 1
IBM Japan Ltd
March 25, 2021

10.1 From the laboratory to the real world
As shown in Figure 10.1, our systemswere evaluated in various situations, from the con-

trolled environments of buildings to dynamic real-world environments. Our four projects
were evaluated in the following controlled environments:

• One-shot way�nding system:
Way�nding decision-making situations reproduced in public buildings (Section 4.1).

• BlindPilot:
A laboratory space containing an empty chair (Section 8.3).

• Corridor-Walker:
Controlled corridors in which people other than the participant were barred from
entering (Section 4.2).

• LineChaser:
Queues formed by two–four sighted people whose movements were controlled by the
experimenters (Section 7.5).

Our systems were also evaluated in the following real-world environments:

• Open space in an o�ce building:
To evaluate our suitcase-shaped guiding system, we asked blind participants to walk
along a set route on the ground �oor of an o�ce building. During the evaluation,
other people constantly walked into or out of the o�ce, restroom, convenience store,
co�ee shop, and other places (Section 6.4).

• Crowded area in an International Airport:
To evaluate BBeep, we asked blind participants to walk through a crowded area of
Pittsburgh International Airport. We selected several crowded gates where passen-
gers were waiting to board, either in a line or in groups (Section 5.6).
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Figure 10.1: Summary of the environments in which our user studies were performed: lab-
oratory, indoor corridor, o�ice building, science museum, and an international airport.

• A science museum during opening hours:
To evaluate our museum exploration system, we asked blind participants to freely
explore and experience one �oor of the museum for 90 minutes using our system.
During the study, we also asked sighted visitors to complete a short questionnaire
about the robot’s social acceptance (Section 3.4).

Based on these experiences, this thesis suggests that future accessibility research
be conducted not in the laboratory, but in the dynamic environments of the real
world.

10.1.1 Workable Systems in Real Environments
Our assistive systems based on current computer vision and robotics technologies were

safely implemented in real-world environments. Blind participants using BBeep could walk
through the crowded area of an international airport without colliding with nearby pedes-
trians (Chapter 5). Blind participants could avoid walking and standing pedestrians in a
real-world environment by continuously adapting their speed and direction, mimicking the
behaviors of sighted pedestrians (Chapter 6). Blind participants could safely and freely ex-
plore the science museum during its opening hours (Chapter 3). These results suggest that
current technologies are reaching a level that can assist real users in the real world. Future
accessibility research should be extended from the controlled environs of the laboratory
to real-world environments. In complex real-world environments, the evaluation will en-
counter many unexpected events and provide various �ndings.

10.1.2 High Social Acceptance of Assistive Technologies
We found that accessibility research is amenable to testing in real-world studies and so-

cial implementation In Chapter 9, we observed that the social acceptance level of the general
public is higher for navigation robots assisting blind people than for robots operating alone.
In particular, the robot guiding a user received signi�cantly higher social acceptance than
the robot moving about alone. The use of cameras roused concern but the acceptance was
higher if the data were captured once for assisting blind people and later discarded rather



10.1. From the laboratory to the real world 131

Figure 10.2: Summary of the environments in which our user evaluations were conducted,
ranging from the laboratory to an international airport.

than stored. People tended to accept technology designed for assistive purposes. This char-
acteristic of human perception is expected to lower the barrier of deploying robots and other
assistive technologies in public buildings. Although further investigation is required, these
�ndings suggest similar advantages in other use cases of robots accompanying people with
disabilities, such as autonomic wheelchairs and navigational shopping carts for the elderly.
Therefore, providing navigation to people with disabilities can open the door to deploying
service robots in public buildings in the near future. Accessibility research can potentially
lead social implementations of the latest technologies, including autonomous robots.

10.1.3 Various Form Factors for Various Users and Situations
Assistive systems intended for ubiquitous use by blind people require a properly de-

signed hardware system. This thesis employed various types of devices, as described below
and shown in Figure 10.2.

• Autonomous Robots:
Our navigation robots are equipped with an intuitive handle that blind users can
grasp while being guided (Chapters 3 and 8). These robots have a LiDAR sensor that
localizes the robot’s position, an RGBD camera that recognizes surrounding objects
(e.g., pedestrians and chairs), a haptic handle that provides vibro-tactile feedback, a
mini PC with a GPU, a battery, and motors.

• Suitcase Shaped Devices:
Our collision-avoidance systems are implemented by attaching devices to a standard
rolling suitcase (Chapters 5 and 6). These systems have a LiDAR sensor that detects
surrounding obstacles, RGBD cameras that detect the positions of surrounding pedes-
trians, and a laptop that processes the data. In addition, BBeep has a speaker that
alerts nearby pedestrians to a potential collision risk (Chapter 5). In Chapter 6, we
designed a tactile interface that warns of collision risks with a vibrating handle and
navigates users with a newly developed directional lever that shows the correct di-
rection. Both tactile devices are attached to the handle of the suitcase.

• 360-degree smartphone camera:
Our way�nding system uses a 360° camera attached to a smartphone (Section 4.1).



132 Chapter 10. Discussion

• Smartphone only:
Our two assistive systems require only a smartphone for use (Section 4.2 and Chap-
ter 7). Using a LiDAR sensor equipped to an iPhone 12 Pro [17], Corridor-Walker
constructs a 2D occupancy grid map of the surrounding environment (Section 4.2).
LineChaser uses the smartphone’s built-in RGB camera and an infrared depth sensor,
respectively, to detect nearby pedestrians and estimate their 2D positions on the map
(Chapter 7).

Of course, autonomous robots with many sensors and devices can provide highly intelligent
assistance. However, smartphone-based systems will likely become popularized in the blind
community because most blind people already own a smartphone.

In future work, we hope to distribute our smartphone assistance to any user with a
LiDAR-equipped smartphone. Blind people using the assistance devices in real-world en-
vironments can potentially discover new use cases and needs for a mobile-based system.
For example, in the user evaluation of Corridor-Walker (section 4.2), the participants raised
many situations in which the systems could be used (e.g., hospitals, shopping malls, metro
transfers, and restaurants), and six participants suggested that Corridor-Walker could fa-
cilitate the construction of mental maps of unfamiliar environments. We expect that after
distributing the system, various unintended use cases will be discovered and will extend the
system’s application range.

10.2 Future Directions: Toward more Inclusive Public Spaces
What challenges face the adoption of assistive systems in the real world? One chal-

lenge is rising the social acceptance level of assistive systems. As pointed out in Chapter 9,
assistive technology for blind people raises visibility concerns, which should be addressed
in future research. For assimilation into the environments of public buildings, the robot
has the outward appearance of a standard suitcase. The design principle was successfully
adopted. Facility managers commented that the use cases were indistinguishable from those
of walking with a standard suitcase. Throughout our study, we received divergent opinions
on this aspect.

All blind participants appreciated the robot’s design because the robot assimilated into
the surrounding environment. However, facility managers mentioned safety concerns with
such assimilation because the visual impairment of the user might not be obvious to others.
Themanagers considered that sighted visitors can proactively avoid a collision if they notice
an approach by a blind person. In addition, our online survey found that acceptance of a
technology was raised if the technology is used for assistive purposes.

Five blind participants preferred the seamless assimilation into public buildings even
after understanding the visibility concerns of facility members. Meanwhile, seven blind
participants suggested ways to clarify their visual impairment to others; for example, by
attaching a distinctive symbol to the blind navigation. Three blind participants agreed that
their blindness should be visible in certain situations, such as crowded environments. In
such environments, they prefer to hold their white canes.

Faucett et al. [65] reported similar con�icts. They mentioned that externally imposed
disability identities may stigmatize those with disabilities as incapable, stereotypically un-
kempt, and unfashionable. In contrast, they mentioned that a visible assistive technology
such as a white cane a�ords credibility, allowing the user to communicate their needs with-
out words.

The two pedestrian-avoidance systems presented in Chapters 5 and 6 represent a trade-
o� between the visibility of a blind user and the safety performance of the system. BBeep
clears the path for blind users walking through crowded spaces. In this process, it noti-
�es both the user and sighted pedestrians of a collision risk. In other words, the BBeep
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system enhances the visibility of blind users. The results showed that BBeep allows blind
users to walk safely without collisions, even through a crowded international airport. Par-
ticipants accepted and appropriately used BBeep in crowded public spaces, but hesitated
to use the system in quiet spaces. Meanwhile, the guiding system presented in Chapter 6
aims for seamless walking of blind people in public spaces shared by nearby pedestrians.
Blind people using this system avoided collisions with approaching pedestrians by adapt-
ing their walking speed. They also avoided standing pedestrians by changing their path and
walking through free space, mimicking the behavior of sighted pedestrians. In other words,
the guiding system reduces the visibility of blind users. Although this system supported
blind users in the open space of an o�ce building, its utility might be reduced in extremely
crowded public spaces, such as stations and airports during rush hour. In such situations, a
high-visibility system such as BBeep might be more useful than the guiding system.

The visibility concern presents a major barrier to broader deployment. Visibility can
educate the general public on the necessity for such technologies, thus raising their social
acceptance level. Visibility is mandated as a part of tra�c safety in some countries. In
addition, blind users tend to feel comfortable when assimilating into public buildings. We
realized that real-world studies are essential for balancing the visibility–assimilation trade-
o� and for broadening the usage of such technologies. Regulations can then be amended to
re�ect the latest technologies.





135

Chapter 11

Conclusion

This thesis aimed to improve the independence of blind people moving through public
spaces such as shopping malls, airports, and museums, which have complex structures and
various facilities. Moreover, these spaces are dynamic environments shared by other peo-
ple. Blind people are deprived of independent travel through public spaces because they
must rely on assistance from others. This thesis explored how computational technologies
can increase the independence of blind people in public spaces and the challenges faced by
blind people using assistive technologies to advance into the public domain.

To achieve its goals, this thesis presented and evaluated assistive technologies in the
context of human–computer interaction. The main contributions are as follows:

First, we developed technologies that will assist blind visitors in exploring public spaces
independently, similarly to sighted visitors who enjoy window shopping or museum visit-
ing. We presented three assistive systems for exploration in public spaces: 1) a navigation
robot that enables blind people to safely and independently explore a science museum and
increase their autonomy in socially inclusive ways; 2) a way�nding system by which blind
people can recognize surrounding signage in public buildings; and 3) smartphone-based
walking assistance by which blind people can avoid obstacles and recognize intersections
in indoor corridors (Part I).

Second, we considered the social behaviors of blind users in the presence of surrounding
people in public spaces. We proposed four systems that assist the social behaviors of blind
people in public spaces: 1) an assistive suitcase system BBeep, which supports blind people
walking through crowded environments; 2) a guiding system that helps blind people to
walk seamlessly with nearby pedestrians in public spaces; 3) a smartphone-based assistive
system named LineChaser, which navigates a blind user to the end of a line and continuously
reports the distance and direction to the last person in the line, enabling users to join a queue
and follow its movement; and 4) an assistive robot BlindPilot, which guides blind users to
an object (such as an empty chair) using an intuitive handle (Part II).

Third, this thesis investigated and discussed the acceptance and concerns regarding
autonomous navigation robots used by blind people in public buildings. For this purpose,
we conducted an online survey of the general public, interviews with facility managers, and
a focus group interview with blind participants. We identi�ed safety, privacy, and visibility
concerns related to blind visitors using an assistive robot in public spaces (Part III).

Based on these evaluations and investigations, we discussed the challenges and oppor-
tunities of providing blind people with assistive systems that improve their independence
in public spaces. In conclusion, the next accessibility research will not be con�ned to con-
trolled laboratory spaces but will extend to real-world environments in the quest for �exible
and socially acceptable assistive systems.
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Appendix A

�estionnaire and Results of the Online
Survey in Chapter 9

A.1 �estionnaire
A.1.1 �estion Types

There were four di�erent types of questions used in our survey:

• 7-scale: 7-scale Agreement/Disagreement
Strongly agree/disagree, Moderately agree/disagree, Slightly agree/disagree, andNeu-
tral

• Y/N: Yes and No

• Open: Open-ended

• Check: Check all that apply

A.1.2 Pre-�estions
Q9.1: [Open] “Please indicate your gender.”

Q9.2: [Open] “Please indicate your age.”

Q9.3: [Y/N] “Have you had a personal, volunteer, or work experience interacting with visu-
ally impaired people?”

Q9.4: [Y/N] “Have you helped strangers with visual impairments in public spaces?”

Q9.5: [Y/N] “Have you seen robots moving about in public spaces?”

Q9.6: [Y/N] “Have you been involved in the development, promotion, marketing, or sale of
robots?”

A.1.3 A�er Watching Video A (Robot & User)
Q9.7A: [7-scale] “I would feel uncomfortable if the robot moves about with a blind person in

public buildings.”

Q9.8A: [7-scale] “I would feel obstructed if the robot moves about with a blind person in public
buildings.”

Q9.9A: [7-scale] “I would feel unsafe if the robot moves about with a blind person in public
buildings.”

Q9.10A: [Check] “What kind of information about yourself would you not mind being de-
tected by the camera attached to the robot assisting blind people?”
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• Body outline
• Distance
• Face
• Face orientation
• Facial expression
• Age
• Gender
• Height
• Hair color

• Objects being carried

• Ethnicity

• Action

• (If you know the user) Your name

• (If you do not know the user) Your
name

• All information about me

• None of the above

Q9.11A: [7-scale] “Feature 1 (Navigation) should be implemented in the robot assisting a blind
person.”

Q9.12A: [7-scale] “I am OK with the robot’s camera capturing me if it is used for Feature 1
(Navigation) of the robot assisting a blind person.”

Q9.13A: [7-scale] “The robot navigating a blind person to a destination looked natural.”

Q9.14A: [7-scale] “Feature 1 (Navigation) could malfunction.”

Q9.15A: [7-scale] “Feature 2 (Pedestrian Avoidance) should be implemented in the robot as-
sisting a blind person.”

Q9.16A: [7-scale] “I am OK with the robot’s camera capturing me if it is used for Feature 2
(Pedestrian Avoidance) of the robot assisting a blind person.”

Q9.17A: [7-scale] “The robot and a blind person avoiding pedestrians looked natural.”

Q9.18A: [7-scale] “Feature 2 (Pedestrian Avoidance) could malfunction.”

Q9.19A: [7-scale] “Feature 3 (Riding an Elevator) should be implemented in the robot assisting
a blind person.”

Q9.20A: [7-scale] “I am OK with the robot’s camera capturing me if it is used for Feature 3
(Riding an Elevator) of the robot assisting a blind person.”

Q9.21A: [7-scale] “The robot and blind person riding an elevator looked natural.”

Q9.22A: [7-scale] “Feature 3 (Riding an Elevator) could malfunction.”

Q9.23A: [7-scale] “Feature 4 (Standing in a Line) should be implemented in the robot assisting
a blind person.”

Q9.24A: [7-scale] “I am OK with the robot’s camera capturing me if it is used for Feature 4
(Standing in a Line) of the robot assisting a blind person.”

Q9.25A: [7-scale] “The robot and a blind person standing in a line looked natural.”

Q9.26A: [7-scale] “Feature 4 (Standing in a Line) could malfunction.”

Q9.27A: [7-scale] “I am OK with the camera attached to the robot assisting a blind person
capturing me, if it is used for assisting blind people only and the captured data is used
for one-time detection only and not saved.”
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Q9.28A: [7-scale] “I am OK with the camera attached to the robot assisting a blind person
capturing me, if it is used for assisting blind people only and the captured data is saved.”

Q9.29A: [7-scale] “I am OK with the camera attached to the robot assisting a blind person
capturing me, if it is used for not only assisting blind people and the captured data is
used for one-time detection only and not saved.”

Q9.30A: [7-scale] “I am OK with the camera attached to the robot assisting a blind person
capturing me, if it is used for not only assisting blind people and the captured data is
saved.”

Q9.31: [Check] How many people were standing in the line when video A was introducing
Function 4 (Standing in a Line)?

• One person
• Two people
• Four people

A.1.4 A�er Watching Video B (Robot Only)
Q9.7B: [7-scale] “I would feel uncomfortable if the robot moves about in public buildings.”

Q9.8B: [7-scale] “I would feel obstructed if the robot moves about in public buildings.”

Q9.9B: [7-scale] “I would feel unsafe if the robot moves about in public buildings.”

Q9.10B: [Check] “What kind of information about yourself would you not mind being de-
tected by the robot’s camera?”

• Body outline
• Distance
• Face
• Face orientation
• Facial expression
• Age
• Gender
• Height
• Hair color

• Objects being carried

• Ethnicity

• Action

• (If you know the user) Your name

• (If you do not know the user) Your
name

• All information about me

• None of the above

Q9.11B: [7-scale] “Feature 1 (Navigation) should be implemented in the robot.”

Q9.12B: [7-scale] “I am OK with the robot’s camera capturing me if it is used for Feature 1
(Navigation) of the robot.”

Q9.13B: [7-scale] “The robot moving to a destination looked natural.”

Q9.14B: [7-scale] “Feature 1 (Navigation) could malfunction.”

Q9.15B: [7-scale] “Feature 2 (Pedestrian Avoidance) should be implemented in the robot.”

Q9.16B: [7-scale] “I am OK with the robot’s camera capturing me if it is used for Feature 2
(Pedestrian Avoidance) of the robot.”

Q9.17B: [7-scale] “The robot avoiding pedestrians looked natural.”
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Q9.18B: [7-scale] “Feature 2 (Pedestrian Avoidance) could malfunction.”

Q9.19B: [7-scale] “Feature 3 (Riding an Elevator) should be implemented in the robot.”

Q9.20B: [7-scale] “I am OK with the robot’s camera capturing me, if it is used for Feature 3
(Riding an Elevator) of the robot.”

Q9.21B: [7-scale] “The robot riding an elevator looked natural.”

Q9.22B: [7-scale] “Feature 3 (Riding an Elevator) could malfunction.”

Q9.23B: [7-scale] “Feature 4 (Standing in a Line) should be implemented in the robot.”

Q9.24B: [7-scale] “I am OK with the robot’s camera capturing me, if it is used for Feature 4
(Standing in a Line) of the robot.”

Q9.25B: [7-scale] “The robot standing in a line looked natural.”

Q9.26B: [7-scale] “Feature 4 (Standing in a Line) could malfunction.”

Q9.27B: [7-scale] “I am OK with the robot’s camera capturing me, if it is used for assisting
blind people only and the captured data is used for one-time detection only and not
saved.”

Q9.28B: [7-scale] “I am OK with the robot’s camera capturing me, if it is used for assisting
blind people only and the captured data is saved.”

Q9.29B: [7-scale] “I am OK with the robot’s camera capturing me, if it is used for not only
assisting blind people and the captured data is used for one-time detection only and not
saved.”

Q9.30B: [7-scale] “I am OK with the robot’s camera capturing me, if it is used for not only
assisting blind people and the captured data is saved.”

Q9.32: [Check] “Howmany standing people did the robot avoidwhen video Bwas introducing
Function 2 (Pedestrian Avoidance)?”

• One person
• Two people
• Three people

Q9.33: [Check] “How many people were riding in the elevator when video B was introducing
Function 3 (Riding an Elevator)?”

• Zero
• One person
• Two people
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A.2 Results

Figure A.1: Results of Q9.1–Q9.9. ? : ?-value of the Wilcoxon signed-rank test done on each
question (** indicates the significance found at the levels of 0.01).



142 Appendix A. �estionnaire and Results of the Online Survey in Chapter 9

Figure A.2: Results of Q9.10.
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Figure A.3: Results of Q9.11–Q9.25. ? : ?-value of the Wilcoxon signed-rank test done on
each question ? : ?-value of the Wilcoxon signed-rank test done on each question (* and **
indicate the significance found at the levels of 0.05 and 0.01, respectively).
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Figure A.4: Results of Q9.26–Q9.33. ? : ?-value of the Wilcoxon signed-rank test done on
each question (* and ** indicate the significance found at the levels of 0.05 and 0.01, re-
spectively).
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