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1.1. Ultrafast Molecular Dynamics 

Spectroscopy is the field that studies the interaction between light and matter and it has 

become an indispensable tool for understanding both the structure and the dynamics of 

molecular systems. Whereas the former is related with the characterization of the main 

interactions that rule the atomic arrangement leading to stable molecules, the latter studies 

the transformation of the system over time, trying to unravel the mechanisms of a variety 

of photochemical and photophysical events such as inter- and intra-molecular 

interactions, electronic energy transfer pathways among excited states or chemical 

reactivity. These interactions are described in terms of quantum mechanics, which is the 

theoretical subject that permits to explain and predict the experimental results through 

semi-classical treatments.  

The basis of molecular dynamics were formed in the 19th century when Arrhenius, in 

1889, expressed the influence of temperature in the chemical reaction rate constant in 

terms of the activation energy and the pre-exponential factor.1 In the 20th century, several 

contributions where made not only on the theoretical framework, but also on the 

experimental observations: On the one hand, in 1913 Bohr modelled the hydrogen atom2 

and in 1926 Schrödinger developed quantum mechanics after De Broglie and Heisenberg 

proposed the dual particle-wave nature3 and the uncertainly principle,4 respectively. 

Furthermore, Eyring and Polanyi, in 1931, developed a semi-empirical method, based on 

the Heither-London theory, for constructing the potential energy surface of a three-atom 

reaction.5 Later, Eyring and Evans, and Polanyi, independently, developed the Transition 

State theory.6 On the other hand, in 1949 Norrish, Eigen and Porter implemented methods 

for studying fast reactions and short-lived intermediates of a few microseconds (1 µs = 

10-6 s), particularly by the flash photolysis technique.7-8 However, the real-time 

observation of nuclear and electronic motion required ultrafast techniques with better 

time-resolution. 

After the first laser sources were constructed in the early 1960s, laser pulses with shorter 

duration became available, enabling the research of faster dynamics.9 In 1974 the first 

laser producing femtosecond (1 fs = 10-15 s) pulses was created,10 which constituted a 

revolutionary step in the field of molecular dynamics since the reorganization of chemical 

bonds occurs on the fs time-scale. In this sense, Ahmed Zewail was the pioneer on 

tracking the dynamics of several molecular systems, from simple diatomic and triatomic 
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molecules such as ICN,11-12 NaI13-15 or I2
16-17 to more complex and larger systems,18-26 by 

pump-probe techniques and therefore laying the foundations of Femtochemistry, for 

which was awarded with the Nobel Prize in 1999.27 More recently, laser pulses of 

attosecond (1 as = 10-18 s) duration have been achieved by high harmonic generation 

process, which permits to monitor the dynamics of electrons.28-31  

Grounding on these tools, the work presented in this thesis focuses primarily on applying 

fs time-resolved pump-probe techniques to investigate the relaxation dynamics of 

molecules with biological interest in the isolated- and condensed-phases. In the following 

sections an overview of the fundamental principles and concepts of the studied molecular 

dynamics, together with a brief description of the pursued goals is provided. 

1.1.1. Wavepacket Dynamics 

The photodynamical behavior of a molecule can be described through wavepackets. The 

fs laser pulses exhibit a wide spectral width due to its short duration, which is a 

consequence of the uncertainly principle.4, 32 This relationship between time and energy 

implies a broad energy profile for a fs laser pulse that is able to prepare a range of 

vibrational levels when electronic photoexcitation occurs and thus a vibrational 

wavepacket, Ψ(x,t), is formed. Therefore, a wavepacket is the linear superposition of 

several molecular states, which mathematically can be expressed as follows:33-35 

 
1 1

( , ) ( , ) exp ( )n
n n n n n

n n

E tx t a x t a i xψ φ ψ
∞ ∞

= =

  Ψ = = − +    
∑ ∑



  (1.1) 
where ψn is the time-independent eigenstate of the Hamiltonian with a specific energy 

(En), amplitude (an) and time-dependent phase (φn). Following photoexcitation the 

wavepacket may freely evolve across the corresponding potential energy surface, 

reflecting a decrease in the amplitude due to the electronic coupling between states and 

the population transfer to a lower energy states. The pump-probe technique permits to 

track the temporal evolution of the wavepacket by projecting it to a final state at different 

time-delays. 

1.1.2. Pump-Probe Methods 

Pump-probe method forms the basis of the different time-resolved spectroscopic 

techniques.27 Since the optoelectronic detectors are not capable of reaching sufficient 

time-resolutions, ultrashort laser pulses are employed to initiate (synchronously for an 

ensemble of molecules) and monitor the evolution of processes that occur on sub-
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picosecond (1 ps = 10-12 s) time-scale. Figure 1.1 illustrates the general concept of the 

pump-probe technique in terms of wavepacket dynamics.36 The method consist on a first 

pump laser pulse exciting the system to a particular electronic excited state and therefore 

initiating a photodynamical process, in which the created wavepacket starts to evolve on 

the potential energy surface. Subsequently, a probe pulse interrogates the system at 

several time-delays (∆t) making possible to observe the changes on the photophysical and 

photochemical behavior of the system by monitoring the detected signal with respect to 

the time-delay between the pump and probe pulses. 

In this context, attending to the observable that is detected as pump-probe signal, different 

fs time-resolved techniques can be distinguished. For example, in the isolated-phase 

experiments, charged fragments of molecules or free electrons can be detected,37-44 while 

in the condensed-phase the change in the absorbance or the emission of the sample after 

photoexcitation can be measured.45-47 The fundamentals of the spectroscopic methods 

employed in this thesis are introduced in the following chapter. 

Figure 1.1. The pump-probe method: The pump pulse creates a wavepacket from the 

ground state at t = 0. Then, the wavepacket is projected onto a specific final state by the 

probe pulse at different time-delays (∆t), enabling the detection of the molecular event. 

Figure adapted from reference 36. 
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1.1.3. Born-Oppenheimer Approximation 

The classical manner to model the dynamics of wavepackets is by employing the Born-

Oppenheimer approximation.48-49 Since the electrons are three orders of magnitude lighter 

than nuclei (mproton/melectron ≈ 1836), it can be assumed that the movement of electrons is 

instantaneous with respect to the time-scale of nuclear motion. Thus, it is possible to 

separate the electronic and nuclear motions. 

The wavefunctions and energies of any molecular system can be described by solving the 

Schrödinger equation:50-51  

 ˆ ( , ) ( , )H r R E r Rψ ψ=   (1.2) 

where ψ is the wavefuction of the molecule that is a function of both the electron (r) and 

nuclear (R) coordinates and E is the total energy. The Hamiltonian operator is represented 

by Ĥ, which is the sum of kinetic and potential energies of the system, as shown in 

Equation 1.3. 

 ˆ ˆ ˆ ˆ ˆ ˆ
e n en ee nnH T T V V V= + + + +   (1.3) 

Here, êT  and n̂T  are the kinetic energies for the electrons and nuclei, respectively, 

whereas êeV and n̂nV  account for the potential energies from the coulombic repulsion 

between the electrons and between the nuclei, in that order; ênV  represents the potential 

energy of the electron-nuclei coulombic attraction. It should be noted that other terms 

such as the spin-orbit coupling (SOC) have been neglected in Equation 1.3 for simplicity. 

Since the Born-Oppenheimer approximation separates the nuclear and electronic motion, 

the total molecular wavefunction can be expressed by:50-51 

 ( , ) ( , ) ( )e nr R r R Rψ ψ ψ=   (1.4) 

where ψe and ψn are the electronic and nuclear components of the molecular wavefuction, 

respectively. This factorization assumes that the electronic and nuclear terms are 

decoupled and therefore it is possible to solve the Schrödinger equation for each term, 

being the total energy of the molecule the sum of the energy corresponding to the nuclear 

(En) and the electronic (Ee) wavefunctions, as shown in Equation 1.5.  

 n eE E E= +   (1.5) 
It should be noted that the nuclear wavefunction can be further factorized into vibrational 

(ψv) and rotational (ψr) components by means of the rigid rotor approximation:52 
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 ( , , ) ( ) ( , )n v rR Rψ θ φ ψ ψ θ φ=   (1.6) 
Considering this, the electronic Schrödinger equation can be written as:50-51 

 ˆ
e e e eH Eψ ψ=   (1.7) 

where 

 ˆ ˆ ˆ ˆ
e e en eeH T V V= + +   (1.8) 

due to the fact that for fixed nuclei n̂T  is zero, and n̂nV  is constant. 

As ênV  depends on nuclear coordinates, so do ψe and Ee, but they can be considered 

parametric variables because it is assumed that nuclear coordinates are stationary. 

On the other hand, the movement of nuclei is described by the nuclear Schrödinger 

equation, which is given by:50-51 

 ˆ
n n n nH Eψ ψ=   (1.9) 

where  

 ˆ ˆ ˆ
n n nn eH T V E= + +   (1.10) 

Consequently, this adiabatic approximation makes possible the construction of a potential 

energy surface by repeatedly calculating the electronic energy contribution using the 

electronic Schrödinger equation for the different nuclear configurations. Nonetheless, for 

polyatomic molecules it is complex to predict the potential energy surfaces because of 

the many degrees of freedom that exist in a system with a large number of atoms (N). 

Indeed, in a nonlinear polyatomic molecule 3N - 6 coordinates (3N - 5 for linear 

molecules) are necessary to construct the potential energy surface. For this reason, 

typically a one-dimensional curve along a specific coordinate, the so-called potential 

energy cut (PEC), is calculated in order to shed light on the evolution of excited state 

dynamics and guide the interpretation of time-resolved experiments. The PECs can be 

empirically constructed by employing potential energy functions, being the Morse 

potential the preferred function.53 

1.1.4. Franck-Condon Principle 

The Franck-Condon principle explains the intensity distribution of vibrational transitions 

in the absorption or emission processes.54-56 The intensity of a transition depends on the 

population of vibrational levels and is proportional to the square of the transition dipole 

moment (µif):50, 57 



Introduction  Ultrafast Molecular Dynamics 

8 
 

 2

ifI µ∝   (1.11) 
where, the transition dipole moment can be expressed as follows when the Born-

Oppenheimer approximation is considered: 

 ˆi f fe e ie e fn in nd dµ ψ µ ψ τ ψ ψ τ∗ ∗
→ = ∫ ∫   (1.12) 

Here, ψi is the wavefunction of the initial state, ψf
* represents the complex conjugate of 

the wavefunction of the final state and ˆeµ is the electric dipole moment operator. The 

subscripts e and n indicate the electronic and nuclear components, respectively. 

Thus, the different terms of Equation 1.12 define the selection rules that govern which 

transitions are allowed, and which are forbidden. Moreover, a transition is formally 

allowed if all the terms are non-zero. The first integral defines the electronic selection 

rules, which are derived from the symmetry properties of the electronic states. Actually, 

an electronic transition occurs if the product between the irreducible representations of 

the initial state (Γi), transition dipole moment (Γμ) and final sate (Γf) contains the totally 

symmetric representation of the pertinent point group of the molecule (A), as shown in 

Equation 1.13.50, 57  

 i f AµΓ ⊗ Γ ⊗ Γ ⊇   (1.13) 
Consequently, the electronic selection rule states that transitions between orbitals of the 

same character are allowed. For example, transitions such as π* ← n or σ* ← π are said 

to be optically dark, which means that these transitions are very weak, with a low 

oscillator strength (f << 1), and therefore formally forbidden. Contrarily, π* ← π 

transitions are optically bright (f ~1). Additionally, for formally allowed transitions the 

total electron spin multiplicity must remain the same (∆S = 0) according to the spin 

selection rule. Therefore, singlet – triplet transitions are formally forbidden unless there 

is an atom with a high nuclear charge that enables an intense SOC.50, 57 

The second term in Equation 1.12 is the vibrational overlap integral whose square value 

is termed the Franck-Condon factor (S):52, 57  

 22
( , )f i fn in nS dυ υ ψ ψ τ∗= ∫   (1.14) 

According to the Franck-Condon principle, since the electronic transition takes place 

instantaneously, before any nuclear rearrangement, the most likely vibronic transition 

occurs to the excited state whose wavefuction has the greatest overlap with the initial 

state, which is also called Franck-Condon state or vertical transition. Indeed, Figure 1.2 
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illustrates how, during an electronic transition, the different topologies between the 

potential energy surfaces of the initial and final electronic states influence the vertical 

transition. If the potentials of the initial and final electronic states exhibit similar 

equilibrium nuclear arrangements, the vertical excitation occurs from the υ = 0 of the 

initial electronic state to the υ´ = 0 of the final electronic excited state, as shown in Figure 

1.2a. However, when the minimum energy geometry of the excited state differs from that 

of the initial state, the preferred transition leads to the population of higher lying 

vibrational states, as in the case of Figure 1.2b. 

Figure 1.2. The Franck-Condon principle: The blue arrow represents the vertical 

excitation from the initial electronic state to the vibrational level of the final excited state 

with the greatest overlap with the initial state. If the potential energy curves are aligned 

(a) the most intense absorption corresponds to the υ = 0 → υ´ = 0 transition. However, 

if the potentials are displaced (b), the vertical excitation may preferentially occur to a 

higher lying vibrational state, which in this case is the υ = 0 → υ´ = 3 transition. 

Similarly, the green arrow denotes the vertical emission. 

1.1.5. Conical Intersections 

As already mentioned, the Born-Oppenheimer approximation considers that the 

electronic and nuclear motions are decoupled, however in some cases this adiabatic 

approximation breaks down, leading to the appearance of nonadiabatic processes, which 

exhibit a strong coupling between nuclei and electrons.58-60 Conical intersections (CIs) 
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are indeed a perfect example of these phenomena. When two or more electronic states 

become degenerate, the CI is the point of crossing on the potential energy surfaces 

between the states. It should be noted that a CI is actually an n - 2 dimensional seam, 

where n is the number of degrees of freedom of the system. This space, in which 

degeneracy is preserved, is also known as hyperline because it can be seen as an infinite 

number of connected points.61-65 Consequently, since in polyatomic systems there are n 

= 3N - 6 nuclear coordinates a 3N - 8 dimensional subspace is necessary for the formation 

of a point of degeneracy. Nevertheless, in some cases, a 3N - 8 dimensional subspace 

cannot be constructed and therefore an avoided crossing is formed instead of a CI, for 

example in diatomic systems. 

The dimensional subspace where the point of degeneracy is located is termed the 

branching space (also referred as g-h space) and defines the space in which the 

degeneracy is lifted. This plane is orthogonal to the n - 2 dimensional seam of CIs. Figure 

1.3a depicts a CI in a two dimensional subspace, where the topography of the point of 

degeneracy can be envisaged as a double-cone shape. Here, g and h are the gradient 

difference and the derivative coupling vectors, respectively. Whereas the h vector 

accounts for the strength of the nonadiabatic coupling between the two states, which is 

inversely proportional to the energy gap between the two electronic states, the g vector 

represents the steep gradient leading to the point of crossing.62 Alternatively, the 

branching vectors can be expressed in terms of normal modes, allowing passage through 

the intersection region to be interpreted using a vibrational basis.65 In light of the vibronic-

coupling theory, the population transfer between electronic states is achieved through 

specific vibrational modes: the tuning (g) and coupling (h) modes.62, 66-67 The former tune 

the energy gap of two electronic states, while the latter modulate the interstate electronic-

vibronic coupling. In this sense, symmetry selection rules play a key role in the 

identification of the dominant tuning and coupling coordinates and therefore in the 

characterization of a CI.62, 66-67 

Although the concept of the CI was defined in the 1930s,68-70 its relevance in the 

photochemistry and photophysics of molecular systems was realized at the end of the 

1980s with the development of ab initio calculations that permitted to compute the 

potential energy surface and localize the CIs.61, 71-79 Nowadays, it is widely accepted that 

many photoinduced phenomena are mediated by the presence of CIs. In this regard, over 

the past few decades, several studies have established that different CIs govern the 
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photodynamics of aromatic biomolecules,62, 80-82 enabling the nonradiative population 

transfer through the coupling of the optically bright ππ* states with dark states, such as 

nπ* or πσ* states, and/or the ground state. These nonradiative transitions occur in sub-ps 

time-scales, but depends severely on the topology of the implicated potential energy 

surfaces. 

Figure 1.3. Representation of a conical intersection between two electronic states of same 

spin multiplicity (a). Cartoon of common conical intersections that can be found in a 

heteroaromatic molecule (b). 
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1.2. Molecular Relaxation Pathways 

Following electronic excitation, the system possesses excess energy that needs to 

dissipate and therefore returns to the ground state by different relaxation mechanisms. 

The Jablonski diagram83 in Figure 1.4 summarizes the different decay pathways, which 

can be categorized into two main groups: Nonradiative and radiative decays. In this 

section, an overview of the different decay pathways is provided. 

Figure 1.4. Simplified Jablonski diagram presenting the possible nonradiative and 

radiative relaxation processes a molecule can undergo after photoexcitation. See the 

main text for further details. 

1.2.1. Nonradiative Decays 

In nonradiative decay pathways, the excited molecule is able to dissipate the energy 

excess without emitting radiation. There are several nonradiative mechanisms and 

generally, these relaxation processes take place on the fs – ps time-scale. 
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1.2.1.1. Vibrational Energy Transfer 

Vibrational energy transfer (VET) is a relaxation mechanism that consist on the relaxation 

from highly energetic vibrational modes to lower modes, within a particular electronic 

excited state. The nature of this process is different for isolated molecules or in solution. 

In the gas-phase, since the system conserves the energy, intramolecular vibrational 

redistribution (IVR) occurs, which implies the vibrational energy transfer across the 

vibrational modes along a particular reaction coordinate of the molecule. The probability 

of the transition can be modelled by Fermi’s golden rule:52, 57 

 22 ( )NR if fk J Eπ ρ=


  (1.15) 
where kNR is the rate of the transition, which is proportional to the strength of the coupling 

between states, Jif, and to the density of states at the final state energy, ρ(Ef). Thus, IVR 

is more efficient in large molecules because of their numerous vibrational modes. 

On the other hand, in the condensed-phase, the excess energy can also be dissipated as 

heat to the surrounding solvent molecules, that act as a bath, enabling the cooling of the 

excited state, and consequently the mechanism is termed intermolecular energy transfer 

(IET).84 

1.2.1.2. Internal Conversion  

Internal conversion (IC) is a nonradiative population and energy transfer between two 

electronic states of the same spin multiplicity. The IC mechanism is based on the 

nonadiabatic coupling of the vibrational modes between an excited state and an 

energetically lower electronic state, which generally is mediated by a CI.52 However, 

nonradiative transitions between two electronic states can also occur in the absence of a 

CI. The correct coupling between two electronic states depends on symmetric 

considerations derived from group theory. Indeed, electronic transitions occur through 

promoting modes, which make possible that the product between the irreducible 

representations of the initial and final states contains the totally symmetric representation 

of the pertinent point group of the molecule.85 The probability for IC is dependent on the 

energy gap (∆E) between the electronic states and increases when the energy between the 

excited states is very low.86 Therefore, the maximum probability of the transition is when 

the states become degenerated (∆E = 0), which accounts for CIs or avoided crossings.  

 



Introduction  Molecular Relaxation Pathways 

14 
 

1.2.1.3. Intersystem Crossing  

Intersystem crossing (ISC) is a nonradiative transition between two electronic states of 

different spin multiplicity (for example Sn → Tn). This process is formally forbidden, 

however attending to El-Sayed’s rule, ISC is a competitive relaxation pathway especially 

when the energy gap (∆E) between the singlet and triplet states is small and SOC is high.87 

Indeed, SOC is favored in transitions between states of different symmetry e.g. S1 (1nπ*) 

→ T2 (3ππ*) ISC. The lifetime of ISC is usually longer than IC, being typically in the 

time-scale of nanoseconds, although ultrafast ISC has also been reported.88-90 

1.2.1.4. Photodissociation 

In some cases, the relaxation pathway leads to fragmentation of the molecule. This 

process occurs when the excess energy provided to the molecule upon excitation permits 

the population of a dissociative electronic state and therefore promotes bond fission, or 

alternatively, when it exceeds the binding energy of a bound state. A dissociative state 

has repulsive character along a specific bond coordinate. For example, many 

heteroaromatic molecules have πσ* excited states, which result from the promotion of an 

electron in a π orbital to a σ* orbital that possess significant 3s Rydberg character in the 

Franck-Condon region, but increases its anti-bonding σ* valence character upon X–H (X 

= O, N, etc.) bond extension. Although these repulsive states are in general optically dark 

states with low oscillator strength, they can be populated directly after photoexcitation by 

vibronic coupling to near bright excited states, or indirectly by the conversion from a 

previously populated state; for example, by the coupling mediated through a CI to a bright 

ππ* state.91-93 In the case of 3s/πσ* states, due to the dissociative character that the πσ* 

states acquire upon increasing the X–H distance, they can lead to H atom detachment and 

ultrafast IC to the ground state via a πσ*/S0 CI, as shown in Figure 1.3b. The barrier that 

arises from the Rydberg/valence πσ* states is what finally defines the time-scale of the 

process. 

1.2.1.5. Tunneling  

All the relaxation pathways described above were explained using the classical view that 

neglected the quantum tunneling. In the classical description, when the population 

encounters an energy barrier along the potential energy surface and there is not enough 

energy to surmount it, the relaxation pathway is inaccessible. However, the tunneling 

effect allows for a wavepacket passing through the barrier without possessing the required 
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energy because the probability of finding a molecule on the other side of the barrier is 

non-zero. The rate of tunneling depends exponentially on both the mass of the tunneling 

specie and the size of the barrier.52 Consequently, short tunneling lifetimes are only 

observed for light particles such as electrons or protons, through small barriers. 

1.2.2. Radiative Decays  

In radiative pathways, the relaxation to the ground state from an electronic excited state 

implies the emission of a photon. There are two main radiative mechanisms: fluorescence 

(Fl) and phosphorescence (Ph), which usually occur on longer time-scales than 

nonradiative mechanisms. While the former takes place on the nanosecond-microsecond 

time-scale, the latter may exhibit lifetimes of up to several seconds. 

1.2.2.1. Fluorescence 

In fluorescence, the radiative transition occurs between two electronic states with same 

spin multiplicity. In general, fluorescence take place after thermal relaxation (VET) of 

the excited state, which results on a redshift in the emission spectrum with respect to the 

absorption spectrum because the energy of the emission is less than the energy absorbed 

by the molecule. This phenomenon is known as the Stokes shift and can be further 

promoted by other mechanisms such as solvent effect, excited state reactions or complex 

formations.47 

1.2.2.2. Phosphorescence   

When the emission process is between states of different spin multiplicity, the radiative 

pathway is termed phosphorescence. For example, this transition occurs after the triplet 

manifold is populated through ISC prior to its radiative decay to the ground state. Since 

the Tn → S0 transition is forbidden, the lifetime of the process is several orders of 

magnitude slower than fluorescence (τPh > 10-3 s).47, 52 

1.3. Photostability  

The origin of life on Earth remains unknown and is one of the major challenges for the 

scientific community. The most extended hypothesis implies a chemical evolution 

process, where a few prebiotic biomolecules were selected as precursors of the actual 

nucleobases and life building blocks, as shown in Figure 1.5. In the early-biotic ages, the 

ultraviolet (UV) radiation levels on Earth’s surface were much higher than the present 
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ones, because the ozone layer was not formed yet and therefore it is suggested that the 

prebiotic precursors were aromatic molecules able to resist under intense UV irradiation 

conditions.94-97 Consequently, these molecules were required to be photostable, which is 

the capability to dissipate efficiently the absorbed excess energy to the surroundings in 

the form of heat (vibrational energy) and without detriment to their integrity. In principle, 

it is thought that this could be achieved through nonradiative relaxation pathways because 

their short excited state lifetimes, in contrast to the long-lived radiative decays, prevent 

molecules from photochemical reactions leading to the eventual formation of harmful 

photoproducts.98-99 

In the last twenty years, several experimental and computational research groups have 

been studying the photophysical properties of nucleobases and their derivatives, 

observing that these molecules generally show very low fluorescence quantum yields and 

ultrashort excited state lifetimes, which can be linked to the accessibility to efficient 

nonradiative relaxation pathways. Indeed, the main deactivation mechanism in 

nucleobases occurs through ultrafast IC to the ground state.98, 100  

For the canonical pyrimidines, part of the population undergoes ultrafast IC to the ground 

state through a ππ*/S0 CI, which can be accessed by motion along a deformation 

coordinate that involves the C5=C6 bond. The remaining population decays to an nπ* 

state before completing IC to the ground state or decaying to the lowest triplet state 

through ISC.98, 100-105 For the purine nucleobases, adenine and guanine, the main 

relaxation channel implies a ππ*/S0 CI involving out-of-plane motion (ring puckering) 

along the C2-N3 bond.98, 100-106 However, the topology of the excited states potential 

energy surfaces, which ultimately depends on the molecular structure,107 determines the 

accessibility to the CIs responsible of the photophysical behavior of the molecules and 

thus, their photostability. This seems to explain why the photodynamics between some 

nucleobases and their derivatives or even their tautomers differ so much.100-101, 105, 108-109 

Aiming to understand the role that photoexcitation has played in the choice of some 

specific molecules to sustain life, the bottom-up approach has emerged as a valid tool to 

unravel not only the key structural factors that control the rapid deactivation of these 

molecules, but also to improve our knowledge on more complex and biologically relevant 

systems. Since large molecules exhibit a higher number of electronic and nuclear 

coordinates, the interpretation of the experimental results is obviously more difficult. For 

this reason, it is preferable to start studying the photophysics of simple chromophores, 
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and then systematically increase the complexity of the systems, including additional 

substituents and/or the interaction with solvent molecules. 

Figure 1.5. Cartoon of chemical evolution: The canonical nucleobases (structures in 

green circle) were preceded by alternative UV photostable aromatic molecules. 

1.4. Photoprotection 

Overexposure to UV radiation has been demonstrated to have severe effects on different 

biomolecules, leading to changes in the molecular structure and promoting the formation 

of free radicals, which in the case of humans can be translated in health problems such as 

erythema, DNA mutation and skin cancers (carcinomas and melanomas).110-114 In order 

to reduce these damaging effects, humans, among other forms of life, have developed 

photoprotective mechanisms driven by UV absorbing molecules termed melanins. These 

pigments with high photostability can be further divided into eumelanin, pheomelanin 

and neuromelanin. While the latter is only found in the brain, eumelanin and pheomelanin 

are in the human skin and thus are the main photoprotectors against UV radiation. 

Nonetheless, the photoprotection level of each person is regulated by melanogenesis, 

which is a gene response that adapts the production of melanin according to the UV 

exposure. Since melanogenesis is not an instant process, it may take 3-5 days for 

producing extra melanin, photodamage can occur if the skin is insufficiently protected. 

Furthermore, recently has been reported that eumelanins are potentially phototoxic after 

long-term exposure to UV-A radiation.115  

For this reason, there has been a growing interest on artificial sunscreens, particularly on 

those synthetic compounds able to mimic the photophysical behavior of natural UV 

filters. In commercial sunscreens, two categories can be distinguished attending to the 

UV active components: physical blockers and chemical absorbers. The former group are 

in general inorganic nanoparticles, typically of titanium dioxide (TiO2) or zinc oxide 

(ZnO) that scatter the UV radiation, whereas the latter are photostable molecules with 
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high absorption rates along the UV-A/UV-B region that are capable of relaxing back to 

the ground state through nonradiative pathways. In order to ensure an efficient 

photoprotection across the entire UV-A/UV-B region, different organic filters are mixed 

on a commercial sunscreen, together with other important ingredients that control the 

texture, ease of application, color, odour or water resistance.113 

However, the photostability and safety of commercial sunscreens has been subject of 

debate, since some works revealed the photoallergic potential of some UV filters such as 

benzophenone derivatives.116 Moreover, recent time-resolved experiments have showed 

the formation of long-lived photoproducts due to photoisomerization processes for some 

sinapate and cinnamates derivatives.112-114 Consequently, in an effort to unravel the 

photophysical mechanisms that control the photodynamics of these molecules and having 

the future generation of UV filters in sighs, further research on appropriate structural 

modifications and on the role of the solvent is required for the development of novel 

efficient sunscreens. 

1.5. Objectives 

The main aim of the present thesis is to understand the photophysical and photochemical 

relaxation pathways available in biologically relevant molecules and to evaluate how the 

modulations introduced by structural changes and/or intermolecular interactions 

influence their photochemistry/photophysics. The molecular systems investigated present 

aromatic chromophores that can be efficiently photoexcited along intense ππ* transitions, 

providing them the ability to absorb radiation in the near UV region. For these systems, 

Nature has selected specific deactivation channels according to their roles in the 

machinery in life. In this scenario, pushing forward the boundaries of knowledge on the 

photodynamical behavior of chromophoric biomolecules is essential to understand their 

functions and perhaps their origin, making possible at the same time, the rational design 

of synthetic systems capable of mimicking their properties.  

The first motifs studied were azaindoles, which are considered structural precursors of 

purine bases. Identifying the crucial role of structural factors and the surrounding 

environment on the relaxation mechanisms of this family is a key step to understand how 

life evolution selected adenine and guanine as canonical DNA bases. 

Secondly, in order to address the influence of the intermolecular interactions that 

chromophores establish with solvent and/or other chromophoric molecules, two type of 
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model systems were investigated in this thesis: multi-chromophore molecular clusters 

containing simple aromatic chromophores such as pyrroles or anilines, and the pyrrole-

water aggregate. The goal in the former systems is to understand how the electronic 

excitation and relaxation works in species where several chromophoric units are present, 

while in the latter the research is focused on obtaining detailed information on the role 

that solvent molecules play in the photodyanamics of pyrrole. 

Finally, the photodynamical behavior of synthetic UV sunscreening agents was studied 

in the context of a collaboration with a group from the field of synthetic organic 

chemistry. Understanding how these kind of molecules are able to release the absorbed 

energy in a non-detrimental way sheds light on evaluating their photoprotective 

capability. 

1.6. Thesis Overview 

The remaining parts of the present thesis are organized in the following way: 

Chapter 2 explains the details of the different experimental setups employed to conduct 

the gas- and condensed-phase measurements presented in the ensuing chapters. Chapter 

3 explores the ultrafast photodynamics of a set of azaindole structural isomers in the 

isolated-phase. Then, Chapter 4 increases the complexity of the system by studying the 

photophysical behavior of azaindoles in solution and compares the differences observed 

with respect to the gas-phase experiments. Chapter 5 provides an understanding of ion-

dip methodology and shows the dynamical signature of particular size pyrrole-containing 

clusters. In this sense, the photophysical behavior of homo- and heteroclusters between 

pyrrole and N-methylpyrrole molecules have been investigated. Additionally, the effect 

of the inclusion of a water molecule on the photodynamics of isolated pyrrole has also 

been studied. Chapter 6 presents the results and conclusions for the research conducted 

to unravel the excited state dynamics of aniline homoclusters. Chapter 7 focuses on the 

nonradiative deactivation of a family of synthetic sunscreens in order to elucidate its 

potential photoprotective behavior. Finally, Chapter 8 presents the overall conclusions 

from the studies presented in this thesis and a brief outlook for future works. 
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2.1. Introduction  

In this chapter, a detailed description of the different time-resolved experimental setups 

and computational methodologies employed is given. All experiments described in this 

manuscript were performed using the laser system and experimental setups shown in 

Figure 2.1. Isolated-phase experiments were carried out by time-resolved ion yield (TR-

IY) spectroscopy, whereas the ultrafast dynamics of condensed-phase samples was 

tracked by transient absorption (TA) spectroscopy and fluorescence up-conversion (FuC) 

techniques. In addition, aiming to fill the gap between the gas-phase and the intrinsically 

complex condensed-phase, the photophysical behavior of molecular complexes has been 

studied by the time-resolved ion dip (TR-ID) method. This technique overcomes 

fragmentation issues and permits to track the ultrafast dynamics and also collect infrared 

(IR) spectra of size-selected molecular aggregates by combining high-resolution ns 

tunable sources and high intensity fs pulses. Regarding theoretical modelling, different 

kinetic approaches are employed for data simulation, while ab initio methods are used to 

predict the electronic structure and main nonradiative decay pathways. Further 

experimental and computational details related to each specific experiment are given in 

Chapters 3-7.  

2.2. Femtosecond Laser Source 

The ultrashort light pulses are generated by a commercial Ti:sapphire oscillator-

regenerative amplifier laser system (Coherent Mantis – Coherent Legend Elite). The 

oscillator is pumped by a 532 nm 5 W frequency-doubled, continuous wave optically 

pumped semiconductor laser (Coherent OPS), producing a pulse train consisting of  ~15 

fs pulses centered at 800 nm, with a bandwidth of 55 nm measured at full width at half 

maximum (FWHM). The repetition rate of the pulses is 80 MHz, with a power of ~450 

mW (~6 nJ per pulse).  

Since the fs pulses generated by the oscillator are not intense enough for our experiments, 

the oscillator feeds its output into the Legend Elite CPA (chirped pulse amplifier) 

regenerative amplifier. The seeded pulses are amplified in a second Ti:sapphire cavity, 

which is pumped by a 527 nm 20 W frequency-doubled Nd:YLF laser (Coherent 

Evolution-30). After the amplification stage, the regenerative amplifier delivers a 1 kHz 

train of pulses centered at 800 nm, with a bandwidth of 30 nm (FWHM) and energies up 

to 3.5 mJ. The Fourier transform limited pulse duration of this fundamental beam is 
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approximately 35 fs. The temporal and amplitude-phase characterization of the 

fundamental beam is conducted by using a single-shot second order autocorrelator1 (SSA) 

and a GRENOUILLE2 device, respectively.  

The 800 nm fundamental beam is split into several branches in order to seed the multiple 

beam lines required for the experiments. A first beam splitter produces two beams, with 

energies of 1.5 mJ and 2 mJ, to pump two optical parametric amplifiers (OPA).3-4 The 

transmitted 1.5 mJ beam is directed into the OPA1 (Coherent TOPAS-C) that is able to 

generate wavelengths in the range of 235-5000 nm. The reflected 2 mJ beam is further 

split into two beams: the first pumps a second OPA2 (Coherent OPerA Solo) tunable in 

the 300-2600 nm region, which is used as variable wavelength pump source for both 

isolated-phase and condensed-phase experiments. The remaining radiation (~1 mJ) is 

used to generate the second (2ω = 400 nm), third (3ω = 267 nm) or fourth harmonics (4ω 

= 200 nm), depending on the experiment requirements. Indeed, two different sets of β-

barium borate (BaB2O4, BBO) crystals located in the isolated-phase (TR-IY and TR-ID) 

and condensed-phase (TA and FuC) setups can be used. For the 2ω, a type I BBO crystal 

(θ = 29º) is used in the second harmonic generation (SHG) process. For the 3ω, the 400 

nm beam is combined with the residual 800 nm fundamental on a type I BBO crystal (θ 

= 39º) where sum-frequency generation (SFG) occurs. The 4ω is produced by SFG 

between the 267 nm and the residual 800 nm on a type I BBO crystal (θ = 63.7º).3, 5-6  The 

spectral characterization of the beams is done by a fiber optic spectrometer (Ocean Optics 

HR2000) that operates in the 200-1100 nm range. Finally, the dispersion of the UV pulses 

is compensated using a CaF2 prism compressor.  

A portion of the fundamental beam (~500 nJ) is reserved to be used as probe, when 

required, in the different setups. For the isolated-phase experiments, the fundamental is 

sent into a delay line (APE ScanDelay), which controls the pump-probe delay for TR-IY 

and TR-ID setups. In the condensed-phase experiments, the fundamental is sent into a 

delay stage (Thorlabs ODL220-FS), which controls the temporal overlap between the 

pump and probe pulses for TA experiments; the same beam is then employed to seed the 

generation of the white light continuum (WLC) probe pulse. Furthermore, previously to 

the TA setup the same fundamental beam can be employed for FuC experiments. 
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Figure 2.1. General scheme of the laser system (a) and the experimental setups employed 

for time-resolved experiments in the isolated (b) and condensed-phases (c1-2).  
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2.3. Isolated-Phase Experiments 

2.3.1. Time-Resolved Ion Yield Spectroscopy 

In this gas-phase pump-probe technique, firstly, the molecule of interest is prepared into 

a selected electronic excited state by a pump pulse, and then, the evolution of the system 

is tracked by ionization with an ionizing probe pulse.7-11 By measuring the amount of ions 

formed as a function of the time delay (∆t) between the pump and probe pulses, the 

relaxation dynamics of the initially prepared electronic excited state can be monitored 

(see Figure 2.2). The use of a time-of-flight (TOF) spectrometer allows us to selectively 

track the dynamics of the parent molecule and the formed fragment species, which are 

separated in different channels attending to their mass-to-charge (m/z) ratio. 

 
Figure 2.2. Diagram of TR-IY spectroscopy.  

Since the methods to generate molecular clusters offer a limited control over the size 

distribution, time-resolved measurements able to extract the dynamics of specific size 

clusters are required. Moreover, the fragmentation process that these weakly bound 

species undergo notably complicates the identification of the different species 

contributing to each mass channel. In order to avoid this difficulty time-resolved ion dip 

(TR-ID) method is applied, which is a variant of TR-IY that combines the fs pump-probe 

scheme with an IR ns laser. Further details related to this technique are given in section 

2.3.3. 
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2.3.2. TR-IY Setup 

2.3.2.1. Mass Spectrometer  

The system is a modified Wiley-McLaren12 TOF mass spectrometer with the following 

parts: 

a) Source chamber 

The vapor samples are introduced in the form of a supersonic jet13-15 generated by a 

solenoid pulsed valve (Parker General Valve Series 9), which fires at 100 Hz in a pre-

chamber coupled to the mass spectrometer. Before entering the ionization region, the 

coldest part of the beam is selected by a 0.8 mm skimmer located 2 cm away from the 

0.51 mm nozzle. Depending on the experiment, Ar or He at a pressure of 0.5-2 bar are 

used as carrier gases. Typically, the samples under study are solids or liquids with low 

vapor pressure, and consequently it is often required to increase the temperature to obtain 

a useful amount of gaseous sample. For that purpose, the temperature can be increased 

using a heating tape (JP Selecta 3031715) attached along the pipe that connects the sample 

reservoir and the pulsed valve, which is controlled by a digital benchtop temperature 

controller (Philips KS40). By doing so, condensation process in the nozzle is avoided. 

Experimental conditions such as pulsed valve duration, carrier gas pressure, sample 

temperature and laser-valve delay can be carefully set to maximize the signal of interest 

and avoid contributions of undesirable species.  

b) Ionization region 

The ionization region is constituted by three charged plates: a repeller, an extractor and a 

grounded accelerator. A schematic representation is depicted in Figure 2.3. The ions are 

generated due to the interaction of the laser with the molecular beam in the region between 

the repeller and extractor, which are 12.7 cm apart and operate at potentials about 4.3 and 

3.75 kV, respectively. The formed ions are directed to the next region, where they are 

accelerated between the extractor and the ground plates. Both the laser and the molecular 

beam are oriented orthogonal to the TOF tube, directing ions upwards to the detector. The 

laser enters the chamber, perpendicularly to the molecular beam, through 3 mm thick 

fused silica windows. The ionization region and the TOF are evacuated by two 

turbomolecular pumps: the first one below the interaction chamber (Alcatel PTM 5900, 

400 Ls-1 N2) and the second one close to the detector (Leybold Turbovac TW 250 S, 230 
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Ls-1 N2). The turbomolecular pumps are connected to a rotatory pump (Leybold TRIVAC 

D 25 B, 71.4 Ls-1) to achieve a primary vacuum of 2·10-3 mbar. Typically, a pressure 

about 10-7 mbar is reached in the ionization region, which increases up to ~5·10-5 mbar 

when the molecular beam is operated.  

c) TOF tube and detector 

The accelerated ions acquire velocities proportional to the square root of their m/z ratio 

enabling an effective separation of the different ions along its length (86.5 cm). 

Consequently, it is possible to estimate the arrival time of specific ions according to the 

expression: 

 i
i ref

ref

mt t
m

=   (2.1) 
where tref is the arrival time of a reference molecule with mref mass.  

Along the TOF tube, four ionic lenses (two for x-axis and two for y-axis) are located 

perpendicular to the flight axis (z). Their potentials can be varied in order to correct the 

transverse components of the ion velocity. The mass-resolution of the mass spectrometer 

can be determined by: 

 
2 2

t
t mR

t m
= =

∆ ∆
  (2.2) 

where t is the time-of-flight corresponding to the m mass, and ∆t is the FWHM of the 

signal. 

The detector consists of two microchannel plate arrays (MCPs, 18 mm diameter) in a 

chevron (v-stack) arrangement, whose output current is collected by a digital oscilloscope 

(Tektronix TDS 2024/Agilent technologies DSO7054B). Up to three ion signals of 

interest can be integrated simultaneously by three Boxcars (Stanford SR250). After 

digitalization by an A/D converter (National Instruments PCI-6221), the signals are stored 

in a personal computer for analysis. For a typical transient, about 5·104 – 3·105 

experimental points (ion signal as a function of pump-probe delay) are collected by a 

custom-made LabVIEW (National Instruments) virtual instrument.  
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Figure 2.3. Schematic representation of the TR-IY experimental apparatus. 

2.3.2.2. Delay Line  
Pump-probe delay is controlled by a silver coated retroreflector mounted on a motorized 

continuous displacement delay line (APE ScanDelay 150), allowing a maximum temporal 

delay of 150 ps (2.25 cm) with a precision of 5 fs. The delay is periodically controlled by 

a fast scanning shaker at frequencies in the range of 0.2-1 Hz.  

2.3.2.3. Optics 
In this section an overview of the different beam lines for isolated-phase experiments is 

given. As described previously in Figure 2.1, laser pulses from either the OPA2 or the 

harmonic generation setup can be used as pump for TR-IY measurements. Analogously, 

the fundamental 800 nm or laser pulses from the OPA1 can be employed as probe. The 

relative polarization between the pump and probe pulses is controlled by a rotary half-

waveplate (λ/2, 800 nm) and it is typically set at magic angle (54.7º) to eliminate 

rotational alignment effects.16-18 The pump and probe beams are spatially overlapped in 

the ionization region. For that purpose, the beams are focused with an angle of 2º (near 

copropagation) into the vacuum chamber using a concave spherical aluminum mirror. 

The focusing conditions are different depending the experimental requirements. Indeed, 

when 800 nm probe is needed a mirror with focal length of 600 mm is employed for pump 
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and probe beams. However, for longer probe wavelengths from OPA1 a focal length of 

300 mm is used. Actually, large numerical apertures are preferable when high photon 

densities are required for the multiphoton ionization step. The intensity of the pump and 

probe beams is precisely adjusted by variable neutral density (ND) filters. Typically, the 

pump and probe beam intensities are estimated to be around 109 and 1012 Wcm-2, 

respectively.  

2.3.2.4. Synchronization 
Although the repetition rate of the laser system output is 1 kHz, the pumping capacity of 

the vacuum system limits the valve firing at 100 Hz, which is the final repetition rate of 

the experiments. The synchronization of the laser, pulsed valve and detection is achieved 

by a digital delay generator (Standford DG535). 

2.3.2.5. Data Fitting and Analysis 
In order to extract the dynamical information, the recorded time-dependent data are 

treated by using a rate equation kinetic model. For this purpose, the multi-exponential 

molecular response function is convoluted with the pump-probe cross-correlation (CC) 

function. More detailed information regarding the modelling of ion transient signals is 

given in section 2.5.1. 

2.3.3. Time-Resolved Ion Dip Spectroscopy 

One of the main drawbacks of TR-IY spectroscopy, when apply to molecular aggregates, 

resides in the difficulty to track the dynamics of size-selective ions due to the 

fragmentation during the ionization probing process. Because of this undesirable effect, 

the dynamical signature of the target molecular complex can be sent to lower mass 

channels. Analogously, the mass channel of interest may have contributions from larger 

species. Consequently, these intricate fragmentation pattern turn the interpretation of the 

temporal evolution of a particular mass channel into a hard or even impossible task.19 

Aiming to overcome these difficulties, the TR-ID technique permits disentangling the 

transient signal belonging to a particular size cluster, by associating it to a characteristic 

IR absorption of the targeted complex. The foundations of the technique, which builds 

upon frequency-resolved double resonance techniques20-22 and combines nanosecond and 

femtosecond pulses to gain time and frequency resolution, is graphically explained in 

Figure 2.4: initially, a ns IR laser pulse, tuned into a vibrational transition of the cluster 

of interest, interacts with the supersonic expansion at a fixed time prior to the fs pump-
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probe pulses that will prepare and track the excited state dynamics.23 In close analogy to 

the IR ion-dip methods,21-22 the absorption of the IR radiation fragments the targeted 

cluster due to the fact that the deposited energy exceeds the intermolecular binding 

energy, which will cause a dip (or an enhancement) of the ion current in the corresponding 

mass channel. Therefore, by examining the changes induced by the IR beam in the 

appropriate mass channel, it is possible to extract not only the dynamics but also the IR 

signature of the species contributing to a particular mass channel. The IR-dip spectrum is 

acquired by scanning the IR source, while integrating the IRon-IRoff ion signal resulting 

from the fs pump-probe pulses overlapped at a given relative time-delay (typically, ∆t = 

0 fs). On the other hand, the TR-ID transients, which permit tracking the temporal 

evolution of the species absorbing at specific IR wavelengths, are recorded by collecting 

the IRon-IRoff signal as a function of the pump-probe delay, with the IR fixed on a chosen 

vibration. 

Figure 2.4. Schematic of the TR-ID method applied to track the relaxation dynamics of 

size selected molecular aggregates, adapted from reference 23. 

2.3.4. TR-ID Setup 

In the TR-ID experiments, the same basic setup described above for the TR-IY 

experiments, including fs laser system, optics, pulsed valve, mass spectrometer and delay 

line, is employed. In addition, a commercial optical parametric oscillator (OPO)/OPA 

system (Laser Vision) with 10 cm-1 bandwidth, pumped by a Nd:YAG (Continuum 

Surelite) is employed to produce ns IR pulses in the 2500-4000 cm-1 range, with an energy 
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of ~10 mJ per pulse. About 0.5 mJ of the ns IR is focused by a 100 cm lens and spatially 

overlapped with the fs pump and probe beams at the interaction region of the mass-

spectrometer, as shown in Figure 2.5. The ns IR is fired 100 ns in advance, which ensures 

enough time for the fragmentation processes to take place. For the TR-ID transients the 

fs pump-probe delay is varied by the APE ScanDelay continuous displacement delay line. 

To synchronize the fs and ns sources with the pulsed valve, two properly delayed triggers 

at 20 and 10 Hz that fire the valve and the ns IR laser, respectively, are produced using a 

delay generator (Standford SR535) triggered by the 1 kHz regenerative amplifier 

reference output. Consequently, the final sampling rate of the experiments is limited to 

10 Hz. The IRon and IRoff signals of up to three mass channels are simultaneously 

integrated by Standford SR250 Boxcars and stored in a personal computer. Data 

acquisition and analysis procedures are analogous to those described for TR-IY 

experiments. 

Figure 2.5. Image of the configuration employed in the TR-ID setup to introduce the laser 

beams in the mass spectrometer. 

2.4. Condensed-Phase Experiments 

2.4.1. Transient Absorption Spectroscopy 

Transient absorption (TA) spectroscopy is a pump-probe technique to unravel the 

photophysical and photochemical events following excitation of dilute solutions. For this 

experiment, a first UV/Visible (Vis) pump pulse prepares the molecule into a selected 
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electronic excited state. Then, at a variable time-delay (∆t) a probe pulse, which is 

spatially overlapped with the pump, is sent to a spectrometer after interacting with the 

sample. Consequently, the recorded variation of probe pulse intensity with the time-delay 

makes possible to monitor the evolution of the sample. Nevertheless, in contrast with the 

isolated-phase techniques, in TA experiments a broadband probe pulse is used, which 

consist of a white light continuum (WLC) generated in a nonlinear medium such as a 

sapphire, water or CaF2.24-26 Therefore, the absorption of different probe wavelengths are 

tracked simultaneously, permitting the acquisition of a time-resolved UV/Vis absorption 

spectrum of the states prepared by the pump. 

In TA experiments, the transient signal is given by the differential optical density (∆OD) 

of the sample as a function of the pump-probe delay time. The sample ∆OD can be 

expressed according to: 27-28 
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where I0 and Ipu are the transmitted probe light through the unpumped sample and after 

excitation, respectively (see Figure 2.6). 

Generally, the recorded TA spectrum is the product of four different contributions that 

have an effect on the ∆OD, as shown in Figure 2.7: the ground state bleach (GSB), the 

stimulated emission (SE), the excited state absorption (ESA) and the photoproduct 

absorption. 24, 29

Figure 2.6. Schematic representation of the pump-probe sequence in TA experiments. 

The probe pulse interacts alternatively with the unpumped and excited sample, which is 

constantly recirculating in a liquid flow cell. 



Experimental Setup and Methodology Condensed-Phase Experiments 

42 

Figure 2.7. Schematic of the principal contributions to the TA spectrum, adapted from 

reference 24. 

2.4.1.1. Ground State Bleach 

The GSB is a contribution that appears as a negative signal (∆OD < 0) in the region of 

the ground state absorption spectrum. After excitation, the population of the ground state 

decreases and consequently, since this fraction of molecules do not contribute, the ground 

state absorption is reduced. This means that upon excitation more probe light is 

transmitted through the sample (Ipu > I0). The temporal evolution of the GSB tell us about 

the relaxation pathways of the photoexcited molecule back to the ground state. 

2.4.1.2. Stimulated Emission 

SE is a process that only occurs when a probe photon induces emission of an additional 

photon from an electronically excited state of the molecule. This results in an increase on 

the probe light intensity, which means a negative signal in the TA spectrum. In general 

terms, this contribution is observed in the region that corresponds to the fluorescent 

emission spectrum of the molecule. 

2.4.1.3. Excited State Absorption 

Upon excitation, the probe can induce optically active transitions from the prepared 

excited states of the molecule to higher excited states. The absorption of probe light by 

the exited state reduces the intensity of the light transmitted through the sample (Ipu < I0), 

which means a positive signal (∆OD > 0) in the TA spectrum in the region of the ESA. 
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2.4.1.4. Photoproduct Absorption 

During the relaxation of the prepared excited state, the sample molecule can reach 

dissociative states that result in transient or long-living fragmentation products. The 

absorption of the probe by these species yields, in general, additional positive 

contributions across the TA spectrum. Depending on the nature of the electronic state 

involved in the fragmentation process, the absorption of neutral photoproducts, radicals 

or charged species such as radical cations or solvated electrons can be observed in the TA 

spectrum. 

2.4.2. TA Setup 
In this section, the main elements of the TA setup, which has been decisively improved 

during this thesis, are shown and described. As already anticipated, this setup has been 

used for many of the condensed-phase experiments reported here (Chapters 4 and 7). In 

Figure 2.8, a general scheme of the experimental setup can be found.  

Figure 2.8. A schematic of the TA setup. 

2.4.2.1. Pump Pulses 

As it was explained in section 2.2, our experimental setup has two different methods to 

generate the pump pulses from the fundamental 800 nm beam, for vacuum and 
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condensed-phase experiments. The first one uses the OPA2, which is capable of 

generating radiation in the 235-5000 nm range. The second method relies in the harmonic 

generation process that provides the 400, 267 or 200 nm wavelengths when required. 

These pump beams share most of the optical path and are focused on the sample by a 

spherical mirror with focal length of 500 mm. In order to record the intensity of the 

transmitted probe continuum through the sample with and without the presence of the 

pump, a synchronized optical chopper running at 100 Hz blocks alternatively bursts of 

ten excitation pulses. The energy of the pump pulses is controlled by using variable ND 

filters, whereas the relative polarization between the pump and probe pulses is set by 

employing a Berek’s variable waveplate. Typically, pump energies in the range of 0.2 – 

2 µJ are employed and the relative polarization of the pump-probe beams is fixed at magic 

angle (54.7º) configuration to avoid rotational dephasing effects.  

2.4.2.2. Probe Pulse 
As described in section 2.2, about 500 nJ of the fundamental are employed to seed the 

generation of the WLC probe pulse. The process is schematically illustrated in Figure 2.8. 

Firstly, the 800 nm fundamental is sent to a linear translation stage (Thorlabs ODL220-

FS), which permits to adjust the probe beam pathway with 0.3 µm precision (~1 fs) and 

allows a maximum delay of ~1.5 ns (22 cm). During this thesis, the maximum delay of 

the translation stage has been increased up to ~2.5 ns by adding a second pass through 

the delay line. To achieve this, a second pair of mirrors on the motorized delay stage and 

two periscope assemblies have been implemented. Then, about 1 µJ of the fundamental 

beam is focused into a 2 mm thick CaF2 (<001>) window for the WLC generation. To 

assure a stable white light generation the power density and focusing conditions are 

carefully adjusted by an iris with an aperture of ~4 mm, a variable ND filter and a f = 100 

mm fused silica lens. Although CaF2 permits obtaining a stable broadband probe from 

350 to 750 nm (see Figure 2.9), it has a major drawback: the damage threshold of the 

material is very close to the threshold for WLC generation.30 With the aim of minimizing 

permanent damage and extending its lifespan, the CaF2 window is mounted on a 3-axis 

translation stage. The focal position of the window (z-axis) is controlled by a manual 

micrometric actuator, while two motorized direct current (DC) servo actuators (Thorlabs 

Z825) continuously translate the window in perpendicular directions (x and y-axes) to 

assure a periodic refreshing of the irradiated section. The generated white light is then 

collimated (f = 100 mm) and split before being focused (f = 250 mm) into the sample with 



Experimental Setup and Methodology Condensed-Phase Experiments 

45 

a spot radii of ~65 µm by spherical aluminum mirrors. A small fraction (40%) of the 

WLC beam, which is used as reference beam to significantly improve signal-to-noise 

ratio, is directly sent to the spectrometer fiber by means of a f = 150 mm lens. It is worth 

mentioning that the residual 800 nm radiation (~1 µJ) that is not converted to white light 

has to be removed to avoid the interaction with the sample and the saturation of the 

spectrometer. For this purpose, most of the remaining 800 nm fundamental is filtered by 

a highly reflective (750-850 nm) dielectric mirror (Altechna).  

Figure 2.9. Spectrum of the WLC (solid line) together with its standard deviation (dash 

line). The lack of counts in the 750-900 nm range is due to the filtering of the 800 nm. 

2.4.2.3. Liquid Samples 

Choosing the appropriate liquid target is of great importance for TA measurements. One 

of the key factors is the thickness (optical path) of the sample film, not only because 

affects to the required sample concentration, but also due to its direct influence on the 

temporal resolution of the experiment. When the pump and probe laser pulses pass 

through the sample, they undergo group velocity dispersion (GVD), which accounts for 

the dependence between the speed of light and wavelength in a medium. Actually, when 

a pulse propagates through a transparent medium with normal dispersion, it undergoes a 

phase distortion inducing an increase of its temporal duration and a frequency chirp, 

because not all the frequencies travel though the medium at the same speed. Since the 

index of refraction for the blue light is higher than that for the red light, the red 

wavelengths travel faster than the blue wavelengths.31 Additionally, the group velocity 

mismatch (GVM) between the pump and probe pulses contributes significantly to the 

degradation of time resolution. This effect, which depends directly on the optical path, is 
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almost negligible when the excitation and probe wavelengths are degenerated but 

becomes the dominant contribution when the energy difference between pulses increases. 

Therefore, in order to reduce the velocity mismatch and GVD, an appropriate solution 

would be reaching a compromise value between the temporal resolution, which is 

inversely proportional to the thickness, and the signal-to-noise ratio. Further details 

regarding the impact of these effects on the temporal resolution are provided in section 

2.4.2.7.  

In our TA setup, multiple liquid targets are employed depending on the conditions of the 

sample solution under study. Typically, a flow cell (Starna Scientific UTWA2) that 

minimizes the optical path through the fused silica windows and the sample (0.2 mm) is 

used. The sample is pumped to the cell from a glass reservoir (50 cm3) – through silicone 

tubing (Tygon S3 E-3603) – by a centrifugal (RS PRO M400-S) or a magnetic drive pump 

(Pittman 9413E269). A minimum flow speed of 500 cm3min-1 is required to ensure that 

the sample is refreshed for every pump pulse. A manual micrometric actuator permits 

controlling the focal position of the flow cell (z-axis), whereas two motorized DC servo 

actuators (Thorlabs Z825) continuously translate the cell in perpendicular directions (x 

and y-axes). Nonetheless, in some cases photoexcitation with UV pulses results in the 

formation of photoproducts on the surface of the windows that cannot be removed by 

circulating the sample solution. To overcome this issue, a homemade gravity-driven thin 

liquid film flow system is employed.  

2.4.2.4. Detection 

After being focused and passed through the sample, the probe continuum, together with 

a portion of the excitation beam, is focused by a 100 mm lens onto an optical fiber 

connected to a spectrometer (Avantes AvaSpec-ULS2048XL). In order to reduce the 

scattering light that reaches the detector, the pump beam is blocked with an iris. As 

mentioned in section 2.4.2.1, the generated WLC is split to create a reference WLC beam, 

which, after following an alternative path avoiding the sample, is also focused by a 120 

mm lens onto an optical fiber connected to the second channel of the spectrometer. It is 

worth to remark that both WLC beams pass through variable ND filters to avoid the 

saturation of the detector at certain wavelengths. Figure 2.10 compares the baseline 

reflecting sensitivity between this dual channel configuration, using a reference WLC 

beam, and the single channel configuration by collecting a TA spectrum of pure methanol 

following 267 nm excitation at negative time-delays (∆t = -1 ps), where the signal should 
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be zero for all probe wavelengths. The dual channel configuration ensures an 

enhancement on the signal-to-noise ratio, which permits to reach sensitivities in the order 

of 0.1 m∆OD. 

Figure 2.10. Comparison of the baseline of the TA setup when a reference WLC is used 

(blue solid line) or single channel configuration is employed (red solid line). The dash 

lines correspond to the standard deviation of each configuration. See text for details. 

2.4.2.5. Synchronization and Data Acquisition 

The data collection and processing is carried out by a homemade LabVIEW (National 

Instruments) software, which uses the collected spectra with and without pump to 

calculate the corresponding TA spectrum according to the expression: 
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where I0 is the transmitted probe continuum intensity passing through the unpumped 

sample, Ipu is the intensity of the transmitted probe passing through the excited sample, 

I0
ref is the intensity of the reference probe without the excitation and Ipu

ref the intensity of 

the reference WLC when the sample is excited. 

The repetition rate of TA measurements is limited by the 3.5 ms data transfer speed from 

the spectrometer to the personal computer. Consequently, it is essential to reach a 

compromise between delivering and integration times in order to obtain a good signal-to-

noise ratio. For this reason, the spectrometer integrates the probe spectrum during 6 ms 

temporal windows, with the excitation alternatively on and off via an optical chopper 

running at 100 Hz. A Standford SR535 delay generator is used to achieve the 

synchronization of the laser, chopper and spectrometer. The excitation narrowband signal 
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is also recorded to detect the presence of the excitation and to correct from intensity 

fluctuations. 

2.4.2.6. Analysis 

To extract the temporal and spectral information from the collected data, the processing 

involves the following steps: 

a) Chirp and baseline correction

Firstly, the TA spectra have to be aligned in time to correct the broadband pulse chirp by 

using the coherent artifact signal (CAS, see section 2.4.2.7 for further information) as a 

zero delay time reference (∆t = 0).28, 32-34 This chirp causes that the spectral components 

of the WLC reach the sample at different times. Figure 2.11a shows the raw TA spectrum 

of methanol excited at 267 nm. As it can be seen, the temporal overlap of a certain 

component of the WLC probe with the pump pulse results in a wavelength dependent 

CAS, whose central position travels along a ~2 ps temporal window for wavelengths 

between 350 and 700 nm. To obtain the corrected TA spectrum, a fourth order polynomial 

function is employed to fit the CAS position at different wavelengths. Finally, the time-

axis is corrected by applying the correction function resulted from the fitting, as shown 

in Figure 2.11b. As the scattering of the pump pulse and eventually the spontaneous 

emission from the sample are also coupled to the spectrometer, the baseline is also 

corrected by subtracting a spectrum collected at negative time delays (∆t < 0), taking 

advantage of the fact that these contributions are independent from the pump-probe 

delay.35 

Figure 2.11. TA spectrum of methanol after excitation at 267 nm without (a) and with 

chirp correction (b). The spectrum shows the CAS of methanol, which is used to establish 

the zero delay time and to measure the instrument response function. 
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b) Data modelling 

Analogously to gas-phase measurements, the transients at single selected probe 

wavelengths are modelled by the convolution of a multi-exponential molecular response 

with the CC function of the laser pulses. This is carried out by a dedicated LabVIEW 

software. Additionally, it is also possible to use a global fitting procedure, which allows 

us to extract the wavelength dependent pre-exponential factors, Ai(λpr), that permit to a 

single set of temporal components, τi, to reproduce the TA spectrum, the so-called decay 

associated spectrum (DAS). Additional details about the TA data modelling are given in 

section 2.5. 

2.4.2.7. Temporal Resolution 

The temporal resolution of TA setup is affected by several factors such as pump and probe 

pulse durations, geometry of both beams at the interaction region, and the velocity 

mismatch and the GVD at the sample.31, 36-38 The temporal resolution can be easily 

determined by measuring the CC of the pump and probe pulses from the width of the 

CAS observed in a pure solvent in the full spectral range of the probe broadband.28, 32 The 

coherent artifact is mainly produced due to the cross-phase modulation effect, which 

accounts for the spectral modifications within the probe upon pump-induced temporal 

changes of the refractive index, although two-photon absorption and stimulated Raman 

amplification can also contribute to the CAS.39-40 This phenomenon for WLC probe 

pulses with nonlinear spectral phase has been theoretically described by several groups26, 

32, 39, 41-42 and consequently the CAS has been fitted, as shown in Figure 2.12, with the 

following expression:26 
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where f1, f2 and φ are adjustable parameters, whereas ω is the FWHM of the instrumental 

response. It is worth to note that the width of the artifact increases for longer probe 

wavelengths due to the group velocity mismatch between the pump and the probe, 

resulting on a loss of temporal resolution, as shown in Figure 2.11a.  
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Figure 2.12. CAS of methanol after excitation with 267 nm at different probe wavelengths 

used to measure the CC function for TA experiments. 

Excitation geometry is another key factor that affects directly the temporal resolution. 
The angle between pump and probe beams and their diameter influence the width of the 
CAS. Indeed, the CC function of pump and probe pulses is given by:38 
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where Ipu and Ipr is the intensity of pump and probe beams, respectively, and τ is the time 
delay between both pulses. 

Figure 2.13 shows the beam geometries in the excitation region, where L is the thickness 
of the sample, D and d denote de diameter of pump and probe beam, respectively, and θ 
is the angle between both pulses. Assuming that pulses have a Gaussian temporal profile 
and spatial distribution, the pulse intensities can be expressed by:38 
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where τpu and τpu are the temporal widths and υpu and υpr the group velocity of pump and 

probe, respectively. 
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Figure 2.13. Schematic diagram of the pump-probe interaction geometry, adapted from 

reference 38. 

Consequently, for 100 fs pulses and probe diameters of 200 µm, an angle (θ) greater than 

5º results in a significant broadening of the CC function. Nevertheless, for shorter pulses 

this critical angle can be even smaller. Furthermore, if the probe beam diameter is smaller 

than that of the pump one (D > d) the change of the latter does not affect the temporal 

resolution. On the contrary, a subtle increase in the probe beam diameter implies a great 

loss of resolution. For this reason, in our experimental setup both pulses intersect with an 

angle of 2º, while typically spot radii of 130 and 65 µm are employed at the interaction 

region for the excitation and probe beams, in that order. The diameters of both beams can 

be characterized at the interaction region after sending them to a charge-coupled device 

(CCD) camera by using a flip mirror (see Figure 2.14). This procedure is very useful to 

achieve a proper spatial overlap of the beams. 

Figure 2.14. Probe (a) and pump (b) pictures taken by CCD camera at interaction region.  
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The temporal resolution is also affected by another factor: the group delay dispersion 

(GDD), which expresses the difference between transit times of the pump and probe 

pulses traveling a distance (L) through a medium (GDD = GVD · L).43 However, it can 

be neglected if the sample cell is relatively thin or the difference between pump and probe 

wavelengths is small enough. Therefore, the theoretical temporal resolution can be 

defined as the sum of all the effects explained and is given by: 

pulse GVM geom GDDR τ τ τ τ= + ∆ + ∆ + ∆ (2.9) 

In this sense, the experimentally determined CC function is a good approximation if it is 

compared with the theoretical resolution for a pulse of 60 fs at different probe 

wavelengths, as shown in Figure 2.15. 

Figure 2.15. Comparison between the experimental and theoretical resolution. 

2.4.3. Fluorescence Up-Conversion 

The fluorescence up-conversion (FuC) technique is a powerful tool, complementary to 

TA spectroscopy, for investigating ultrafast processes in solution such as solvation 

dynamics, relaxation of excited states and vibrational cooling.44-47 In a FuC experiment, 

the target molecule is prepared into an excited state and then its fluorescent emission is 

resolved in time with fs resolution. To do so the emission signal (ωfl) is mixed with a gate 

fs pulse (ωg) in a non-linear crystal to generate the sum-frequency of both beams (ωSF = 

ωfl + ωg). Therefore, by varying the delay of the gate pulse respect to the excitation pulse, 

it is possible to slice in time the emission process. 

2.4.4. FuC Setup

Figure 2.16 shows the setup we use for time-resolved fluorescence experiments. The 

system is based on a commercial kit (CDP FOG 100), which has been modified to allow 

the introduction of an external pump beam from the OPA2. In this way, the excitation can 
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be tuned in the 200-800 nm interval. The pump beam is focused by a lens (f = 60 mm) on 

a rotatory cuvette of 0.3 mm path that contains the solution under study. The sample 

emission is collected by an f = 60 mm lens and focused by a second one with f = 150 mm, 

on a 0.2 mm thick BBO crystal, where it interacts with the 800 nm gate beam to generate 

the up-converted signal by type-I phase matching. The latter is detected by a 

photomultiplier (PMT) coupled to a monochromator (CDP 220D), whose signal is 

integrated by a boxcar (CDP 2021A). It is important to note that specific cut-off filters 

are employed to filter the remaining excitation light. The temporal overlap between the 

excitation and gate beams is controlled by a retroreflector mounted on a motorized delay 

stage allowing a maximum delay of ~2 ns with a precision of 1.5 fs. The angle of the 

nonlinear crystal is optimized for the emission wavelength of choice, which is selected 

by the monochromator. For a typical measurement, 5 to 10 delay scans containing 1500 

laser shots at each delay position are accumulated. Temporal resolutions around 150-250 

fs are reached at the studied excitation and emission wavelengths.  

Figure 2.16. Schematic diagram of the time-resolved fluorescence up-conversion setup. 

2.5. Computational Methodologies 

2.5.1. Signal Modelling 

In order to extract the dynamical information contained in the recorded transients, 

different analysis methods are used depending on the type of experiments. In isolated-

phase and FuC experiments we collect one-dimensional transients (signal vs. ∆t) since 

the measurements are carried out at single probe wavelength. However, in TA 

spectroscopy the data are two-dimensional because the temporal evolution is 

simultaneously registered at all the wavelengths of the WLC and consequently, it is 

possible to model them by global fitting method. Additional information of each specific 
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case will be given in the next chapters.  

2.5.1.1. Single Wavelength Transients 

The transients at fixed probe wavelengths are modelled by the following convolution 

function:48 
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is a multi-exponential molecular response, being ai the amplitude (a positive amplitude 

represents a decay while a negative indicates a rise), τi the time constants of the 

exponentials, and R(λ,t) the CC function of the laser pulses, which typically is a Gaussian. 

In this method, each probe wavelength is fitted individually and consequently the value 

of τi and ai is different for every wavelength.  

In isolated-phase experiments, in order to derive the CC function and to establish the zero 

delay time (∆t = 0), the nonresonant ionization signal of ethylene (C2H4) or xenon is 

acquired simultaneously to the ion of interest. Depending on the pump-probe 

wavelengths, values in the 70-120 fs (FWHM) range are typically measured, as shown in 

Figure 2.17a. In condensed-phase experiments, different approaches are used according 

to the technique employed. In TA experiments, as it was previously described in section 

2.4.2.7, the CC function and the zero delay time at the different spectral wavelengths is 

derived from the CAS acquired from a pure solvent-only measurement, as shown in 

Figure 2.12. Typically, values between 120 and 190 fs were obtained for the CC in the 

350-700 nm probe range. In FuC technique, the temporal resolution is generally 

determined by measuring the Raman response from the solvent.49 However, in our setup 

it is not possible to address this characterization when excitation wavelengths below 275 

nm are employed because the sum-frequency of the Raman signal would be beyond the 

detection limit of the monochromator, which is 220 nm. In this case, the CC function is 

derived from a measurement of the rise-time in the blue region of the fluorescence from 

a long-lived molecule such as coumarine 153 in the solvent of interest (see Figure 2.17b), 

which has been demonstrated to be an acceptable estimation.50  
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Figure 2.17. Examples of CC functions derived for TR-IY (a) and FuC (b) setups: a) The 

ethylene+ 1+4’ nonresonant ionization signal, registered with 260 nm excitation and 800 

nm probe, is used as zero delay time reference and fits with a Gaussian of ~69 fs (FWHM). 

b) The rise-time of coumarine 153 in dichloromethane at 495 nm emission wavelength

after 267 nm excitation fits with a Gaussian with width of ~220 fs (FWHM). 

2.5.1.2. Time- and Frequency-Resolved Data 

Since TA experiments yield two-dimensional data sets, where one independent dimension 

is given by the probe wavelength and the other one by the pump-probe time delay, it is 

possible to obtain a qualitative perspective of the dynamical processes in play by 

modelling all the probe wavelengths simultaneously. For this purpose, a global fitting 

procedure35, 51-53 is employed, for which it is assumed that time and wavelength 

dependence of the data are separable and therefore all the transients are fitted to a sum of 

n exponential functions convoluted with a Gaussian CC function: 

/( , ) ( ) ( , )́i

n
t

pr i pr pr
i

S t A e R tτλ λ λ−= ⊗∑   (2.12) 

where Ai(λpr) is the decay-associated spectrum (DAS) for the corresponding ith 

exponential function with lifetime τi. Since all the probe wavelengths are modelled at 

once, common τi lifetimes are iterated for every probe wavelength, while the value of 

Ai(λpr) varies for each wavelength. In our experiments the global lifetime analysis is 

carried out in two steps by using a custom LabVIEW virtual instrument: Firstly, the 

lifetime of n exponential components is extracted for a set of fixed probe wavelengths. 

Then, the pre-exponential factors of those common lifetimes are obtained for all the probe 

wavelengths, enabling us to plot the DAS (Ai vs. λpr), which makes possible a clear 

visualization of the different spectral contributions, especially when they are spectrally 
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overlapped. In general, three exponential are sufficient to model the collected data at the 

entire probe window. 

2.5.2. Ab initio Calculations 

A brief overview of the computational methods employed to predict the involved 

electronic states and, in some cases, the minimum energy pathways (MEPs) is given here. 

Firstly, in the experiments presented in this thesis the ground state geometries are mainly 

optimized with density functional theory (DFT) using the Coulomb attenuated model 

Becke-3rd parameter, Lee-Yang-Parr (CAM-B3LYP)54 functional with the Pople type 6-

311++G(d,p)55-56 basis and Grimme’s Dispersion with Becke-Johnson damping 

(GD3BJ).57-58 However, in some cases the M06-2X59 or Perdew-Burke-Ernzerhof 

parameter-free (PBE0)60 functionals are also employed. Furthermore, we also use ab 

initio methods such as the Møller–Plesset second order perturbation theory (MP2)61 to 

optimize the ground state of some specific compounds. Secondly, for the optimization of 

excited states structures and the calculation of vertical excitation energies (VEEs) and 

oscillator strengths, time-dependent density functional theory (TD-DFT) using the CAM-

B3LYP functional with the 6-311++G(d,p) basis with GD3BJ dispersion is mainly 

employed. Unrelaxed energy scans along selected vibrational coordinates are also 

computed at this level. Binding energies are calculated when required by including the 

Boys and Bernardi counterpoise correction for removing the basis set superposition error 

(BSSE).62 All these methods are implemented in Gaussian 09 computational package.63 

It is important to note that some of the theoretical calculations presented in this thesis 

have been performed by other research groups in the context of established collaborations. 

In this regard, Prof. Lluís Blancafort from Universitat de Girona conducted the 

calculations for understanding the relaxation pathways of a set of isolated azaindole 

isomers in Chapter 3. Likewise, in Chapter 7, Prof. Diego Sampedro from Universidad 

de La Rioja modelled the main relaxation channels for a family of synthetic sunscreens. 

Further details regarding each specific problem will be given in Chapters 3-7. 
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3.1. Introduction 

The photophysics of azaindoles (AIs) is relevant in a biological context because of their 

chemical proximity to the DNA purine bases, adenine and guanine. They can be seen as 

a simplified version of adenine where only one instead of three indole carbon atoms are 

substituted by nitrogen (see the structures in Figure 3.1). In fact, these molecules have 

been considered as fundamental steps for a bottom-up approach to understand the 

relaxation pathways operative in DNA,1 since one can discern the role of the different 

structural components, by individuating how the position of the pyridinic nitrogen atoms 

in the six-membered purine ring modulates the photophysics. AIs have been also 

proposed as blue fluorescent protein markers for in vivo imaging studies because they can 

replace tryptophan in peptides.2-3 In spite of this intrinsic interest, the photophysics of the 

AI isomers, apart from 7-AI, have not received much attention up to now. 7-AI dimers4-8 

and water and alcohol clusters6, 9-13 have been extensively studied as mimics of DNA base 

pairs and H-bonded networks, respectively. The isolated monomers have also been 

studied by theory and experiment,7, 10, 14-18 but there are no time-resolved studies of the 

excited state dynamics. For the remaining isomers, only some studies in solution, which 

mainly focus on their aggregation properties, are available2, 19-21 and no gas-phase studies 

on the photophysics have appeared. 

The research presented in this chapter explores the relaxation mechanisms of a set of AI 

structural isomers (see Figure 3.1) in the isolated-phase tracked by TR-IY spectroscopy. 

The interpretation of the measured photodynamics has been grounded in MS-

CASPT2//TD-DFT calculations of the excited state decay paths. For the set of isomers, 

the study permits us to postulate a common path involving a puckering mode of the 

pyridinic ring, which depending on the position of the nitrogen atom induces remarkably 

different excited state relaxation rates. Along this pathway, the nπ* state plays a key role 

by controlling the access to a CI with the ground state that mediates the IC process. 

Additionally, we have studied how the photophysics of isolated AIs is altered by the 

addition of different solvents in order to establish the effect of the environment on the 

relevant ππ* and nπ* states, in terms of polarity and specific interactions such as hydrogen 

bonding. These results will be provided in the next chapter. 
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Figure 3.1. Structures of AI derivatives considered in this work and adenine (Ade). The 

7-AI structure shows the two axes of inertia (dashed lines) and the definition of the angle 

θ formed between the ππ* transition dipole moment vector (double headed arrow) and 

the long axis. 

3.2. Experimental Methods

The experimental setup for the TR-IY experiments has been fully described in Chapter 2, 

section 2.3. 4-AI, 5-AI, and 6-AI (98%) were purchased from Alfa Aesar, while 7-AI 

(98%) and NMe-7-AI (95%) were acquired from Sigma-Aldrich and ABCR Chemie, 

respectively. All the samples were employed without further purification. The vapor 

pressure of the targeted samples, heated at temperatures that varied between 80 and 125 

ºC, was mixed with 1.5-2 atm of Ar to form a supersonic expansion. After passing through 

a 0.8 mm skimmer, the molecules of interest were ionized by two-color pump-probe fs 

laser pulses. A fine control of the valve operation conditions and in particular, of the 

valve-laser synchronization, was mandatory to avoid the appearance of cluster fragments 

in the monomer mass channel (see the following section 3.2.1). 

The generation of fs laser pulses was described in detail in section 2.1. Briefly, the 

commercial Coherent Mantis – Legend Elite oscillator-regenerative amplifier laser 

system yields a 1 kHz train of 35 fs pulses centered at 800 nm, with 3.5 mJ of energy per 

pulse. The excitation beam was tuned in the 305-250 nm range by the second harmonic 

of the SFG of the idler and signal of OPA2, and the 800 nm fundamental beam. The third 

harmonic of the fundamental at 267 nm was also used as pump beam in some 

measurements. For the probe, the fundamental 800 nm radiation was employed in most 
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of the experiments. Alternatively, the second harmonic (400 nm) or 1305 nm pulses from 

OPA1 were also used. The pump and probe beams were focused in the ionization region 

by spherical mirrors, reaching intensities in the order of 109 and 1011-1012 W cm-2, 

respectively, below the threshold to produce any measurable ion in the absence of the 

probe. The magic angle configuration (54.7 º) was adopted for the relative polarization of 

the pump and probe beams. In order to derive the CC function, the 1+4’ (1+5’ for the 

1305 nm probe) nonresonant ionization signal of ethylene was acquired simultaneously 

to the ion of interest. Depending on the pump-probe wavelengths, values between 70 and 

90 fs were measured for the CC function. 

3.2.1. Formation of 7-AI homoclusters 

7-AI forms very stable homodimers, ((7-AI)2 binding energy > 20 kcal mol-1), which 

unfortunately can interfere in the detection of the isolated monomer, especially when 

ionization based detection schemes are employed. The formed dimers can fragment 

during the ionization and therefore they will be detected in the monomer mass channel. 

To avoid the formation of the dimers and/or minimize their contribution to the monomer 

mass channel signal, a fine-tuning of the experimental conditions is required, particularly 

those related to the expansion such as the stagnation pressure and the laser-valve timing. 

In order to illustrate the influence of these parameters, mass spectra and transients at the 

7-AI monomer (118 Da) and (7-AI)2 dimer (236 Da) mass channels were recorded at 

different laser-valve delays, following excitation and ionization at 289 and 800 nm, 

respectively, as shown in Figure 3.2. Previously, the optimum conditions of heating 

temperature and carrier gas (Ar) pressure were established at 125 ºC and 1.5 atm, in that 

order. Figure 3.2ai exhibit measurements recorded in the presence of dimers in the 

interrogated region of the expansion. Indeed, at 9.51 ms (490 µs) laser-valve delays the 

transient collected in the dimer channel (Figure 3.2a3) shows the well-known dynamical 

signature that has been previously attributed to the dimer.4, 8, 22-25 Additionally, the 

presence of a long-lived background suggests the formation of bigger clusters. These 

features are considerably weaker but still perceptible at 9.54 ms (460 µs) laser-valve 

delays, as shown in Figure 3.2b3. Simultaneously, the monomer mass channels in Figure 

3.2a2 and 3.2b2 show a rising component that can be attributed to the dynamics of 

fragmenting clusters. On the other hand, the data shown in Figure 3.2ci were recorded at 

laser-valve delays that minimize the formation of clusters. Under these conditions, the 

dimer channel does not show any meaningful signal, while the decays of the monomer 
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channel can be safely assigned to the isolated 7-AI molecule. 

Figure 3.2. Mass spectra (a1, b1 and c1) and transients recorded at the 7-AI+ (a2, b2 and 

c2) and (7-AI)2
+ (a3, b3 and c3) mass channels at three different laser-valve delays: 9.51 

(ai), 9.54 (bi) and 9.58 ms (ci). The pump and probe wavelengths were 289 and 800 nm, 

respectively, for all the TR-IY measurements. 

3.3. Computational Methods

Quantum mechanical calculations were performed by Prof. Lluís Blancafort (Universitat 

de Girona) in order to describe the relaxation pathways of the different AI isomers in 

vacuum. The decay paths on the excited state potential energy surface were calculated 

combining time-dependent density functional theory (TD-DFT) and multi-state complete 

active space second order perturbation (MS-CASPT2) calculations, i.e. MS-

CASPT2//TD-DFT. In this approach, the reaction paths are firstly optimized at the TD-

DFT level, which is computationally efficient but does not account for multireference 

effects (static correlation). To account for these effects, the energies are refined with MS-

CASPT2 single-point calculations along the TD-DFT path. 

For the TD-DFT paths, the ππ* and nπ* minima were initially optimized, labelled ππ*-

DFT and nπ*-DFT, the conical intersection (CI), and the transition structure (TS) 

connecting the CI with nπ*-DFT. The path from the Franck-Condon structure to ππ*-

DFT was obtained with a linear interpolation in internal coordinates (LIIC). For 5-AI and 
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6-AI, ππ*-DFT is a first-order saddle point of Cs symmetry, and the path from ππ*-DFT 

to nπ*-DFT is obtained with an intrinsic reaction coordinate (IRC) calculation.26 For 7-

AI, ππ*-DFT is a minimum, and the path to nπ*-DFT is obtained with a LIIC. To 

complete the decay profile, in all cases the path from nπ*-DFT to the CI was obtained 

with IRC calculations from the TS started in both directions. TD-DFT was preferred over 

CASSCF for the calculation of the paths because the ππ* states with 1La character were 

poorly described at the CASSCF level, resulting in a wrong order of the states in the 

Franck-Condon region.  

In the MS-CASPT2//TD-DFT potential energy profiles (see Figure 3.3), the MS-CASPT2 

minima did not coincide with the TD-DFT critical points because of the different vibronic 

ππ*/nπ* interaction. This is due to the different gap between the ππ* and nπ* states at the 

two levels of theory. However the effect on the energetic description of the path is small 

because the surface is very shallow, and the MS-CASPT2 energy profiles retain the main 

features of the TD-DFT profiles. The MS-CASPT2 barriers were calculated as the 

difference between the lowest energy point before the TS, labelled S1-Min, and that of 

the highest energy point along the path to the CI. 

For the TD-DFT calculations, the CAM-B3LYP functional with the 6-311G(d,p) basis 

was used. The TD-DFT optimizations were carried out with Gaussian 1627 package, and 

the CI optimizations at the TD-DFT level were conducted with a home implementation 

of the double-Newton-Raphson CI optimization algorithm28 adapted to TD-DFT, using 

the nonadiabatic coupling vector for the projection.29 In all cases the implementation of 

the full pseudo-eigenvalue TD-DFT equation30 was employed, except for the CI 

optimizations, where the Tamm–Dancoff approximation was used to improve 

convergence. 

For the MS-CASPT2 calculations, the ANO-L basis set with 4s3p2d contraction for C 

and N and 3s2p for H was employed. The complete active space self-consistent field 

calculations underlying MS-CASPT2 were carried out with an active space of 12 

electrons in 10 orbitals (the nitrogen lone pair and the 9 π orbitals), state averaging over 

8 states with equal weights. Such a number of states was necessary because of the poor 

CASSCF description of the states with 1La character, which leads to substantial coupling 

of the lowest ππ* states with the higher states in the MS-CASPT2 effective Hamiltonian. 

These calculations were conducted with Molcas 7.8.31-32 For the MS-CASPT2 part we 

used an imaginary shift33 of 0.1 a.u. and the ionization potential electron affinity 
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correction34 of 0.25 a.u., which is the default in Molcas 7.8. 

3.4. Results and Discussion 

The three lowest MS-CASPT2 vertical excitation energies (VEEs) of 4-AI, 5-AI, 6-AI 

and 7-AI are summarized in Table 3.1, together with the oscillator strength (f) and the 

direction of the transition dipole moment with respect to the long molecular axis (θ) (see 

Figure 3.1). For comparison, the data of adenine are also provided.35 Moreover, Table 3.2 

illustrates a comparison of the vertical excitations calculated for 7-AI with previous 

theoretical estimates, showing that the results for 7-AI are in qualitative agreement with 

previous CASPT2 studies. 

For all isomers, there are three excited states near the excitation window of 300-267 nm: 

two bright ππ* transitions (oscillator strength 0.03-0.09) and an almost dark nπ* state 

(oscillator strength < 0.01). The lowest S1 electronic state is a ππ* state, lying at 4.95 eV 

for 5-AI and 4.69 eV for the other isomers. The nπ* state is S2 for 6-AI, and S3 for 4-AI, 

5-AI and 7-AI. It lies 0.15-0.64 eV above S1. Finally, the higher-lying ππ* state lies 

between 4.77 and 5.05 eV. In the ππ* states, the transition dipole moment forms angles 

(θ) with absolute values of 0–73º with respect to the long axis of inertia, i.e. the ππ* states 

have intermediate character between 1La and 1Lb (the excitation polarization vectors are 

included as additional information in Figure 3.11). For comparison, in adenine the lowest 

S1 state has the nπ* character. 

Table 3.1. MS-CASPT2(12,10)/ANO-L vertical excitations VEEs (in eV), oscillator 

strength f and angle θ (º) of the transition dipole moment with respect to the long axis of 

inertia for the four AI isomers and adenine. 

 4-AI 5-AI 6-AI 7-AIa Adeb 

 
VEE 
[eV] f θ 

[°] 
VEE 
[eV] f θ 

[°] 
VEE
[eV] f θ 

[°] 
VEE 
[eV] f  [°] VEE 

[eV] f 

S1 4.69 0.099 0 4.95 0.028 -38 4.69 0.083 -73 4.69 0.043 45 4.85 0.006 

S2 4.83 0.065 52 5.06 0.050 -63 5.08 0.006 ─ 4.77 0.081 -26 5.09 0.004 

S3 4.94 0.007 ─ 5.10 0.003 ─ 5.14 0.064 -40 5.33 0.008 ─ 5.44 0.180 

aSee Table 3.2 for a comparison with previous theoretical data. bReference 35. Oscillator strengths 

calculated at the CASPT2 level. 
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Table 3.2. Comparison of vertical excitations of 7-AI calculated in this work with 

previous theoretical works. 

 S1 S2 S3 

 
VEE 
[eV] f θ  

[°] 
VEE 
[eV] f θ  

[°] 
VEE 
[eV] f θ  

[°] 

MS-CASPT2/   
ANO-La 

4.69 0.043 45 4.77 0.081 -26 5.33 0.008 ─ 

EOM-CCSD/            
aug-cc-pvtzb 

4.85 
(ππ*) 

─ ─ 5.19 
(ππ*) 

─ ─ 5.40 
(nπ*) 

─ ─ 

B2PLYP/                
6-311+g(2d,p)c 

5.09 0.042 ─ 4.96 0.187 ─ 5.66 0.003 ─ 

SACCI/cc-pvtzd 4.03 0.094 28 4.23 0.159 ─ 4.61 0.005 ─ 

CASPT2/ANOe 4.22 0.043 27 4.49 0.072 -29 5.27 0.008 ─ 

CASPT2/                
6-31g(d,p)f 

4.43 0.049 30 4.95 0.069 -34 ─ ─ ─ 

aThis work. bReference 15. cReference 14; basis set includes Rydberg [2s,2p] diffuse functions on C,N 

atoms. dReference 14; cc-pvdz for H; basis set on C,N atoms includes [2s,2p,2d] diffuse functions. 
eReference 7. fReference 16. 

The MS-CASPT2//TD-DFT energy profiles for the excited state decay of the three AI 

isomers studied experimentally are presented in Figure 3.3a-c. The positions of the critical 

points are marked with asterisks: ππ*-DFT and nπ*-DFT are the TD-DFT optimized 

structures, whereas S1-Min and S1-TS are the lowest and highest energy points along the 

MS-CASPT2 path, which are used to calculate the MS-CASPT2 decay barriers. The MS-

CASPT2 energy of the critical points is shown in Table 3.3, while the TD-DFT data are 

provided as supporting data in Table 3.5. Moreover, in section 3.6, Additional 

Information, the TD-DFT decay profiles are displayed in Figure 3.12, while the optimized 

structures are depicted in Figure 3.13. 
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Table 3.3. MS-CASPT2(12,10)/ANO-L energies of critical points for 5AI-, 6-AI and 7-AI 

along the TD-CAM-B3LYP optimized decay paths. 

 E(S1), MS-CASPT2a [eV] 
 5-AI 6-AI 7-AI 

Franck-Condon 4.95 (0.028) 4.69 (0.083) 4.69 (0.043) 
ππ*-DFT 4.52 (0.137) 4.29 (0.141) 4.26 (0.152)b 
nπ*-DFT 4.38 (0.006) 4.27 (0.027) 4.34 (0.081) 
S1-Minc 4.25 (0.040) 4.27 (0.125) 4.19 (0.135) 

TSd 4.38 (0.006) 4.34 (0.022) 4.60 (0.037) 

S1/S0-CIe 3.92 ± 0.07 (-) 
[4.14 ± 0.08] 

4.17 ± 0.13 (-) 
[4.22 ± 0.09] 

4.15 ± 0.05 (-) 
[4.21 ± 0.29] 

aSingle-point energy on the TD-DFT optimized structures, oscillator strength in brackets. bMS-CASPT2 

energy of second ππ* minimum: 4.42, oscillator strength: 0.067. cLowest-energy point in the Franck-

Condon region at the MS-CASPT2 level. dHighest-energy point along the MS-CASPT2 path to the CI. 
eAverage of S1 and S0 MS-CASPT2 energy ± half of the S1-S0 energy gap at the TD-DFT optimized CI; 

energy of higher-energy CIs provided in squares brackets. 

The excited state paths lead from the Franck-Condon structure to the ππ*-DFT, further to 

nπ*-DFT and from there to a CI with the ground state. The Franck-Condon region of the 

potential energy surface, i.e. the region where the molecule is planar or has only moderate 

puckering as opposed to the strongly puckered structures near the CI, shows strong 

vibronic coupling between the ππ* and nπ* states. At the TD-DFT level, the ππ* state 

optimized critical points for 5-AI and 6-AI are saddle points of Cs symmetry, and the 

lowest-energy structure in the Franck-Condon region is a minimum of C1 symmetry with 

nπ* configuration. The minima along the MS-CASPT2 profile, S1-Min, do not coincide 

with the TD-DFT minima because of the different vibronic ππ*/nπ* interaction (see 

section 3.3, Computational Methods). For 5-AI, S1-Min is a non-planar structure with 

mixed ππ*/nπ* character, whereas for 6-AI it is a nearly planar structure with ππ* 

character. 

In contrast to 5-AI and 6-AI, for 7-AI there are three different TD-DFT critical points in 

the Franck-Condon region: two planar ones for the ππ* states with relative energy of 4.26 

and 4.42 eV, and a non-planar one for the nπ* state with relative MS-CASPT2 energy of 

4.34 eV (see Table 3.3). We have considered the path involving the lowest ππ* and the 

nπ* DFT critical points. At the MS-CASPT2 level, the lowest-energy structure in the 

Franck-Condon region, S1-Min, lies along the LIIC between ππ*-DFT and nπ*-DFT. It 

is non-planar and has predominant ππ* character. The calculated transition dipole 

moment at S1-Min has a negative angle of -30º with respect to the long inertial axis a, 
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which is consistent with the experimental value of -14º measured for the 0–0 transition.17 

In fact, the S1 state at S1-Min correlates with S2 at the vertical excitation geometry, which 

explains the discrepancies observed previously between the transition dipole moment 

direction calculated at that geometry for S1 at different levels of theory,14, 16, 36 and the 

experimentally determined one.17 There is also good agreement between the calculated 

energy of the S1-Min structures (4.52 for 5-AI; 4.29 for 6-AI; 4.19 for 7-AI) and the 

experimental onset of the absorption measured in this work (4.49, 4.08 and 4.29 eV, 

respectively; see also references 17 and 18 for 7-AI). Overall, the good agreement 

between experiment and theory validates our computational MS-CASPT2//TD-CAM-

B3LYP approach.  

The decay paths for the three molecules lead from the nπ* minimum to a CI with the 

ground state where the nonradiative decay can occur. The nπ*/S0 CIs (see the insets in 

Figure 3.3) are characterized by out-of-plane bending of one of the neighboring CH 

groups to the nitrogen atom (C4, C7 and C6 in 5-AI, 6-AI and 7-AI, respectively). These 

structures are analogues of the lowest energy CI found in adenine,37 labeled 2E in some 

studies.38 There are higher-energy CIs for the three molecules (see footnote of Table 3.3 

and Figure 3.13), but we center on the paths to the ones with lowest energy. Although the 

paths are qualitatively similar for the three compounds, there are significant differences. 

The calculated barriers to access the CI are 0.13, 0.07 and 0.41 eV for 5-AI, 6-AI and 7-

AI, respectively. In 6-AI, the highest-energy point along the path lies between ππ*-DFT 

and nπ*-DFT, and in 5-AI it is almost coincident with nπ*-DFT. This implies that the 

decay path from the nπ*-DFT region to the CI is barrierless for these molecules, and the 

bottleneck for decay to S0 is effectively given by the barrier for ππ*/nπ* interconversion. 

In 7-AI, however, S1-TS lies half way between nπ*-DFT and the CI, and the barrier is 

significantly higher than for the other compounds. The differences in the potential energy 

surface translate into significant differences in the excited state lifetimes, as shown by the 

following time-resolved experiments. 
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Figure 3.3. Excited state S1 decay paths (MS-CASPT2/ANO-L energy profiles along TD-

CAM-B3LYP/6-311G(d,p) optimized paths) for 5-AI (a), 6-AI (b) and 7-AI (c). The 

positions of the critical points are marked with asterisks (ππ*-DFT and nπ*-DFT are the 

TD-DFT minima; S1-Min and S1-TS are the lowest-and highest-energy points along the 

path at the MS-CASPT2 level). Insets: Ground state minima and CI structures, plots of 

the occupied orbitals involved in the excitation for representative structures along the 

path. 
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The TR-IY experiments were recorded for the isolated 5-AI, 6-AI and 7-AI isomers after 

excitation with increasing energy, starting at the onset of absorption. Transients were 

collected at the AI+ mass channel with 3- or 4-photon ionization at probe wavelength of 

800 and 1305 nm, respectively. In each case, the region of the supersonic expansion to 

interrogate and the carrier gas pressure were optimized to avoid dimer or larger cluster 

formation (see section 3.2.1). Even though 4-AI was also studied spectroscopically, no 

meaningful ion signal was obtained in the attempted excitation region presumably due to 

failure to vaporize the sample. 

Figure 3.4. 5-AI+ signals (circles) recorded at 276 (a), 267 (b) and 256 nm (c) excitation 

wavelength, using the 800 nm probe. The red line is the best fit obtained. 

The TR-IY measurements for 5-AI and 6-AI are shown in Figures 3.4a-c and 3.5a-d. 

Since no previous gas-phase absorption spectra are available for these molecules, the 

electronic absorption thresholds were determined by acquiring the 1+1’ ionization signal 

at increasing pump energies, while using 800 nm radiation as probe. In this way, the 

thresholds were found to be about ~276 and ~304 nm for 5-AI and 6-AI, respectively. 

Therefore, the temporal evolution of 5-AI was tracked exciting at wavelengths from 276 

nm to 256 nm, and that of 6-AI from 304 to 267 nm. Both isomers show fast time decays 

in the fs range. For 5-AI, a bi-exponential decay with lifetimes τ1 ~100-200 fs and τ2 ~800 

fs was required to reproduce the recorded transients (Figure 3.4a-c).  

On the other hand, the dynamics observed for 6-AI was even faster. The measurement 

after excitation at 304 nm (Figure 3.5a) reflects the CC function, as it corresponds to the 

nonresonant ionization of the molecule, which means that the onset of the absorption is 
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not met yet. At shorter excitation wavelengths (Figure 3.5b-d) the collected data set were 

modelled by a single-exponential decay of ~100 fs, which reflects the relaxation of the 

prepared excited state to a location where the ionization probability drops to zero.  

Figure 3.5. 6-AI+ signals (circles) recorded at 304 (a), 292 (b), 283 (c) and 267 nm (d) 

excitation wavelengths, using the 800 nm probe. The red line is the best obtained fit. 

Trying to extend the ionization window to lower energies, and in particular to test the 

possibility of ionizing from triplet states, the role of changes in the ionization potential 

along the decay coordinate was assessed conducting experiments (1+2’) with a higher 

ionization energy of 400 nm for 5-AI, as shown in Figure 3.6. These measurements 

yielded the same dynamics than with the 800 nm ionization pulse, which suggests that 

changes in the ionization potential do not play a significant role in the photodynamics, at 

least for 5-AI, and confirms that the decay of the ion signal reflects the relaxation to S0. 

Figure 3.6. 5-AI+ signal (circles) recorded at 267 nm excitation wavelength, using 400 

nm radiation as probe. 
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The results for 5-AI and 6-AI are consistent with the relaxation channels predicted in 

Figure 3.3a and b. For both isomers, ultrafast relaxation independent of the excitation 

energy is observed, which points to a common low barrier channel. In the case of 5-AI, 

the first component may describe the dynamics between the two close-lying ππ* states 

and the conversion to the nπ* state, and the second component corresponds to the decay 

to the ground state through the predicted CI. The shorter decay time seen for 6-AI, where 

only one component could be identified, is also consistent with the somewhat smaller 

barrier along the path to the CI compared to 5-AI (0.06 vs. 0.12 eV). 

The transients of 7-AI were collected following excitation in the 289-250 nm range and 

are much slower than those found for 5-AI and 6-AI. Figure 3.7a-d summarizes the short 

time-scale (2.5 ps) decays collected at excitation energies in the 289-260 nm interval with 

the 1305 nm probe. The transient 3.7a recorded at 289 nm excitation, corresponding to 

the absorption origin at the Lb state fundamental band (34634 cm-1), does not show any 

sign of ultrafast dynamics and therefore it can be modelled by the convolution of the CC 

function with a constant signal representing a decay in the ns range. At energies starting 

at about 760 cm-1 above the origin of Lb state (283 nm, Figure 3.7b), a τ1 decay component 

of ∼280 fs is noticeable. Additionally, an oscillatory pattern due to vibrational 

wavepacket activity is also observable in the signals. Very remarkably, these features 

were not observed in the experiments carried out with the 800 nm probe (see Figure 3.8a-

e), which is due to the fact that multiphoton ionization with lower energy (1305 nm probe 

in this case) and therefore a higher number of photons is more sensitive towards relaxation 

processes connecting regions of similar energy.39 The value of τ1 remains almost constant 

(270-290 fs) when the excitation energy is increased (Figure 3.7b-d).  

Long-term transients extending up to 63 ps were also recorded between 275 and 250 nm 

excitation wavelengths, while probing with 800 nm radiation. These TR-IY decays, 

shown in Figure 3.8f, permit to measure precisely the longer component (τ2) observed in 

the short-scale transients, which shortens from 300 ps at 275 nm, up to 18 ps at 250 nm 

excitation. 
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Figure 3.7. 7-AI+ signals (circles) recorded at 289 (a), 283 (b), 277 (c) and 260 nm (d) 

excitation wavelengths, using the 1305 nm probe, 

Figure 3.8. Short- (a-e) and long-term (f) decays recorded for 7-AI+ at 289–250 nm 

excitation with 800 nm probe. The dots are the experimental values, while the solid lines 

are the best obtained fit. 

Aiming to confirm the observed dynamics for 7-AI and to discard the intervention of (7-

AI)2 dimer or bigger homoclusters, similar measurements were conducted on NMe-7-AI. 

The methyl group on the pyridinic ring precludes the formation of clusters sustained by 

N-H···N hydrogen-bonds. Figure 3.9 shows a one-color resonance enhanced multi-

photon ionization (REMPI) spectrum of jet-cooled NMe-7-AI recorded by a Nd:YAG 

pumped dye laser (Quantel TDL-90) in the region of the electronic origin (~33238 cm-1). 
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The transients recorded after exciting at several vibronic bands across the spectrum and 

probing with 800 nm radiation are shown at short and long time-scales in Figure 3.10a-g. 

The methylated derivative perfectly matches the dynamical behavior found for the 7-AI, 

with a fast decay component (τ1) between 400 and 200 fs and a slow one (τ2) that shortens 

from hundreds to tens of ps as the excitation energy is increased. Moreover, these results 

also suggest that N–H dissociation15 is not relevant with the current excitation energies. 

Figure 3.9. One-color REMPI (1+1’) spectrum of NMe-7-AI. 

Figure 3.10. Short-scale (a-f) and long-term (g) transients recorded at NMe-7-AI+ mass 

channel after exciting at the indicated wavelengths and probing with 800 nm radiation. 

The dots are the experimental values, the red line the best obtained fit and the green and 

blue lines the indicated temporal components derived from the fit. 
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The experimental results are consistent with the activated process predicted for 7-AI in 

Figure 3.3c, which has a calculated barrier of 0.41 eV. We suggest that the fast component 

is associated with interconversion between the two ππ* states, which are separated by less 

than 0.1 eV at the Franck-Condon geometry. The S2 → S1 IC is facilitated by an S2/S1 CI 

between the two ππ* states located near the Franck-Condon geometry at 4.67 eV (see 

additional Figure 3.14). In turn, the long lifetime component is due to trapping of the ππ* 

and nπ* state population before the CI is accessed. 

In addition, for 7-AI we have also explored the possibility that the trapped S1 population 

crosses over to the triplet state by ISC process. ISC requires small singlet/triplet gaps and 

high SOC, and Table 3.4 shows the singlet and triplet energies at the critical points that 

lie before the barrier to the CI. The S1/T1 energy gaps are too large for ISC to be efficient, 

since T1 lies at least 0.6 eV below S1 at the three structures. The S1/T2 gaps at ππ*-DFT 

and S1-Min are smaller, approximately 0.2 eV, however the SOC elements are small (< 1 

cm-1) because both S1 and T2 have ππ* character. Finally, S1/T2 SOC is higher at nπ*-

DFT, but the gap is again high, 0.5 eV. Although a more thorough investigation would 

be necessary to settle this issue unambiguously, these data suggest that ISC is not a 

favored process in 7-AI because there is no structure that satisfies both requirements of 

small energy gap near nπ*-Min and large SOC near ππ*-Min. 

Table 3.4. MS-CASPT2(12,10)/ANO-L singlet and triplet energies (in eV) and spin-orbit 

coupling elements (in cm-1) at 7-AI critical points. 

 ππ*-DFT S1-Min nπ*-DFT 
S1 4.26 4.19 4.34 
T1

a 3.17 (< 0.1) 3.17 (0.6) 3.74 (8.6) 
T2

a 4.50 (< 0.1) 4.37 (0.6) 4.83 (7.7) 
aSpin-orbit coupling element in brackets. 

3.5. Conclusions 

Mechanistically, the main conclusion of the work presented in this chapter is that the 

excited state lifetime of the AIs depends on the energy of the nπ* state relative to the ππ* 

states. It can be stated that the nπ* state functions as a gate state to access the nπ*/S0 CI, 

as shown by our computed decay paths. This is further illustrated with the insets of Figure 

3.3, which show the evolution of the occupied orbital involved in the excitation along the 

decay coordinate. At the CI, the orbital in question has substantial contribution from the 

nitrogen lone pair. Therefore, passage through the nπ* state is needed to access the CI, 
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and the relative energy of this state determines the barrier. In 5-AI and 6-AI, the nπ* state 

(S2) is close in energy to the ππ* states (0.11 and 0.39 eV higher than S1 at the Franck-

Condon geometry, respectively), which facilitates the access to the CI. In contrast, in 7-

AI the nπ* state (S3) is 0.64 eV higher than S1 at the Franck-Condon geometry, which 

results in a higher barrier to reach the CI. The higher energy of the nπ* state in 7-AI can 

be attributed to the position of the NH pyrrole group relative to the pyridinic nitrogen 

atom. The NH nitrogen atom is more electronegative than the carbon ring atoms and helps 

to stabilize the pyridinic nitrogen lone pair, increasing the energy of the nπ* state. In 7-

AI the two nitrogen atoms are separated by only two bonds, and the stabilization is 

stronger than in the other isomers where the separation is three or four bonds. 

Based on our mechanistic picture, 4-AI should have a short excited state lifetime similar 

to 5-AI and 6-AI, because the relative position of the nπ* state in the vertical excitation 

spectrum is similar (0.14 eV higher than S1 at the Franck-Condon geometry). This is 

consistent with steady-state fluorescence measurements in cyclohexane (see Figure 4.1b 

in the Chapter 4), which give almost no fluorescence for 4-AI, 5-AI and 6-AI and 

significant emission for 7-AI and NMe-7-AI. Turning our attention to adenine, it exhibits 

a bi-exponential decay profile similar to 5-AI but with a shorter τ1 and a longer τ2 lifetime 

(40 fs and 1.2 ps, respectively).40 The main difference with respect to the AIs is that in 

adenine the nπ* state is S1 at the Franck-Condon geometry at most levels of theory,35, 37 

and the lower energy of nπ* state appears to turn into a trapping state responsible of the 

τ2 lifetime, as suggested by CASPT2 calculations.41-42 This further shows how the energy 

of the nπ* state modulates the excited state lifetimes. Our results can also be compared 

with recent results on 2-aminopurine (2-AP), an isomer of adenine that is fluorescent in 

water. In 2-AP(H2O)n clusters, selective hydration of the purine nitrogen atoms modulates 

the relative energy of the ππ* and nπ* states, and the excited state lifetimes increase as 

the nπ* energy raises.43 This mechanistic picture is similar to the one that we provide for 

the AIs. 

In summary, the work allows to rationalize the influence of the position of the nitrogen 

atoms in the six-membered ring on the relaxation channels operative in the studied 

molecules. In order to extend these ideas to biologically relevant relaxation processes, 

Chapter 4 studies the photodynamics of azaindoles in different solvents to explore the 

effect of solvation on the relevant ππ* and nπ* states. 
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3.6. Additional Information 

3.6.1. Calculated Excitation Polarization  

 
Figure 3.11. Calculated polarization at the Franck-Condon geometry for the lowest ππ* 

states at the MS-CASPT2/ANO-L level of theory for (a) 5-AI, (b) 6-AI and (c) 7-AI. The 

states more aligned along the horizontal (long) axis are labeled 1La, and those along the 

vertical (short) axis 1Lb. 

 

3.6.2. TD-DFT Energies of Critical Points 

Table 3.5. TD CAM-B3LYP/6-311G(d,p) energies of critical points for the studied AIs. 

                    5-AI 6-AI 7-AI 

ES1 [eV]a,b 
 TD-DFT MS-CASPT2 TD-DFT MS-CASPT2 TD-DFT MS-CASPT2 

Franck-
Condon 

5.25 
(0.107)c 

4.95  
(0.028) 

5.07  
(0.080) 

4.69    
(0.083) 

5.08 
(0.084) 

4.69 
(0.043) 

ππ*-Min 
4.88  

(0.130) 
4.52  

(0.137) 
4.84  

(0.117) 
4.29   

(0.141) 
4.67 

(0.124)d 
4.26 

(0.152)b 

nπ*-Min 
4.47  

(0.003) 
4.38  

(0.006) 
4.48  

(0.014) 
4.27   

(0.027) 
4.81 

(0.049) 
4.34 

(0.081) 

TS 4.64  
(0.003) 

4.38  
(0.006) 

4.57  
(0.001) 

4.34   
(0.022) 

4.91 
(0.013) 

4.60 
(0.037) 

S1/S0-CIe 4.55 (-) 3.92 (-) 4.61 (-) 4.17 (-) 4.60 (-) 4.15 (-)  

aOscillator strength in brackets. bStructures optimized at the TD-DFT level. cThe lowest ππ* state is S2 at 

the TD-DFT level. Energy and oscillator strength of S1: 5.16 (0.002). dAdditional ππ* minimum at 4.93 eV 

(oscillator strength 0.112). eCI optimized with the Tamm-Dancoff approximation. S1/S0 gaps at the full 

TDDFT level: 0.11 (5-AI), 0.14 (6-AI) and 0.11 eV (7-AI). 
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3.6.3. TD-DFT Energy Profiles of 5AI, 6-AI and 7-AI 

 

 

 
Figure 3.12. TD-CAM-B3LYP/6-311G(d,p) decay pathways from the Franck-Condon 

geometry to the lowest-energy CI for 5-AI (a), 6-AI (b)  and 7-AI (c). 

a) 

b) 

c) 
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3.6.4. Calculated Structures for Critical Points along the 

Relaxation Pathways 

 

Figure 3.13. TD-CAM-B3LYP/6-311G(d,p) optimized structures for the AIs studied 

theoretically. 
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3.6.5. La/Lb Crossing for 7-AI 

 
Figure 3.14. MS-CASPT2/ANO-L energy profile of the S1 and S2 states along the linear 

interpolation in internal coordinates between the Franck-Condon structure and the 

lowest ππ* minimum for 7-AI, showing the La/Lb crossing. 

3.6.6. REMPI Spectrum of 7-AI 

 
Figure 3.15. One-color REMPI (1+1’) spectrum of 7-AI. 
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4.1. Introduction  

In the previous chapter, we concluded that the photodynamics of azaindoles (AIs) in the 

gas-phase is modulated by the position of the nitrogen atom in the six-membered ring, 

which alters the relative energy between the ππ* and nπ* excited states and therefore the 

accessibility to the CI that controls the relaxation pathway to the ground state. Aiming to 

provide a complete picture of the photophysics of these molecules, in this chapter we 

explore how the dynamical behavior of the AIs is affected when they are solved in 

different solvents. The study aims to establish the effect of the environment on the 

relevant ππ* and nπ* states, in terms of polarity and specific interactions such as hydrogen 

bonding. 

In the light of the available literature, the photophysics of the 7-AI has attracted a greater 

deal of attention than the other structural isomers. Since the pioneering spectroscopic 

work of Taylor et al. revealing the excited state proton transfer (ESPT) reaction on 7-AI 

dimer,1 this molecule has been considered a benchmark model for studying this process. 

Accordingly, several theoretical and experimental works on the photophysics of the 7-AI 

and its dimer have been conducted. In this sense, Douhal et al. reported the first time-

resolved study with fs resolution for (7-AI)2 in the gas-phase, suggesting that the double 

proton transfer occurs on two steps: the first proton is transferred in hundreds of fs, while 

the second proton transfer takes place on the ps time-scale.2 The exact nature of this 

mechanism, stepwise vs. concerted, has been the subject of a long lasting debate until 

recent years.3-6Additionally, the ESPT in clusters between 7-AI and water7-10 or 

ammonia11-12 has been also studied by several groups.  

Regarding the works performed in the condensed-phase, Takeuchi et al.13-14 and Zewail 

and co-workers15-17 studied the photodynamics of 7-AI monomer and dimer in different 

solvents by employing FuC and TA techniques. Petrich and co-workers extensively 

studied the tautomerization of 7-AI and its methylated derivatives (NMe-7-AI and 1-Me-

7-AI) in water18-20 and linear alcohols,20-21 observing that while in alcohols the 

tautomerization is promoted by a cyclic intermediate, in water the 7-AI tends to form H-

bonds with two solvent molecules. 

Although the above-described works explored the role of the specific interactions such as 

H-bonds, there is a lack of studies in polar aprotic solvents able to address the effect of 

polarity over the excited states. This is specially the case for the rest of AI isomers in 
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solution, for which only some spectroscopic studies on 4-AI, 5-AI and 6-AI have been 

conducted.22-26 

Regarding the more complex DNA bases, the role of the environment on their excited 

states, and how their photodynamics is altered with respect to the isolated-phase, has been 

a central issue.27-34 In general, the canonical nucleobases tend to retain the photostability 

observed in their natural medium when they are placed in isolated conditions. For many 

pyrimidines35-38 or purines39-44, this property is based on ultrafast IC through a ππ*/S0 CI 

accessed by out-of-plane deformations at the C5 and C2 atoms, respectively. However, 

the influence of the solvent is highly specific and it critically depends on the exact 

chemical nature of the considered solute/solvent system. Accordingly, a broad variety of 

effects have been described for different nucleobases and solvents. For instance, in some 

cases for which fragmentation is a main channel in isolation, in the condensed-phase, the 

excess energy provided by UV photoexcitation is transferred to the surrounding 

molecules by vibrational relaxation (IET), precluding the dissociation.45 In other cases, 

the environment modulates severely the shape of excited state potentials, increasing the 

energy barriers to the CI responsible of the rapid deactivation and consequently the 

photostability of the molecule can be dramatically modified, allowing potentially harmful 

relaxation pathways.31-32, 46 

The aim of this chapter is to decipher the main relaxation mechanisms of the AIs in 

solutions of different solvents. By comparing the results with those previously found in 

the gas-phase (see Chapter 3) we should be able to elucidate how polar aprotic and protic 

solvents affect the photodynamics of these molecules. The observations made for the AIs 

can contribute to understand these phenomena in more complex biological derivatives. 

4.2. Experimental Methods 

The time-resolved experiments were performed using the TA and FuC techniques, which 

have been extensively described in sections 2.4.2 and 2.4.4, respectively. The AI samples 

were dissolved in acetonitrile (ACN, 99.9%, Sigma-Aldrich), dichloromethane (DCM, 

99.9%, Merk) and methanol (MeOH, 99.9%, Fischer Chemical) at different 

concentrations that varied from 6 to 33 mM. 

The FuC measurements were conducted exciting the samples of interest at 267 and 300 

nm (267 and 280 nm for 5-AI) produced in a third harmonic generation setup (2ω-3ω) 

and in the OPA2 (Coherent OPerA Solo), respectively. The excitation beam was focused 
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onto a 0.3 mm optical path rotatory cuvette that contains the AIs solutions described 

above. The resulting emission was collected by an f = 60 mm lens and focused by a second 

one with f = 150 mm, onto a 0.2 mm thick BBO crystal, where it interacted with the 

fundamental 800 nm beam to generate the up-converted signal in the 230-255 nm interval, 

which corresponds to the 323-375 nm emission range. The up-converted light was then 

collimated and focused into the entrance of a photomultiplier coupled to a 

monochromator (CDP 220D), where the signal was integrated by a boxcar (CDP 2021A). 

The temporal overlap between the excitation and gate beams was controlled by a 

retroreflector mounted on a motorized delay stage that allows a maximum delay of ~2 ns 

with a precision of 1.5 fs. The relative polarization between the excitation and gate pulses 

was set at magic angle (54.7 º) by a Berek’s waveplate. Temporal resolutions around 250 

fs were reached for ACN and DCM solutions, while CC function values of about 300 fs 

were obtained for MeOH solutions. 

The TA experiments were carried out on ACN and MeOH solutions at the same excitation 

conditions employed for FuC measurements. The samples were recirculating through a 

0.2 mm optical path flow cell (Starna Scientific), in order to avoid the formation of 

photoproducts. The evolution of the prepared species was probed by a broadband 

continuum, covering from 340 to 750 nm. This WLC was produced by focusing (f = 100 

mm fused silica lens) an ~1 µJ 800 nm fundamental beam on a 2 mm CaF2 plate, which 

is mounted on a linear translation stage to periodically refresh the exposed area. The 

relative polarization of the pump-probe beams was set at magic angle configuration 

(54.7º) by a Berek’s waveplate. The pump-probe delay was controlled by a linear 

translation stage (Thorlabs ODL220-FS) that permits a maximum delay of ~2.5 ns, after 

a second pass through the delay line. The instrumental response function was provided 

from the CAS derived from pure solvent measurements. Whereas for MeOH values 

between 120 and 190 fs were obtained, for ACN temporal resolutions around 250 fs were 

reached in the 340-750 nm probe range. 

Additionally, steady-state absorption and fluorescence emission spectra of the AIs in 

cyclohexane (CH, 99.9%, Merk), ACN, DCM and MeOH were taken using a commercial 

UV/Vis spectrometer (Cintra 303 GBC Scientific Equipment Ltd.) and a 

spectrofluorimeter (FL920 Edinburgh Instruments), respectively. 
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4.3. Computational Methods 

In order to explore the role of the solvent on the electronic structure of AI isomers and 

how it affects the relative energy of the different excited states with respect to the gas-

phase, TD-DFT calculation were carried out with the Gaussian 09 package.47 For that 

purpose, firstly the geometries of isolated AIs for S0, S1, S2 and S3 surfaces were 

optimized using the CAM-B3LYP functional and a 6-31++G(d,p) basis set. Then, vertical 

excitation energies and optimized geometries of S0, S1, S2 and S3 surfaces were predicted 

including bulk solvent effects by the polarizable continuum model (PCM) at the same 

PCM/(TD-)DFT level. The standard dielectric constants of 2.02 for CH, 35.89 for ACN, 

8.93 for DCM and 32.62 for MeOH were employed in these calculations. 

4.4. Results and Discussion 

4.4.1. Theoretical Calculations 

Table 4.1 shows the computed TD-DFT vertical excitations for all the AI isomers in the 

gas-phase and in different polar solvents such as ACN, DCM or MeOH. In general, the 

inclusion of polar solvents increases the vertical energy of the nπ* excited state. For ACN 

and MeOH solutions, the nπ* state is blueshifted about 0.3 eV for 4-AI, 5-AI and 6-AI, 

and around 0.1 eV for 7-AI, with respect to the gas-phase. Since DCM is a less polar 

solvent, the vertical energy of the nπ* state increases ~0.25 eV for 4-AI, 5-AI and 6-AI, 

and ~0.07 eV for 7-AI. The energy of the ππ* states is also affected by the polar solvents, 

being the ππ* state with lager oscillator strength preferentially stabilized. 

Additionally, the energies of the optimized geometries for the lowest singlet excited state 

(S1-Min) for the AI isomers in ACN are summarized in Table 4.2, together with its 

vertical excitation. According to our calculations, in the isolated-phase S1-Min is a 

structure with mixed ππ*/nπ* character for 4-AI, 5-AI and 6-AI, while for 7-AI it exhibits 

ππ* character. These predictions are in good agreement with the MS-CASPT2//TD-DFT 

calculations presented in the previous chapter, in which we stated that the S1-Min is a 

non-planar structure for 5-AI and 6-AI, whereas for 7-AI is a planar ππ* minimum. 

However, when the polar solvent is included the nπ* state is strongly blueshifted and 

therefore S1-Min is a structure with ππ* character for 4-AI and 7-AI, while in 5-AI and 

6-AI it still exhibits some mixed ππ*/nπ* character. 
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Table 4.1. Comparison of vertical excitations VEEs (in eV) for the first three singlet 

excited states of the AIs in the gas-phase and in different solvents computed at the TD-

CAM-B3LYP/6-31++G(d,p) level. a 

                               4-AI 5-AI 6-AI 7-AI 
 

 
VEE 
[eV] f VEE 

[eV] f VEE 
[eV] f VEE 

[eV] f 

Gas 
Phase 

S1 4.96 
(ππ*) 0.1622 5.13 

(ππ*) 0.1063 4.99 
(ππ*) 0.0855 4.99 

(ππ*) 0.1353 

S2 4.98 
(nπ*) 0.0035 5.16 

(nπ*) 0.0020 5.11 
(nπ*) 0.0032 5.03 

(ππ*) 0.0685 

S3 5.05 
(ππ*) 0.0059 5.34 

(ππ*) 0.0030 5.34 
(ππ*) 0.0632 5.34 

(nπ*) 0.0042 

ACN 

S1 4.68 
(ππ*) 0.1077 4.81 

(ππ*) 0.0827 4.76 
(ππ*) 0.0854 4.67 

(ππ*) 0.0819 

S2 4.99 
(ππ*) 0.0685 5.26 

(ππ*) 0.0052 5.21 
(ππ*) 0.0431 4.97 

(ππ*) 0.1036 

S3 5.29 
(nπ*) 0.0035 5.53 

(nπ*) 0.0023 5.44 
(nπ*) 0.0033 5.46 

(nπ*) 0.0041 

DCM 

S1 4.67 
(ππ*) 0.1082 4.83 

(ππ*) 0.0846 4.78 
(ππ*) 0.0858 4.66 

(ππ*) 0.0827 

S2 4.99 
(ππ*) 0.0682 5.27 

(ππ*) 0.0052 5.23 
(ππ*) 0.0450 4.98 

(ππ*) 0.1029 

S3 5.29 
(nπ*) 0.0035 5.43 

(nπ*) 0.0022 5.35 
(nπ*) 0.0033 5.41 

(nπ*) 0.0040 

MeOH 

S1 4.68 
(ππ*) 0.1094 4.81 

(ππ*) 0.0831 4.76 
(ππ*) 0.0855 4.67 

(ππ*) 0.0825 

S2 4.99 
(ππ*) 0.0679 5.26 

(ππ*) 0.0052 5.22 
(ππ*) 0.0433 4.97 

(ππ*) 0.1035 

S3 5.29 
(nπ*) 0.0035 5.53 

(nπ*) 0.0024 5.44 
(nπ*) 0.0033 5.46 

(nπ*) 0.0041 

a Character of the excited states in brackets. 

Table 4.2. Comparison of vertical excitations and minimum energies of S1 for the AIs in 

the gas-phase and ACN, computed at the TD CAM-B3LYP/6-31++G(d,p) level. 

E(S1) [eV]a 
  4-AI 5-AI 6-AI 7-AI 

Gas 
Phase 

VEE 4.96 (0.1622) 
[ππ*] 

5.13 (0.1063) 
[ππ*] 

4.99 (0.0855) 
[ππ*] 

4.99 (0.1353) 
[ππ*] 

S1-Min 4.50 (0.0049) 
[nπ*] 

4.47 (0.0067) 
[ππ*/nπ*] 

4.44 (0.0049) 
[ππ*/nπ*] 

4.59 (0.1369) 
[ππ*] 

ACN 
VEE 4.68 (0.1077) 

[ππ*] 
4.81 (0.0827) 

[ππ*] 
4.76 (0.0854) 

[ππ*] 
4.67 (0.0819) 

[ππ*] 

S1-Min 4.41 (0.3144) 
[ππ*] 

4.51 (0.2355) 
[ππ*/nπ*] 

4.52 (0.0662) 
[ππ*/nπ*] 

4.36 (0.3107) 
[ππ*] 

a Oscillator strengths in round brackets and character of the excited states in square brackets. 
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4.4.2. Steady-State Measurements 

The relevant maxima of steady-state UV/Vis absorption and fluorescence spectra of dilute 

solutions (~3·10-5 M) of 4,5,6,7-AI and NMe-7-AI in CH, ACN, DCM and MeOH, 

together with the quantum yields relative to 7-AI are summarized in Table 4.3. The 

corresponding absorption and emission spectra are shown in Figures 4.1 and 4.2. 

Table 4.3. Steady-state UV/Vis absorption and emission spectral maxima, and relative 

fluorescence quantum yields (фfl)a of the studied AIs in different solvents. 

  CH ACN DCM MeOH 

4-AI 
λmax, abs / nm 286 288 289 291 
λmax, em / nm 317 350 339 400 

фfl 0.022 0.507 0.592 4.534 

5-AI 
λmax, abs / nm 259 264 263 266 
λmax, em / nm 311 379 335 403 

фfl 0.043 0.022 0.001 19.676 

6-AI 
λmax, abs / nm 286/255 288/260 288/260 293/260 
λmax, em / nm 312 344 354 421 

фfl 0.015 0.009 0.003 34.777 

7-AI 
λmax, abs / nm 286 287 288 290 
λmax, em / nm 311 350 339 364 

фfl 1.0 1.0 1.0 1.0 

NMe-7-AI 
λmax, abs / nm 290 289 291 287 
λmax, em / nm 327 367 356 371 

фfl 1.081 1.189 1.083 61.133 
aAll the фfl  reported are relative to 7-AI at 298 K. 

Concerning the CH solutions, this non-polar solvent should not shift significantly the 

electronic states, since it is weakly perturbing and therefore the spectroscopy of the 

molecules should not differ from the gas-phase data. As it can be observed in Figure 4.1a, 

NMe-7-AI, 7-AI, 6-AI and 4-AI in CH exhibit an absorption band in the region from ~240 

to ~315 nm. 7-AI, 6-AI and 4-AI exhibit a maximum at 286 nm, whereas for NMe-7-AI 

is located at 293 nm. Additionally, shoulders at the red side of the absorption band that 

correspond to the 0─0 transition are noticeable for NMe-7-AI (~310 nm), 7-AI (~293 

nm), 6-AI (~293 nm) and 4-AI (~298 nm). Furthermore, 6-AI shows a second peak at 255 

nm, which we attribute to the S3 (2ππ*) state. These experimental observations are in good 

agreement with the gas-phase TD-DFT calculations (Table 4.1), which predicted a larger 

0.35 eV energy gap between the ππ* states for 6-AI, enabling the individual observation 

of the two ππ* states absorption bands. The absorption spectrum of 5-AI in CH, in the 

240-290 nm range, is clearly different from the rest of AI derivatives, exhibiting the 
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absorption maximum at ~259 nm and the shoulder at ~283 nm. This is also in consonance 

with the gas-phase ab initio calculations that estimated the vertical excitation of S1 (1ππ*) 

state for 5-AI at least 0.14 eV above the value of the rest isomers.  

Regarding the steady-state emission spectra of AIs derivatives in CH (see Figure 4.1b), 

all the AI isomers show emission in the 290-395 nm range but the fluorescence intensity 

of 7-AI is two orders of magnitude larger than that registered for 6-AI, 5-AI and 4-AI. 

NMe-7-AI, also exhibits an intense redshifted fluorescence, from 305 to 410 nm. These 

results are in good agreement with the dynamics observed in the isolated-phase, where 7-

AI and NMe-7-AI exhibit long excited state lifetimes. Consequently, based on our 

mechanistic picture for the AIs in the gas-phase, 4-AI in vacuum should have a short 

excited state lifetime similar to those reported for 6-AI and 5-AI. 

Figure 4.1. Steady-state UV/Vis absorption (a) and fluorescence emission spectra (b) of 

AIs derivatives in cyclohexane. 

On the other hand, Figure 4.2a, c and e display the steady-state absorption spectra of AI 

derivatives in ACN, DCM and MeOH, in that order. In these polar solvents, the 

absorption spectra of the AIs are slightly redshifted and exhibit less resolved vibrational 

structure, but they do not show substantial differences with respect to those collected in 

CH (see Table 4.3). The redshifted shoulders are only noticeable in ACN and DCM 

solutions for 7-AI (~294 nm) and 6-AI (~296 nm). However, the steady-state fluorescence 

measurements in polar solvents profoundly differ from those observed in CH, as shown 

in Figure 4.2b, d and f. 

For ACN (Figure 4.2b) and DCM solutions (Figure 4.2d), significant emission is 

observed for NMe-7-AI, 7-AI and 4-AI, whereas 6-AI and 5-AI give almost no 
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fluorescence. Moreover, in contrast to ACN solutions, 6-AI in DCM exhibits more 

emission than 5-AI, even though both isomers give almost no fluorescence in comparison 

to the rest of AI derivatives. It is important to remark here that 4-AI in CH does not show 

a noticeable fluorescence, unlike ACN or DCM solutions. According to these results, the 

gas-phase long-lived 7-AI and NMe-7-AI exhibit strong fluorescence in all the studied 

solvents. Contrarily, the compounds showing ultrafast relaxation in the isolated-phase, 5-

AI and 6-AI, are non-fluorescent in the polar aprotic solvents. On the other hand, 4-AI 

shows an intermediate behavior, switching on its fluorescence when solved in polar 

environments. These steady state observations correlate with the FuC measurements 

shown below and as we will further discuss, they can be rationalized in terms of the effect 

of the solvent polarity on the nπ* state involved in the relaxation. 

For MeOH solutions (Figure 4.2f), significant differences are observed with respect to 

the previously described polar aprotic solvents. Whereas NMe-7-AI gives a significant 

emission in the 325-495 nm range, with a maximum at ~371 nm, the 7-AI fluorescence 

is strongly quenched. The main reason of this observable is that in protic media 7-AI is 

capable of establishing H-bonds with solvent molecules, as it has been reported for 

water.25 In comparison to 7-AI, 6-AI exhibits much higher fluorescence intensity and 

broadens its emission band, with a maximum peak at ~421 nm. Finally, 5-AI and 4-AI 

show a pronounced redshifted and more intense fluorescence compared to 7-AI, with the 

emission maxima at ~403 and ~400 nm, respectively. As we will discuss in more detail 

below, this behavior is fully conditioned by the appearance of tautomers that are formed 

by ESPT reaction through solvent molecules. 
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Figure 4.2. Steady-state UV/Vis absorption and fluorescence spectra of AI derivatives in 

acetonitrile (a-b), dichloromethane (c-d) and methanol (e-f). 

Since solutions with higher concentrations (~6 mM) were required to conduct time-

resolved experiments, the steady-state absorption and emission spectra of AI derivatives 

were studied increasing the concentration from 10-5 M up to 10-3 M. These measurements 

tried to explore the eventual formation of aggregates, in particular dimers and trimers that 

could interference with the detection of the targeted monomers. Figure 4.3 compares the 

concentration-dependent absorption and fluorescence spectra of 7-AI and 6-AI in CH and 
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ACN. For CH solutions, at high concentrations the absorption spectrum of 6-AI reveals 

a redshifted shoulder at about 305 nm, while 7-AI extends its absorption band to the red 

toward 320 nm. These observations indicate the formation of H-bonding aggregates in 

the non-polar solvent. Indeed, it is known that 6-AI and 7-AI tend to form trimers26, 48 and 

dimers,2-5, 13, 16, 49 respectively. The signatures of (6-AI)3 and (7-AI)2 were verified by 

collecting steady-state emission spectra (see Figure 4.3b), which reflect the emission 

maxima of the aggregates at ~482 nm. Unfortunately, for 4-AI and 5-AI, it was not 

possible to solve enough amount to reach the required concentrations and thus time-

resolved experiments were not performed in this solvent. On the other hand, in the used 

polar solvents the AI derivatives do not show any significant dependence of their 

absorption or emission spectra on the concentration. Actually, polar solvents preclude the 

formation of self-aggregates because the solvent/solute interactions overpower those 

found in the self-aggregates,25 making viable the study of monomers photodynamics by 

means of time-resolved techniques. 

Figure 4.3. Normalized steady-state absorption (a) and fluorescence (b) spectra of 7-AI 

and 6-AI isomers at different concentrations in cyclohexane (upper panel) and 

acetonitrile (lower panel). 

4.4.3. Time-Resolved Studies 

The FuC transients of the AIs dissolved in ACN, DCM and MeOH were collected after 

excitation with 267 nm radiation, at a number of detection energies along the emission 

spectra. Furthermore, fluorescence decays were also recorded following photoexcitation 

with 300 nm (280 nm for 5-AI) for ACN solutions, although they did not provide 
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additional information (included as supporting data in Figure 4.13). In order to facilitate 

the assignment of the extracted time constants, the solvation effect was checked by 

tracking the time-resolved emission of long-lived Coumarin 153 (C153) dissolved in each 

solvent. Additionally, to provide a more complete picture of the observed photodynamics, 

TA experiments on ACN solutions were conducted. 

4.4.3.1. Acetonitrile Solutions 

Figure 4.4 shows the FuC measurements conducted in ACN solutions at 338 (a1-e1), 355 

(a2-e2) and 381 nm (a3-e3) emission wavelengths, following photoexcitation with 267 nm 

radiation. Although three time constants (τ1, τ2 and τ3) were used to model all the 

fluorescence decays, in some transients cross-talking between the constants has been 

detected, revealing the multi-exponential character of some of the processes involved in 

the relaxation. The most remarkable observation is that the decays of 5-AI and 6-AI are 

much faster than those found for 4-AI, 7-AI and NMe-7-AI. This fact correlates with the 

steady-state fluorescence measurements, which showed that the emission is reduced 

several orders of magnitude for 5-AI and 6-AI. According to this, we will separate the 

description and analysis of the time-dependent data in two groups: fluorescent and non-

fluorescent samples. 

For the fluorescent 4-AI, 7-AI and NMe-7-AI, τ1 shows values of hundreds of fs, while 

τ2 and τ3 reach values of few ps and ns, respectively (see Figures 4.4a1-3, d1-3 and e1-3). 

The longest τ3 accounts for the lifetime of the final emitting location of the excited state, 

while τ1 and τ2 are very likely related to vibrational relaxation processes. In fact, as the 

detection is shifted to the red, the τ1 decay is less perceptible and even, in the case of 4-

AI and 7-AI, becomes a rising signal (Figure 4.4a3 and d3). Such behavior is indicative of 

dynamic Stokes shift, which is a spectral redshift of the emission because of solvent 

reorganization during the excited state lifetime.45, 50-51 It should be noted here that for 

NMe-7-AI, τ1 remains as a decay component even at the longest detection wavelength 

(Figure 4.4e3). We attribute this behavior to its redshifted steady-state emission spectrum, 

which would require moving the detection further to the red to observe the formation 

component. 

Aiming to obtain the characteristic lifetimes related with the ACN solvation dynamics 

and to confirm the origin of τ1 time component, FuC measurements were conducted for 

C153 in ACN, exciting at 400 nm and detecting at 493 and 561 nm emission wavelengths, 
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as shown in Figure 4.5. C153 has been extensively used because it is considered an ideal 

model system to probe the solvation dynamics in several solvents due to its large dipole 

moment change, rigid structure, small nonradiative deactivation, invariant transition 

moment and large Stokes shift.52-55 From this study, a multi-exponential behavior with 

two time constants (τ0 and τ1) was observed for the solvation dynamics. The emission 

transient detected in the blue region of the fluorescence spectrum of C153 in ACN (Figure 

4.5a) shows a sub-ps decay (τ0) and a ps decay component (τ1), together with a constant 

decay component in the ns range (τ2). The first two components correspond to the solvent 

response, while the longest one accounts for the S1 state relaxation. These measurements 

match previous observations on the same system.55 From this measurement, a fast 

response of about 1 ps can be expected for ACN solvation dynamics, which would 

confirm the origin of the τ1 time component observed for the fluorescent AIs. 

The origin of τ2 is more obscure. Very remarkably, this lifetime appears as a formation 

component for all the fluorescent compounds. We tentatively ascribe this time component 

to a vibrational reorganization between the ππ* states. Presumably, after 267 nm 

excitation a population equilibration scenario is possible between the 1ππ* and 2ππ* 

states. 

Finally, the long τ3 component indicates that the prepared excited state relaxes in the ps-

ns time-scale toward a non-fluorescent location, which based on the complementary TA 

experiments (see Figure 4.7) should be the repopulation of the electronic ground state. 

On the other hand, for the non-fluorescent 5-AI and 6-AI (Figure 4.4b1-3 and c1-3) τ1 

exhibits values of hundreds of fs, whereas τ2 and τ3 reach values of tens and hundreds of 

ps, respectively. In this case, the three lifetimes are observed as decay components at all 

the emission wavelengths, which does not permit to isolate the contribution of the 

solvation dynamics. By comparison with the dynamics described in the gas-phase, the 

full multi-exponential decay has to be attributed to the relaxation pathway that takes the 

molecule from the ππ* locally excited state to the S1/S0 CI, and finally to the ground state. 

This path would involve vibrational relaxation and the coupling between the ππ* and nπ* 

states. Simultaneously, at the earlier times the solvent response has to be present too. 

Indeed, the fact that τ1 slows as the emission wavelength is moved to the red could reflect 

this process. 
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Figure 4.4. Time-resolved fluorescence decays for acetonitrile solutions of AI 

derivatives, collected at 267 nm excitation and 338 (a1-e1), 355 (a2-e2) and 381 nm (a3-

e3) emission wavelengths. The black dots represent the transient obtained, while the solid 

red line correspond to the exponential fit. Dash lines show the components of the fit. 

Figure 4.5. Time-resolved fluorescence transients from C153 in ACN, collected at 493 

(a) and 561 nm (b) emission wavelengths, after 400 nm excitation. 
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Aiming to gain additional dynamical insights and to confirm the observations made in the 

FuC experiments, the relaxation mechanism of ACN solutions was further explored by 

means of TA spectroscopy. The measurements covered the 350-700 nm absorption range 

for several picoseconds after photoexcitation. The TA spectra of AI derivatives (see 

Figure 4.6) exhibit, along the full time window studied, an undistinguishable absorption 

signature that covered the whole probe range, which results from the overlap of the 

different spectral features. Consequently, no significant dynamical information about 

specific locations of the excited and ground state involved in the relaxation pathway was 

extracted from these measurements. 

Figure 4.6. TA spectra recorded at characteristic delay times after 267 nm excitation for 

7-AI (a), 6-AI (b), 5-AI (c), 4-AI (d) and NMe-7-AI (e) in acetonitrile. 

Figure 4.7 displays the recorded TA decays for the AI derivatives at 500 (a1-e1) and 625 

nm (a2-e2) probe wavelengths, following photoexcitation with 267 nm radiation. The 

excited state dynamics of the AIs decays with similar time components to those observed 
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for the FuC experiments, which ensures that we are not observing an additional dynamical 

signature between dark states (for example triplet states) that we were not capable of 

noticing with the FuC technique. 5-AI and 6-AI (Figure 4.7b1-2 and c1-2) are able to relax 

to the ground state faster than 4-AI, 7-AI and NMe-7-AI (Figure 4.7a1-2, d1-2 and e1-2). 

Moreover, the amplitudes of τ1 and τ2 for 5-AI and 6-AI are considerably larger than that 

for τ3, whereas for the rest of AIs τ3 exhibits the largest amplitude. It is noteworthy that, 

as it was observed in the fluorescence decays, the TA transients of 5-AI and 6-AI show 

slower values for τ1 at longer probe wavelengths, which suggests that this time component 

describes the solvation dynamic, occurring at earlier times in parallel to other 

intramolecular relaxation processes. 

Figure 4.7. Transient absorption of the studied AIs in acetonitrile at 500 (a1-e1) and 625 

nm (a2-e2) probe wavelengths, after 267 nm excitation. 

By comparing the time-resolved studies conducted in ACN solutions with the previous 

results obtained in vacuum, the effect of this polar aprotic solvent on the photodynamics 
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of AIs can be discussed. The PCM/TD-DFT calculations (see Tables 4.1 and 4.2) 

predicted a strong blueshift of the nπ* state for all the AI derivatives. Indeed, ACN 

changes the relative energy of the lowest excited states in the Franck-Condon region, 

altering the energy ordering of S2 and S3 for 4-AI, 5-AI and 6-AI. In this sense, we propose 

that the longer lifetimes observed for the non-fluorescent 5-AI and 6-AI molecules in 

ACN solutions, with respect to the isolated-phase, are due to the increase of barrier met 

on the route from the locally excited state to the nπ*/S0 CI. Thus, the polarity of ACN 

modulates the topology of the involved potential energy surfaces and consequently the 

access to this CI. 

Attending to the collected experimental results, the polarity of the environment changes 

more dramatically the photodynamics of 4-AI, from a behavior similar to 5-AI and 6-AI 

in non-polar media, to a relaxation that matches that found for the fluorescent 7-AI and 

NMe-7-AI. Accordingly, we propose that the relaxation mechanism for 4-AI in ACN is 

analogous to that described for 7-AI and NMe-7-AI, where the excitation/relaxation 

process involves only the ππ* excited states. The destabilization induced by the solvent 

would shift the nπ* surface to even higher energies than those found for 5-AI and 6-AI, 

blocking the access to it, and thus to the nπ*/S0 relaxation channel. 

As expected, for 7-AI and NMe-7-AI, the polarity of the solvent does not introduce 

significant changes in the operative relaxation channel, since the shift of the nπ* state is 

going to make the route via this state even less effective than in the isolated-phase. 

4.4.3.2. Dichloromethane Solutions 

To confirm the effects observed in ACN, time-resolved experiments were conducted in 

DCM, a less polar solvent than ACN (PDCM = 3.1 <  PACN = 5.8).56-57 Figure 4.8 displays 

the collected FuC measurements at 338 (a1-e1), 355 (a2-e2) and 375 nm (a3-e3) emission 

wavelengths, after excitation with 267 nm. Additionally, the fluorescence decays of 

C153, which account for DCM solvation dynamics, are shown in Figure 4.9. The 

photodynamical behavior of the AIs confirms the trend found in ACN solutions: 5-AI and 

6-AI exhibit faster relaxation times in the ps time-scale and absence of fluorescence, 

while 4-AI, 7-AI and NMe-7-AI show strong fluorescence and lifetimes in the ns scale. 

In general, three time constants were used to model the experimental data, although in 

some cases single-exponential (Figure 4.8a2 and e3) or bi-exponential (Figure 4.8a1 and 

d2) fits were employed. The interpretation of these time constants is analogous to that 



Photodynamics of Azaindoles in Solution Results and Discussion 

109 

offered for the transients collected in ACN. 

Interestingly, the 5-AI and 6-AI transients show notable differences with respect to those 

collected in ACN. Although the multi-exponential lifetimes are similar in both solvents, 

the amplitude of  τ1 and τ2 time constants is remarkably larger in DCM, yielding a faster 

average decay-time.58 This result is in good terms with the solvent polarity effect. Since 

DCM is a weaker polar solvent than ACN, the nπ* state is less destabilized (see Table 

4.1) and for this reason faster dynamics can be expected. 

Nevertheless in the case of 4-AI, it seems that the polarity of DCM still shifts the nπ* 

state enough to avoid the access to this surface, exhibiting the same behavior than in the 

more polar ACN. 

Figure 4.8. Time-resolved fluorescence decays for dichloromethane solutions of AI 

derivatives, collected at 267 nm excitation and 338 (a1-e1), 355 (a2-e2) and 375 nm (a3-

e3) emission wavelengths. 
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Figure 4.9. Fluorescence decays of C153 in DCM, collected at 493 (a) and 561 nm (b) 

emission wavelengths, after 400 nm excitation. 

4.4.3.3. Methanol Solutions 

The photodynamics of AI derivatives was also studied in protic media. Figure 4.10 shows 

the fluorescence decays collected in MeOH solutions at 323 (a1-e1), 355 (a2-e2) and 375 

nm (a3-e3) emission wavelengths, following 267 nm excitation. These FuC measurements 

yielded a completely different photophysical behavior in comparison to that previously 

studied in polar aprotic solvents. As it can be observed, 7-AI is the isomer with the 

shortest lifetime. Furthermore, while 4-AI and 7-AI display faster decays than in ACN 

and DCM solutions, 5-AI and 6-AI exhibit a significantly slower excited state dynamics. 

Only NMe-7-AI shows transients similar to those registered in polar aprotic media. This 

behavior can be related to the anomalous florescence patterns found in the steady-state 

experiments (see Figure 4.2f). A detailed interpretation of the observed behavior requires 

of further investigation, since in this work we can only offer a rough preliminary picture. 

For all the AIs, three time constants were employed to model the recorded transients. 

Generally, τ1 is a decay of hundreds of fs for all the AIs at short detection wavelengths, 

but at 375 nm emission wavelength this lifetime becomes a rise for all the compounds, 

except for NMe-7-AI where it remains being a decay component (4.10e3). On the other 

hand, τ2 yields values of some picoseconds and its weight highly depends on the detection 

wavelength. These time constants can be associated to the solvent response, which as 

previous studies53, 55, 59 and our own measurements in C153 (see Figure 4.11) show, is 

characterized in MeOH by a fast initial component of hundreds of fs and followed by a 

slower response in tens of ps.  



Photodynamics of Azaindoles in Solution Results and Discussion 

111 

Figure 4.10. Time-resolved fluorescence decays for methanol solutions of AI derivatives, 

collected at 267 nm excitation and 323 (a1-e1), 355 (a2-e2) and 375 nm (a3-e3) emission 

wavelengths. 

Figure 4.11. Time-resolved fluorescence decays for MeOH solution of C153, collected at 

506 (a) and 561 (b) nm emission wavelengths, after 267 nm excitation. 
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The longer τ3 lifetime can be conditioned by the appearence of ESPT processes that lead 

to the formation of tautomers. At least for 7-AI in water and methanol, it has been 

demonstrated the occurrence of this process that takes place in the ps time-scale.18-21, 60 

After photoexcitation, the donor nitrogen proton (-N-H) is transferred through a chain of 

solvent molecules to the proton acceptor (=N-H), yielding the corresponding tautomer 

(see Figure 4.12). The formed tautomer is characterized by a fluorescence band shifted to 

the red.7 

 

Figure 4.12. Schematic representation of ESPT process that yields the 7-AI tautomer. In 

water, the formation of cyclic intermediates has been reported,25 however, the majority 

of 7-AI molecules in water or methanol establish H-bonds with two different solvent 

molecules.61-62 

At least in the case of 7-AI, the measured ps lifetime seems to reflect this ESPT process. 

Nonetheless, additional measurements in the red portion of the spectrum should be 

conducted to confirm the formation of the tautomer. 

For the other isomers (4-AI, 5-AI and 6-AI), the influence of this process is not so clear. 

ESPT has been reported in 6-AI trimers,26 in methanol-water solutions of 6-AI and in 

basic water solutions of 4-AI and 5-AI, where the protonated forms are favored.22-23, 25 

Although, in principle, the occurrence of solvent assisted ESPT is feasible in the studied 

MeOH solutions, it has not been unambiguously characterized to date. Further studies are 

necessary to explore the influence of this channel in the observed dynamics.  

However, an interesting observation regarding the eventual participation of ESPT in the 

observed dynamics for in 4-AI, 5-AI and 6-AI, is the behavior found in NMe-7-AI. Being 

the only studied compound that cannot present this channel, its steady-state fluorescence 

and dynamics in MeOH are very similar to those registered in the other studied polar 
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solvents.   

4.5. Conclusions 

This chapter has presented the study of the excited state dynamics of AI derivatives in 

different solvents. For that purpose, firstly steady-state absorption and emission spectra 

of AIs in CH, ACN, DCM and MeOH were collected. The relaxation dynamics of the 

four AI isomers and NMe-7-AI was tracked in ACN, DCM and MeOH by FuC and TA 

measurements. Predictions on the vertical excitation energies in ACN, DCM and MeOH 

and on the excited state minima were obtained by PCM/TD-DFT calculations. 

From the comparison of the calculations and the experimental data we can conclude, in 

correlation with the gas-phase results, that the lifetime of  the studied AIs depends on the 

relative energy between the dark nπ* and the bright ππ* states, which is controlled by the 

polarity of the environment. As the calculations predict, the polarity of the solvent shifts 

the nπ* surface to higher energies. This hampers the access to this surface and to the 

nπ*/S0 CI, which according to the gas-phase studies, is the relaxation channel that 

controls the dynamics of the AIs. 

4-AI is the compound that exhibited the most pronounced change in its photophysical 

properties, with the solvent polarity. It switches from a non-fluorescent behavior in the 

non-polar environment, similar to 5-AI and 6-AI, to exhibit strong fluorescence and ns 

relaxation lifetimes in the moderately polar DCM. This can be explained in terms of a 

strong destabilization of the nπ* surface with respect to the initially excited ππ* state, 

which blocks the channel mediated by the nπ*/S0 CI. Thus, the relaxation pathway is 

analogous to that operative in 7-AI, which involves only the ππ* states. 

On the other hand, 5-AI and 6-AI show a less extreme behavior. The increasing polarity 

of DCM and ACN causes a progressive slowdown of the measured averaged fluorescence 

lifetime, but according to the extracted lifetimes, the access to the nπ* surface seems still 

feasible.  

Finally, the measurements conducted in MeOH showed, except for the methylated 

derivative NMe-7-AI, a different picture with respect to the photophysics observed in the 

polar aprotic media. In this case, the photodynamics seems to reflect ESPT reactions that 

lead to the formation of tautomers. Further studies able to detect the dynamical signature 

of the resulting reaction products would be required. 
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4.6. Additional Information

4.6.1. FuC Decays of the AIs with 300 nm Excitation 

Figure 4.13. Time-resolved fluorescence decays for acetonitrile solutions of AI 

derivatives collected at 338 (a1-e1), 355 (a2-e2) and 368 nm (a3-e3) emission wavelengths, 

after excitation with 300 nm (280 nm for 5-AI) radiation. 
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5.1. Introduction 

The importance of understanding the relaxation mechanisms that molecular aggregates 

undergo after electronic excitation in the environment provided by molecular clusters has 

been recognized since the pioneering works by A. H. Zewail, in the field of fs pump-

probe methods.1 Indeed, molecular cluster studies have been triggered fundamentally by 

the fact that these species can be seen as a controllable size model system able to fill the 

gap between the isolated gas-phase and the intrinsically complex condensed or solid-

phases.2-4 Hence, aiming to unravel the role of solvation on the photophysical and 

photochemical properties of relevant chromophoric molecules, numerous time-resolved 

studies have explored the photodynamics of solute(solvent)n neutral aggregates formed 

between biologically relevant aromatic chromophores (naphtol, pyrrole, indole, etc.) and 

protic solvents such as water or ammonia.5 

The dynamics of electronically excited clusters containing multiple aromatic 

chromophore units, with the form (solute)n, can be considered another well differentiated 

hot topic. These multi-chromophoric systems held by intermolecular forces offer an 

excellent opportunity to study the excitation and relaxation mechanisms at the 

supramolecular level. In this sense, electron and proton transfer processes, especially 

those involving electronic delocalization, which depending on the degree of coupling 

between the chromophores and the rate of the intramolecular deactivation can result in 

phenomena like coherent excitation delocalization and coherent/incoherent electron and 

electronic energy transfer. Consequently, several groups have conducted time-resolved 

studies on multi-chromophoric neutral aggregates, most of them involving DNA base 

pairs and their analogues.5-11 

In order to gain meaningful dynamical information on the processes these species undergo 

after electronic photoexcitation, experimental methods capable of relating the recorded 

observables to specific size clusters are required. Owing to their simplicity and high 

sensitivity, the techniques based in the detection of mass-selected ions appear as the most 

extended methods. However, the methods that involve the ionization of a specific size 

cluster distribution formed in a cold molecular beam present in all cases, an important 

limitation that complicates the identification of the species responsible of the measured 

dynamics: fragmentation processes. Following photoexcitation, if the vibrational energy 

transferred to the excited state is enough to evaporate a molecule from the cluster, the 
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dynamical signature of the IVR process driving the energy from the initially excited 

vibrational modes to those involved in the dissociation will be expressed in the parent 

cluster mass channel as a decay, and in the fragments channels as the complementary 

formation of lower mass species. Additionally, the fragmentation pattern can be even 

more complex, considering that the cluster fragmentation can also take place in the ion 

state after the interaction with the probe beam. In this case, part of the signal 

corresponding to a given cluster will be transferred to lower mass channels. Therefore, 

the information recorded in the mass channel of interest will include an indeterminate 

amount of larger clusters, making the interpretation of the temporal evolution of a 

particular specie into a hard task. 

Aiming to overcome these difficulties, TR-ID spectroscopy has emerged as a valid 

spectroscopic method to track the dynamics of size-selected and conformer specific 

molecules,11-12 from the overall dynamics recorded in a mass channel, by combining an 

IR ns laser tuned into a specific vibrational mode with the fs pump-probe signal 

corresponding to that particular cluster. In this chapter, we demonstrate the potential of 

this spectroscopic method by investigating the photodynamics of different multi-

chromophoric aggregates containing pyrrole (Py) and N-methylpyrrole (NMPy) 

molecules. In fact, since the theoretical works conducted by Domcke and co-workers,13-

14 the role of the πσ* states in the electronic relaxation of photoexcited heteroaromatic 

molecules has attracted a great deal of attention due to their potential involvement in the 

relaxation channels of biomolecules and their chromophores.15-18   

Pyrrole is a heterocyclic aromatic molecule with grand chemical and biological relevance 

because it acts as a building block in numerous large biomolecules such as amino acids 

or porphyrin derivatives (e.g. chlorophylls, chlorins or heme).19 Furthermore, since its 

lowest S1 excited state exhibits mixed Rydberg/valence 3s(N)/πσ* character at the 

Franck-Condon region, pyrrole has been extensively studied as a benchmark model for 

understanding the role of πσ* excited states on the photodynamics of heteroaromatic 

molecules.20-29 Particularly relevant to the work presented in this chapter are the studies 

on the dimer conducted by Neville et al.30 and Montero et al.,11 observing the dynamical 

signature of (Py)2 complex, which is considerably longer than the lifetimes recorded for 

the monomer and bigger size clusters, (Py)n>2.  

Additionally, we have explored how the photophysics of an isolated pyrrole molecule is 

altered by the addition of a water molecule in order to further our grasp of the 
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environmental effects. In the light of the available literature, theoretical studies for the 

Py(H2O) cluster predict electron transfer through the H-bond,31-35 which inhibits the N-H 

photodissociation mediated by the πσ* state observed for the isolated Py.36 

5.2. Experimental Methods 

The generation of the laser pulses used within these experiments are described in detail 

in Chapter 2, alongside a detailed explanation of the TR-ID setup in section 2.3.4. 

Therefore, in this section information on the experimental variables specific to the work 

performed within this chapter is provided. Pyrrole (98%) and N-methylpyrrole (99%) 

were acquired from Sigma-Aldrich and used directly without further purification. The 

pyrrole-containing clusters were formed after expanding, through a pulsed valve (General 

Valve Series 9), an initial mixture of 4.5 atm of He and the vapor pressure of pyrrole, N-

methylpyrrole and water at room temperature. Then, the stagnation pressure of He was 

carefully dropped below 2 atm by using a pressure-reducing regulator to avoid the 

formation of undesired clusters. The cluster size distribution was roughly controlled by 

adjusting the valve pulse duration and laser-valve delay.  

The excitation fs pulses were tuned in the 240-253 nm range by the second harmonic of 

the sum frequency generation of the idler and signal of OPA2 (Coherent OPerA Solo), 

with the 800 nm fundamental beam. The fundamental output from the amplifier was used 

as the probe beam for all the experiments. A commercial OPO/OPA laser system (Laser 

Vision) with 10 cm-1 linewidth, pumped by a Nd:YAG (Continuum Surelite) was 

employed to produce the IR ns radiation in the 3200-3800 cm-1 interval.  

The IR ns and the pump-probe fs beams were spatially overlapped on the ionization 

region, while the former was fired 100 ns in advance. The synchronization of these 

experiments was driven by the clock of the regenerative amplifier whose 1 kHz trigger 

output was divided in a delay generator (Stanford SR535) to reach a final 10 Hz sampling 

rate, which is the maximum repetition rate admitted by the IR ns source. The fs pump-

probe beams, forming a small angle, were focused over the interaction region by spherical 

mirrors to reach intensities in the order of 1012 Wcm-2 for the probe, and around 109 W 

cm-2 for the pump, below the threshold to produce any measurable ion in the absence of 

the probe. The relative polarization of the fs pump-probe pulses was held at magic angle 

(54.7º). The well characterized 1+3’ ionization signal of the pyrrole monomer was 

employed to establish the zero delay time and to derive the CC function,29 typically ~80 
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fs for the 240 nm pump. The IR-dip spectra were recorded at a particular ion mass channel 

by scanning the ns IR OPO while integrating the IRon and IRoff ion signals resulting from 

the fs pump-probe pulses overlapped in time (∆t = 0). On the other hand, the TR-ID 

transients were collected by acquiring the IRon-IRoff signal as a function of the fs pump-

probe time delay, which was varied by translating a continuous displacement delay line 

(APE Scandelay 150), with the ns IR source fixed on a chosen vibration. 

5.3. Computational Methods 

Ab initio calculations were performed using Gaussian 09 computational package.37 The 

geometry of pyrrole-containing clusters was optimized at the (TD-)CAM-B3LYP/6-

311++G(d,p) level with Grimme’s Dispersion, including Becke-Johnson damping 

(EmpiricalDispersion=GD3BJ) on the S0, S1 and D0
+ surfaces. Furthermore, the 

vibrational frequencies, the vertical excitation energies, the oscillator strengths and the 

binding energies were also predicted. The binding energies were corrected calculating the 

BSSE by counterpoise procedure.38 

5.4. Results 

5.4.1. Computational Calculations 

Figure 5.1 shows the optimized ground state structures of the studied pyrrole-containing 

clusters at the CAM-B3LYP/6-311G++(d,p) level. In the light of several theoretical39-41 

and experimental30, 42-44 works, on the isolated-phase (Py)2 adopts a T-shaped structure 

with Cs symmetry, in which the two pyrrole molecules are held by an N-H···π bond and 

form an angle of ~55.4º,42 which is in agreement with the DFT calculations, as shown in 

Figure 5.1a. The Py unit with free N-H bond is labelled A, while the other molecule whose 

N-H bond interacts with the π cloud of A is labelled B.  

Analogously, the Py(NMPy) cluster adopts a similar geometry, in which the N-H···π 

bond is formed because the Py unit acts as donor and interacts with the π cloud of NMPy 

molecule (see Figure 5.1b).45 In contrast, due to the lack of H-bonds, the (NMPy)2 

aggregate exhibits a sandwich type configuration, where π-π stacking between the 

electronic clouds of the aromatic rings occurs, as shown in Figure 5.1c. 

Table 5.1 summarizes the calculated three lowest vertical excitations for (Py)2 dimer, 

Py(NMPy) cluster and (NMPy)2 dimer at the DFT optimized S0 geometries, together with 
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the minimum energy at the optimized S1 geometries and the binding energies at S0 and S1 

surfaces. According to the ab initio calculations, the S1 and S2 electronic excited states of 

(Py)2 have 3s character at the Franck-Condon region. The S1 (πB3sA) state has charge 

transfer (CT) character, with the dominant configuration corresponding to excitation from 

a π-orbital localized on monomer B to the 3s orbital localized on the N-atom of monomer 

A. In contrast, the S2 (πA3sA) state is dominated by a configuration corresponding to 

excitation from a π-orbital localized on monomer A to the 3s orbital localized on the same 

pyrrole unit. Similarly, the S1 and S2 (π3sNMPy) excited states of Py(NMPy) cluster have 

also 3s character at the Franck-Condon region, however the dominant configuration of 

these states is related to excitation from a delocalized π-orbital to the 3s orbital localized 

on the N-atom of NMPy unit. Finally, in the electronic structure of (NMPy)2 homodimer, 

the S1 and S2 states present πσ* character. Since the two NMPy units are almost 

equivalent, the excited states reflect this symmetry and are therefore delocalized. 

Regarding the binding energies, for the (Py)2 complex in the ground state an energy of 

26.21 kJ mol-1 (~0.272 eV) was predicted, which is higher to those reported in the works 

of Gómez-Zavaglia and Fausto40 and Matsumoto et al.43 where the binding energy was 

reported to be 12.47 and 9.18 kJ mol-1, respectively. This energy difference can be 

attributed to the different computational levels used. Indeed, our calculations were 

performed at the CAM-B3LYP/6-311++G(d,p) level with GD3BJ dispersion, whereas 

Gómez-Zavaglia et al.40 and Matsumoto et al.43 employed the B3LYP functional with the 

6-311++G(d,p) and the 6-311+G(d,p) basis sets, in that order. Since DFT calculations 

employing the B3LYP functional do not properly consider weak dispersion energies, it 

can be expected that calculations at the B3LYP level underestimate the value of the 

binding energies. For Py(NMPy) and (NMPy)2 aggregates, the binding energies were 

predicted to be slightly higher in comparison to that of (Py)2 dimer, concretely of 34.23 

(~0.355) and 29.44 kJ mol-1 (~0.305 eV), respectively. Moreover, the binding energies 

for the S1 surface were also obtained for the different clusters. In this case, the binding 

energy of the (NMPy)2 complex (64.04 kJ mol-1 ≈ 0.66 eV) is stronger than those of (Py)2 

(48.38 kJ mol-1 ≈ 0.5 eV) and Py(NMPy) (35.48 kJ mol-1 ≈ 0.37 eV) clusters. Finally, our 

calculations predicted that the minimum energies at the optimized S1 geometry lies about 

0.58 eV (~4678 cm-1) below the vertical excitation for (Py)2 and Py(NMPy) clusters, 

while for (NMPy)2 dimer lies 0.51 eV (~4113 cm-1) below the vertical excitation. 
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Table 5.1. Vertical excitations VEEs (in eV), oscillator strength f, minimum energy of 

optimized S1 excited state (in eV) and binding energies (in kJ mol-1) for (Py)2, Py(NMPy) 

and (NMPy)2 clusters. 

 State Character VEE 
[eV] f S1-Min 

[eV] 
Binding Energy 

[kJ mol-1] 

(Py)2 
S1 
S2 
S3

 

πB → 3sA 

πA → 3sA 

πB → σ* 

5.25 
5.63 
5.77 

0.0022 
0.0057 
0.0388 

4.66 -26.21 (S0) 
-48.38 (S1) 

Py(NMPy) 

S1 
S2 
S3 

π → 3sNMPy 

π → 3sNMPy 

π → σ* 

5.44 
5.71 
5.86 

0.0001 
0.0090 
0.0538 

4.86  -34.23 (S0) 
-35.48(S1) 

(NMPy)2 

S1 
S2 
S3 

π → σ* 
π → σ* 
π → σ* 

5.46 
5.59 
5.86 

0.0024 
0.0073 
0.0635 

4.95 -29.44 (S0) 
-64.04 (S1) 

On the other hand, the structures of the clusters between pyrrole and water molecules 

have been reported by several works.34-35, 46 On the basis of these works, two types of 

geometries have been investigated mostly for Py(H2O) cluster, as shown in Figure 5.1d. 

The first complex is the so-called π-type structure, where the OH group of water molecule 

interacts with the π cloud of the pyrrole aromatic ring, forming an O-H ··· π bond. The 

second one is the σ-type structure, in which the pyrrole molecule acts as proton donor and 

the water molecule as acceptor, forming an N-H···O bond. In this sense, it has been 

reported that the σ-type structure is more stable than the π-type one according to their 

binding energies by ~6.4 kJ mol-1.46  
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Figure 5.1. Optimized ground state geometries for pyrrole dimer (a), Py(NMPy) (b), N-

methylpyrrole dimer (c) and Py(H2O) clusters (d). The structures were computed at the 

CAM-B3LYP/6-311++G(d,p) level. 

Table 5.2 presents the vertical excitation energies of the three lowest excited states, 

together with the character and the oscillator strengths of the transitions, for the two main 

structures of Py(H2O) cluster. Additionally, the binding energy on the S0 surface for the 

π- and σ-type structures are displayed. The calculations suggest that the relative energy 

between the more stable σ-type geometry and the π-type structure on the S0 state is ~5.5 

kJ mol-1, which is slightly lower than the values reported by Nagy et al.47 (6.4 kJ mol-1 at 

the MP2/6-31G(d) level), Kumar et al.34 (10.1 kJ mol-1 at the B3LYP/6-311++G(d,p) 

level) and Matsumoto et al.46 (6.49 kJ mol-1 at the MP2/6-31+G(d,p) level). This could 

be ascribed to the usage of the CAM-B3LYP functional instead of B3LYP or MP2 

functionals. Furthermore, the binding energy on the S1 potential for the σ-type Py(H2O) 

complex is predicted to be 71.02 kJ mol-1 (~0.736 eV). Finally, the minimum energy at 

the optimized S1 geometry for the more stable σ-type structure is also shown, which lies 

at 4.41 eV, about 0.44 eV (~3549 cm-1) below the vertical excitation. 
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Table 5.2. Vertical excitations VEE (in eV), oscillator strength f, minimum energy of 

optimized S1 excited state (in eV) and binding energies (in kJ mol-1) for Py(H2O) cluster. 

Type State Character VEE 
[eV] f S1-Min 

[eV] 
Binding Energy 

[kJ mol-1] 

Py(H2O) 

π 
S1 
S2 
S3

πPy → σw* 
πPy→ σPy* 
πPy → σPy* 

5.53 
6.21 
6.27 

0.0002 
0.0363 
0.0262 

─ -19.19 (S0) 
─ (S1) 

σ 
S1 
S2 
S3 

πPy → σw* 
πPy→ σPy* 
πPy → σPy* 

4.84 
5.54 
5.69 

0.0001 
0.0000 
0.0201 

4.41 -24.68 (S0) 
-71.02 (S1) 

The potential energy curves on the S0 and S1 states along the vector R connecting the 

pyrrole and water molecules were also computed, as shown in Figure 5.2. From the 

asymptotic values that S0 and S1 surfaces reach along the monomerization coordinate, the 

binding energies can be derived. For the S0 state, a binding energy of ~0.295 eV (~28.46 

kJ mol-1) is observed, while for the S1 state, a binding energy of ~0.78 eV (~75.26 kJ mol-

1) is extracted. Both values are in good agreement with those calculated by using the

BSSE procedure.38, 48 In addition, the maximum excitation is found at ~0.16 eV above the 

minimum energy of the S1 potential (4.41 eV). 

Figure 5.2. Potential energy curves for the S0 (black dots) and S1 (red dots) states 
computed at the (TD-)DFT/CAM-B3LYP/6-311++G(d,p) level along the vector R 
connecting the pyrrole and water molecules.
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5.4.2. Time-Resolved Experiments 

5.4.2.1. Pyrrole-N-methylpyrrole Cluster 

Figure 5.3 shows a mass spectrum recorded at conditions that favor the formation of 

Py(NMPy) cluster, while the 240 nm pump and the 800 nm probe are overlapped in time. 

It is should be accounted that the higher detected mass channel corresponds to (NMPy)2
+ 

and additionally (Py)2
+ is formed. Aniline and p-toluidine traces from previous 

experiments are also noticeable. 

Figure 5.3. Mass spectrum collected at expansion conditions that favored the formation 

of Py(NMPy) cluster, with the 240 nm pump and the 800 nm probe temporally overlapped. 

Aiming to analyze the composition of the supersonic expansion, IR-dip spectra at the 

(Py)2
+ and Py(NMPy)+ mass channels were collected by scanning the OPO laser from 

3300 to 3550 cm-1, as shown in Figure 5.4. The spectrum at pyrrole homodimer channel 

(Figure 5.4a) exhibits three prominent bands located at 3405, 3450 and 3522 cm-1. By 

comparison with the IR-dip spectrum recorded by Montero et al.,11 the N-H stretch 

absorptions centered at 3450 and 3522 cm-1 are attributed to the (Py)2, whereas the band 

at 3405 cm-1 is mainly assigned to the trimer but contributions from bigger species are 

also probable. It is important to note that since the laser-valve conditions were set in order 

to favor the formation of pyrrole heteroclusters, the recorded IR-dip spectrum at (Py)2
+

channel presented a worse signal-noise ratio in comparison to that collected by Montero 

et al.11 On the other hand, the IR-dip spectrum collected at the Py(NMPy)+ mass channel 

(Figure 5.4b) shows two bands at 3405 and 3438 cm-1. The latter N-H stretch absorption 

can be attributed to the Py(NMPy) cluster due to the H-bond donor character of the 

pyrrole unit, which is well characterized in several studies.11, 43-45 However, the feature at 

3405 cm-1, together with the structureless absorptions that extends up to 3350 cm-1, would 

be the product of multiple clusters of unknown stoichiometry between the Py and NMPy 
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units,45 which indicates how this mass channel is affected by ionic fragmentation 

processes. 

Figure 5.4. IR-dip spectra recorded at the (Py)2
+ (a) and Py(NMPy)+(b) mass channels 

employing the 240 nm probe and the 800 nm probe. The laser-valve conditions were set 

to favor the formation of Py(NMPy) cluster. The red and blue colored peaks correspond 

to the (Py)2 and Py)n>2 species, respectively, while the orange and pink peaks indicate the 

Py(NMPy) and (Py)n(NMPy)n>2 clusters, in that order. The red and orange solid lines 

indicate the wavelength at which the dynamics of the (Py)2
+ and Py(NMPy)+ channels 

was tracked.  

In order to unravel the excited state dynamics of the Py-NMPy aggregates, TR-ID decays 

were collected at the (Py)2
+ and Py(NMPy)+ mass channels with the IR excitation fixed 

at 3440 cm-1, as illustrated in Figure 5.5. The transient recorded at the (Py)2
+ channel 

(Figure 5.5a) shows a nonresonant contribution at t = 0 (CC Gaussian function) and an 

additional decay component (τ1) of 268 ± 14 fs, which reflects the relaxation of the (Py)2 

cluster and it is in agreement with the results reported by Montero et al.11 Interestingly, 

the TR-ID decay at the Py(NMPy)+ channel (Figure 5.5b) can also be modelled by a τ1 = 

220 ± 12 fs lifetime together with the CC function. Moreover, in both TR-ID transients 

τ1 has negative sign, which reflects how after IR photoexcitation depopulation of the 

tracked specie occurs. Therefore, the τ1 decay component extracted at the Py(NMPy)+ 

mass channel reflects the excited state lifetime of the heterodimer. 

In addition to the Py(NMPy) dimer, the photodynamics of the (NMPy)2 complex was also 

studied. Figure 5.6 shows the transients recorded at the (NMPy)2
+

 mass channel, 

following 240 nm photoexcitation. Since this dimer does not present N-H bonds, no IR-

dip excitation was employed while monitoring the ion signal. For this specie, the recorded 
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dynamics is slower than those observed for (Py)2 and Py(NMPy) clusters. Indeed, a bi-

exponential decay with lifetimes τ1 = 328 ± 36 fs and τ2 = 3.3 ± 0.4 ps convoluted with 

the CC function was required to reproduce the registered transient. 

Figure 5.5. TR-ID transients collected at the (Py)2
+ (a) and Py(NMPy)+ (b) mass 

channels, with the IR-dip laser tuned at 3440 cm-1. The red and black dots represent the 

experimental data recorded with the IR laser on and off, respectively, by exciting with 

240 nm and probing with 800 nm radiation. The blue dots and solid line correspond to 

the transient obtained by subtracting the IRon and IRoff signals and its exponential fit. The 

green and orange dash lines represent the individual temporal components of the fit. 

Figure 5.6. Transient registered at the (NMPy)2
+ mass channel with the excitation 

wavelength at 240 nm, using the 800 nm probe. The dots are the experimental data, while 

the red solid line is the exponential fitting function. The green and orange dash lines 

correspond to the individual time components of the fit. 
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5.4.2.2. Pyrrole-Water Cluster 

We also conducted experiments at conditions that favor the formation of Py(H2O) cluster. 

Figure 5.7 shows the mass spectrum recorded at zero delay time between the 244 nm 

pump and the 800 nm probe. The higher detected mass corresponds to An+ contamination 

from previous experiments and the Py+ ion signal is out of scale. 

The IR-dip spectrum at the Py(H2O)+ channel was collected by scanning the OPO laser 

from 3300 to 3800 cm-1, as displayed in Figure 5.8. The spectrum shows three prominent 

bands centered at 3450, 3650 and 3748 cm-1. By comparison with the IR spectra recorded 

by Matsumoto et al.,46 whereas the feature at 3450 cm-1 can be assigned to the N-H stretch 

absorption, the bands at 3650 and 3748 cm-1 can be attributed to the symmetric and 

asymmetric O-H stretches, respectively. 

Figure 5.7. Mass spectrum recorded at expansion conditions that favored the formation 

of Py(H2O) cluster, with the 244 nm pump and the 800 nm probe temporally overlapped. 

Figure 5.8. IR-dip spectrum recorded at the Py(H2O)+ channel with the 244 nm pump 

and the 800 nm probe at zero delay time. The green colored peaks correspond to the 

prominent bands observed, whereas the green solid line indicate the wavelength at which 

the dynamics of the specie was tracked.  
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The temporal evolution of the isolated Py(H2O) aggregate was recorded with the IR 

excitation fixed at 3450 cm-1. Figure 5.9 summarizes the TR-ID transients collected at 

244 (a) and 253 nm (b) excitation wavelengths, while probing with 800 nm. Both 

transients can be modelled by a τ1 ~165 fs decay, together with the CC function. This time 

component exhibits negative character that comes from the reduction of Py(H2O) cluster 

signal after the fragmentation induced by the absorbed IR photon. Consequently, we 

ascribe the τ1 lifetime to the relaxation of the Py(H2O) cluster.  

 

Figure 5.9. TR-ID transients recorded at the Py(H2O)+ mass channel with the IR 

excitation fixed at 3450 cm-1. The red and black dots represent the experimental data 

recorded with the IR laser on and off, respectively, at 244 (a) and 253 nm (b) excitation 

wavelengths, while probing with 800 nm radiation. The blue dots and solid line 

correspond to the transient obtained by subtracting the IRon and IRoff signals and its 

exponential fit. The green and orange dash lines represent the individual temporal 

components of the fit. 

5.5. Discussion 

5.5.1. Pyrrole-N-methylpyrrole Cluster 

We start by discussing the recorded IR-dip spectrum and the extracted time constants for 

the Py(NMPy) cluster. The work conducted by Dauster et al.44 studied the jet FTIR 

spectra of pyrrole self-aggregates and different heterodimers between pyrrole and H-bond 

acceptors such as benzene, 1,2,5-trimethylpyrrole or N-methylpyrrole. Furthermore, 

Matsumoto et al. studied the N-H stretching frequencies of pyrrole self-aggregates43 and 

binary clusters between pyrrole and N-methylpyrrole45 units by IR cavity ringdown 
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spectroscopy.  According to these studies, the Py(NMPy) heterodimer exhibits a band that 

is redshifted about 93 cm-1 respect to the N-H stretching of pyrrole monomer, concretely, 

is located at ~3438 cm-1. This feature is perceptible in the IR-dip spectra of Figure 5.4b. 

Additionally, the broad absorption in the 3405-3350 cm-1 range can be attributed to the 

fragmentation of larger clusters containing the N-methylpyrrole unit. These clusters can 

be self-aggregates or heteroclusters of different stoichiometry between N-methylpyrrole 

and pyrrole molecules.45 

Regarding the dynamical signatures observed for (Py)2 and Py(NMPy) clusters,  with the 

IR excitation fixed at 3440 cm-1
, we can assume that we are exclusively exciting these 

clusters since the N-H stretching of (Py)2 is at 3450 cm-1, while the N-H stretching of the 

heterodimer is located at 3438 cm-1. The τ1 ~268 fs decay observed at the (Py)2
+ channel 

(Figure 5.5a) reflects the relaxation of the pyrrole homodimer. Additionally, the negative 

character that the CC function and the τ1 component present means that the (Py)2 signal 

is reduced after the absorption of IR photons, which is indicative of the depopulation of 

this specie and occurs due to a fragmentation process induced by the IR-dip laser. Indeed, 

the extracted lifetime and the sign of its individual time components is in agreement with 

that measured by Montero et al.,11 ensuring that we were able to track selectively the 

dynamics of (Py)2 cluster. Analogously, the TR-ID transient recorded at the Py(NMPy)+ 

channel (Figure 5.5b) shows a similar dynamical behavior with a τ1 ~220 fs decay. The 

time constants of the fit also show negative sign, meaning that the population of species 

exhibiting this lifetime are depleted after the absorption of IR photons, and consequently 

we assume that τ1 indicates the relaxation process that Py(NMPy) cluster exclusively 

undergoes after photoexcitation. 

According to the work conducted by Neville et al.,30 the τ1 ~268 fs lifetime extracted from 

the (Py)2
+ channel can be attributed to the lifetime of the dimer CT complex, for which 

different relaxation pathways have been proposed. The ab initio calculations performed 

by Poterya et al.41 suggested that H transfer between Py units is a possible mechanism. 

However, since the (Py)2 cluster adopts a T-shaped structure, a geometry rearrangement 

is mandatory to allow the H transfer and this structure would be close from a πσ*/S0 CI. 

Therefore, IC to the ground state via πσ*/S0 and ππ */S0 CIs are more likely pathways. 

Furthermore, Neville et al. proposed various deactivation pathways like the N-H 

dissociation in the S1(πB3sA) state, the slow separation to form a monomer pair or the 

formation of a co-planar excimer ion pair.30 



Excited State Dynamics of Pyrrole Clusters  Discussion 

137 
 

From the recorded TR-ID transients for (Py)2 and Py(NMPy) clusters (see Figure 5.5) and 

assuming that the electronic structure of Py(NMPy) is similar to that of (Py)2, we can, in 

principle, infer that the N-H and C-N bond dissociation is an unlikely pathway for (Py)2 

and Py(NMPy), respectively. Indeed, the similarity observed on the collected decays, τ1 

= 268 ± 14 fs and τ1 = 220 ± 12 fs for (Py)2 and Py(NMPy), in that order, suggests that 

both aggregates relax through the same mechanism. Attending to our calculations and to 

previous studies available in the literature,11, 30 the dominant relaxation pathway for these 

clusters may imply the neutral monomerization because of their weak binding energy in 

the S1 (π3s) excited state (0.5 and 0.37 eV for (Py)2 and Py(NMPy), respectively; see 

Table 5.1). In fact, following photoexcitation with the 240 nm pump both clusters have 

excess energy well above the binding energy of the S1 (π3s) state. It should be mentioned 

here that Neville et al.30 predicted, at the DFT/MRCI/aug-cc-pVDZ level, an energy 

barrier of ~0.1 eV along the monomerization coordinate for (Py)2 dimer, which is small 

enough to enable the separation of pyrrole units to form a monomer pair. Despite the fact 

that our calculations suggest that this barrier is five times higher, since the system 

possesses excess energy enough to surmount it, the neutral monomerization of (Py)2 

complex can still be considered to take place.   

Regarding (NMPy)2 complex, the TR-IY measurement in Figure 5.6 yielded slower 

excited state decay time constants of τ1 = 328 ± 36 fs and τ2 = 3.3 ± 0.4 ps. This dynamical 

signature can be attributed to various relaxation pathways. The observed bi-exponential 

lifetime suggests a similar behavior to that reported for the NMPy monomer, in which 

after photoexcitation with wavelengths shorter than 243 nm, two alternative mechanisms 

become the major deactivation channels: IC to the ground state in tens of ps via S1(πσ*)/S0 

CI or, alternatively, ISC to the T1(3ππ*) with a lifetime of few ns followed by C-N bond 

fission.49-50 Furthermore, the bi-exponential decay observed for the dimer can be related 

to the multi-exponential decay character that the monomer exhibits because of IVR 

process. However, this dynamical behavior could also result from the fragmentation of 

bigger-size clusters due to the fact that the measurements were carried out without the 

size-selectivity provided by the IR excitation because the (NMPy)2 aggregate does not 

present N-H bonds. Another possibility might be the neutral monomerization of the 

dimer, however the calculated binding energy for the (NMPy)2 cluster in the S1 excited 

state is stronger (0.66 eV; see Table 5.1) than those predicted for (Py)2 and Py(NMPy) 

complexes. Consequently, according to our calculations, in principle the neutral 
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dissociation of (NMPy)2 dimer is an inhibited pathway. 

5.5.2. Pyrrole-Water Cluster 

From the IR spectra recorded by Matsumoto et al.46 we can contrast that the band located 

at 3450 cm-1 corresponds to the N-H stretching absorption of Py(H2O) cluster. 

Additionally, in this work the vibrational frequencies of the σ-type Py(H2O) cluster were 

also calculated, predicting absorption bands at 3444, 3648 and 3783 cm-1. Whereas the 

first band is the above-mentioned N-H stretch, the two remaining absorptions located at 

3648 and 3783 cm-1 correspond to the symmetric and asymmetric O-H stretches of H2O, 

respectively. This prediction is consistent with our assignment on Figure 5.8, even though 

experimentally the asymmetric O-H stretch is redshifted about 33 cm-1 with respect to the 

computational calculations. 

Regarding the relaxation pattern exhibited by the Py(H2O) cluster, with the IR source 

exciting the N-H stretch, the negative signs of the CC function and the τ1 ~165 fs decay 

employed to model the TR-ID transients shown in Figure 5.9 indicate that after IR 

excitation, the population of Py(H2O) cluster is reduced. In this sense, different research 

groups have conducted ab initio calculations in order to investigate the electron transfer 

process from the Py unit to water molecule.32-34 According to the work of Sobolewski et 

al.,32 the inclusion of a water molecule implies that the σ* electron cloud is transferred to 

the water molecule through the H-bond between the NH group of Py unit and the water 

molecule. This observation was further confirmed by the theoretical studies of Kumar et 

al.34 and Frank and Damianos,33 which estimate that the σ-type Py(H2O) cluster 

undergoes charge transfer upon excitation and it is observable on a time-scale of ~100 fs. 

This lifetime might be indicative of the formation of a charge-transfer-to-solvent (CTTS) 

complex; however, the work of Kumar et al. suggests that the CTTS state is not stabilized 

until a cluster with at least three water molecules is formed.  

Our theoretical calculations suggest that after vertical excitation, the Py(H2O) cluster does 

not possesses sufficient excess energy above the binding energy of the S1 (πσ*) CT state 

(~0.73 eV) and therefore the neutral dissociation of the cluster could not be an active 

deactivation channel. Actually, since the maximum excitation energy for S1 is found at 

~0.16 eV above the minimum energy (~4.41 eV) and the vertical excitation of S1 lies at 

4.84 eV, cluster dissociation is not expected to occur. Although we cannot provide a 

conclusive explanation for the experimentally observed excited state dynamics in 
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Py(H2O) complex, some hypothesis can be proposed: 

(a) The τ1 ~165 fs lifetime extracted from the TR-ID transients could reflect the loss of 

ionization cross section within the S1 well. As shown in Figure 5.2, the CT character of 

the excited state gives rise to a very wide potential along the intermolecular distance. This 

would lead to large amplitude motion along the involved coordinate and, eventually, 

could produce a loss of Franck-Condon factors for the ionization, and consequently a 

decay of the signal.  

(b) More complex mechanisms could take place after photoexcitation of pyrrole-water 

clusters. It has been shown that phenol aqueous solutions can lead to proton coupled 

electron transfer (PCET), i.e, a process in which the proton is released immediately after 

the electron transfer to the neighboring water molecules.51 Although this hypothesis has 

to be properly checked on the basis of more elaborated ab initio calculations, the work of 

Frank and Damianos33 seems to point to the thermodynamical viability of N-H bond 

dissociation in Py(H2O) cluster. 

5.6. Conclusions 

The present work provides a new view on the excited state dynamics of pyrrole-

containing clusters by means of TR-ID spectroscopy and TD-DFT calculations. The 

experimental measurements revealed that after photoexcitation with 240 nm radiation, 

the excited state dynamics of pyrrole dimer and pyrrole – N-methylpyrrole aggregate 

yielded a lifetime of about 268 and 220 fs, respectively, while for N-methylpyrrole dimer 

longer time constants of ~357 fs and ~3.6 ps were found. From the conducted ab initio 

calculations, we deduced that the dominant pathway for (Py)2 and Py(NMPy) is the 

neutral dissociation of the clusters. Contrarily, the monomerization of the aggregate is not 

predicted to be the main relaxation channel for (NMPy)2 dimer and therefore we attributed 

its longer lifetime to different plausible mechanisms such as IC to the ground state 

through S1(πσ*)/S0 CI or ISC to the triplets and the subsequent dissociation of the C-N 

bond as invoked for N-methylpyrrole monomer. 

In a similar way, our study in pyrrole-water aggregate revealed that following 

photoexcitation with 244 or 253 nm, the CT complex exhibits a lifetime of about 165 fs. 

According to the theoretical calculations, the neutral monomerization of the cluster is not 

a favored decay channel because of the high binding energy predicted for the S1 state. For 

this reason, we tentatively proposed that the observed photodynamics can be the product 
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of a more complex dissociative mechanism, involving electron transfer to the water 

molecule and N-H bond fission or, alternatively, the recorded decay could be produced 

due to an eventual loss of Franck-Condon factors. 
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6.1. Introduction 

On the way to understand more complex systems, and following the work performed on 

pyrrole-containing clusters, in the present chapter, we have comprehensively investigated 

the photodynamics of neutral aniline homoclusters, (An)n. Since it is considered a model 

system to study aromatic amines, several experimental and theoretical works1-11 have 

explored the electronic structure of aniline. More recently, as a part of an effort to unravel 

the photostable behavior in biologically relevant compounds, its relaxation mechanisms 

involving nonadiabatic couplings between valence and Rydberg states have been targeted 

by time and frequency domain experiments and calculations.12-21 From these works, a 

detailed view of the photochemical and photophysical processes that aniline undergoes 

after photoexcitation, from its UV absorption onset (at ~294 nm), up to 200 nm, has been 

built. In this picture, the 1πσ* excited state, which results from the mixing of the 1π3s(N) 

Rydberg and the πσ* (N-H) repulsive character excitation, plays a prominent role. This 

excited state is vertically located in the gas-phase at ~4.6 eV (269.51 nm) between the 

two optically bright S1 and S3 1ππ* states at 4.22 eV (293.86 nm) and 5.33 eV (232.61 

nm), respectively.8-9, 12, 19 The 1πσ* ← S0 transition is extremely weak, with an almost 

negligible oscillator strength (f  ≈ 0.006).15, 20 However, it has been established that single 

photon excitation is the main way to form the 1πσ* state,13, 20 although some population 

transfer between the S1 ππ* and the quasi-bonding 3s part of 1πσ* has also been postulated 

to occur through a 11ππ*/1πσ* CI.12, 15, 21 Consequently, at excitation wavelengths shorter 

than 269.5 nm the evolution of the repulsive part of the 1πσ* state at extended N-H bond 

distances leads to H atom elimination, or alternatively to the ground state, through a 
1πσ*/S0 CI. 

Herein, we have tried to transfer some of the ideas gained about the photodynamics of an 

isolated aniline molecule to the photophysics/photochemistry of aniline homoclusters. 

Indeed, the isolated aniline aggregates seem to be an ideal environment to unravel the 

mechanisms of electron and proton transfer reactions induced by the presence of the 1πσ* 

states, which can occur between these non-covalently bonded units. These processes are 

particularly interesting because of their influence on more complex phenomena such as 

photosynthesis or the photostability of proteins and genetic material.22-25 

Aniline homoclusters have been the subject of a number of spectroscopic studies that 

provide a solid ground for the current time-resolved research. The minimum energy 
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structures of complexes with up to nine units have been deduced from IR spectroscopy 

and ab initio calculations.26-30 Only in the case of the dimer, a single minimum energy 

geometry has been unambiguously established.26-29 The electronic structure of aniline 

dimer has also been studied by UV spectroscopy and computational methods.27, 30-31 

Regarding the photophysics, the work by Poterya et al.32 explored the photodissociation 

on the 1πσ* state, of cluster distributions by detecting the formed H fragments. 

In this chapter, we have tracked the relaxation dynamics of neutral aniline dimers, (An)2, 

and larger clusters, (An)n>3, by employing TR-ID spectroscopy, which has allowed us to 

unambiguously extract the dynamical signature of (An)2 from the rest of the formed 

aniline homoclusters. The results permit relating the dynamics induced by the 1πσ* state 

to the geometry and electronic structure of the cluster. Additionally, the collected data 

provide relevant information regarding the ionic fragmentation of the complexes that 

pave the ground for the selective study of bigger species held by non-covalent 

interactions. 

6.2. Experimental Methods 

As it was mentioned in the preceding chapter, the setup for TR-ID experiments has been 

thoroughly explained in Chapter 2, sections 2.3.3 and 2.3.4. Therefore, in this section 

details on the specifics concerning the experiments presented in this chapter are provided. 

Aniline (99%) was acquired from Sigma-Aldrich and used without further purification. 

The aniline homoclusters were formed in a supersonic expansion (General Valve Series 

9) resulting of mixing 1.5 atm of He and the vapor pressure of aniline heated at 50 ºC. 

The cluster size distribution was roughly controlled by adjusting the valve pulse duration 

and laser-valve delay. 

For these experiments, pump wavelengths in the 290-235 nm range were employed, 

which were generated from the second harmonic of the sum frequency mixing of either 

idler or signal output of OPA2 (Coherent OPerA Solo) with a portion of the 800 nm 

fundamental. The fundamental 800 nm radiation from the amplifier was used as the probe 

beam for all the experiments, whereas the IR ns radiation in the 3200-3700 cm-1 interval 

was produced from an OPO/OPA laser system (Laser Vision), with 10 cm-1 bandwidth, 

pumped by a Nd:YAG laser (Continuum Surelite) at 10 Hz. 

The ns IR and fs pump-probe pulses were nearly collinearly introduced and spatially 

overlapped at the interaction region of the TOF spectrometer. The polarizations of the 
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pump and probe pulses were set at magic angle (54.7º) relative to each other by means of 

a half-waveplate. Typically, the fs probe beam reached intensities in the order of 1011 

Wcm-2, while the pump was kept at 109 Wcm-2. The zero delay time and the Gaussian CC 

function was determined from the well characterized 1+3’ ionization signal of pyrrole,33 

which was found to lie between 90 and 98 fs for the investigated excitation range. The 

TR-ID transients were recorded by integrating simultaneously the IRon and IRoff signals, 

with the IR excitation fixed on a chosen vibration, as the pump-probe time delay was 

varied by adjusting the delay of the probe pulse with a continuous displacement delay 

line (APE Scandelay 150). Alternatively, the IR-dip spectra were collected at a particular 

mass channel by scanning the ns IR source, while integrating the IRon and IRoff ion signals 

at zero pump-probe delay (∆t = 0). The synchronization of the fs and ns sources with the 

pulsed valve was controlled using a delay generator (Stanford SR535) in order to reach 

the maximum repetition rate admitted by the ns IR source, which is 10 Hz. 

6.3. Results 

6.3.1. Narrow Cluster Distribution 

Figure 6.1 shows a series of mass spectra recorded at different laser-valve delays at zero 

delay time between the 267 nm pump and 800 nm probe. As has been reported in previous 

experiments of cluster ionized by fs pulses,34-36 it is expected that the collected mass 

spectra are affected by fragmentation processes upon ionization. Consequently, 

controlling the cluster size distribution by adjusting the laser-valve delay is mandatory 

because even though the higher detected mass corresponds to (An)3
+, bigger species are 

present in the interrogated region of the expansion. All the results presented in this section 

were conducted under conditions that favored the formation of smaller aggregates, which 

was achieve by probing the early times of the expansion. 
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Figure 6.1. Mass spectra recorded at different laser-valve delays with the 267 nm pump 

and the 800 nm probe temporally overlapped. The conditions that favored the formation 

of narrower cluster distributions were obtained at short delays. 

In order to elucidate the species contributing to the monomer, dimer and trimer mass 

channels, IR-dip spectra at different pump wavelengths were recorded. However, the 

(An)3
+ trimer channel signal, under all the different attempted conditions, was too weak 

to obtain any meaningful spectrum. Figure 6.2 displays the recorded IR-dip spectra at the 

(An)2
+ dimer mass channel, which was obtained, as explained above, by scanning the IR 

laser across 3200-3500 cm-1, while registering the IRon-IRoff signal. The two prominent 

bands centered at 3396 and 3470 cm-1 can be assigned to the symmetric and anti-

symmetric N-H stretching, respectively, of a head-to-tail geometry of (An)2.26-29 It is 

noteworthy that the spectra, particularly when excitation at 264 nm was employed (Figure 

6.2b), also exhibit a broad background, along with hints of other IR transitions. Attending 

to the IR spectra recorded by León et al.,29 these features could be assigned to larger 

clusters. In fact, an intense multi-absorption in the 3300-3500 cm-1 is common to all the 

studied (An)n=3-9 complexes. 
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Figure 6.2. IR-dip spectra collected at the (An)2
+ mass channel. The fs pump (286 and 

264 nm) and the 800 nm probe pulses were temporary overlapped (∆t = 0). The asterisks 

indicate the position of features assigned to (An)n>2 clusters. 

Once the composition of the beam was analyzed, the next step was to identify the excited 

state dynamics of the aniline clusters present in the beam. For this purpose, the IR 

excitation was fixed at the different transitions observed in the spectrum, while recording 

the temporal evolution of aniline monomer and dimer ion mass channels. The clusters 

were excited in the 290-235 nm range and probed with 800 nm radiation. Figure 6.3 

summarizes the TR-ID transients recorded at the (An)2
+ mass channel with the pump at 

286 (a), 281 (b), 264 (c) and 235 nm (d) excitation wavelengths. In the transient 6.3a, 

recorded at 286 nm excitation, no dynamics other than a constant ionization signal is 

registered, whereas for transient 6.3b, at 281 nm, a picosecond rise component is 

noticeable. When excitation is moved to 264 nm (Figure 6.3c), the transient shows a CC 

Gaussian function (ωFWHM = 98 fs), together with a long-lived background. However, at 

higher excitation energies such as 235 nm (Figure 6.3d) a single decay of 24 ± 7 fs is 

observed for the TR-ID transient. This change, as has been observed for the monomer, is 

associated with the excitation of a higher ππ* state. It is important to remark that the TR-

ID measurements shown in Figure 6.3 have negative sign, which reflects the depopulation 

of (An)2 channel after the IR photons are absorbed. 
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Figure 6.3. TR-ID transients recorded at the (An)2
+ mass channel after exciting at 286 

(a), 281 (b), 264 (c) and 235 nm (d), and probing with 800 nm pulses. The IR ns laser 

was tuned at 3399 cm-1 in all cases. The inset shows (c) at longer time delays. The dots 

correspond to the experimental data obtained by subtracting the IRon and IRoff decays and 

the solid red lines are the exponential fits.  

6.3.2. Larger Clusters 

Experiments at laser-valve delays that favor the interaction with bigger clusters than the 

dimer were also performed. In order to observe a complete picture of the photodynamics 

present at the dimer mass channel, a transient without IR-dip laser was recorded exciting 

with 264 nm and probing with 800 nm radiation, as shown in Figure 6.4. Under these 

conditions, an additional decay component (τ1) of 140 ± 30 fs emerges, together with the 

CC Gaussian function and a long τ2 > 10 ps lifetime that accounts for the constant 

background. Consequently, the appearance of τ1 can be related with the formation of 

(An)n≥3 clusters, which are fragmented into dimers during the probe step. 
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Figure 6.4. Transient recorded at the (An)2
+ mass channel, without IR-dip laser, at 264 

nm excitation wavelength and using the 800 nm probe. The dots represent the 

experimental data and the red solid line corresponds to the exponential fit. The blue, 

green and black dash lines are the individual components of the fitting. 

Aiming to characterize the molecular beam when interaction with large aniline aggregates 

is favored, Figure 6.5 shows the IR-dip spectrum collected for the dimer mass channel at 

264 nm excitation wavelength. The spectrum exhibits two prominent bands at 3396 and 

3470 cm-1, which closely resemble the features observed for narrow-distribution 

conditions and were assigned to the dimer. Nonetheless, as stated by León et al.,29 these 

two bands are shared by trimers and bigger aniline homoclusters up to (An)9. Additionally 

the IR-dip spectrum exhibits other unstructured absorptions in the proximity of the main 

sharp bands, with a particularly relevant shoulder at ~3360 cm-1 that is known to be a 

prominent band in aniline clusters up to five molecules. Therefore, it can be concluded 

that under these conditions clusters bigger than the dimer are being probed and 

fragmented into the dimer channel. However, due to the little selectivity of the IR 

spectrum, it is not possible to precisely identify the stoiquiometry of the contributing 

species. It is also important to note in Figure 6.5 that the IR-dip signal acquires positive 

or negative character, depending on the IR wavelength. The positive values correspond 

to the regions where the IR absorption causes the fragmentation of bigger clusters into 

dimers, producing an enhancement of the dimer ion signal, while the negative values 

correspond to dimer absorptions, which diminish the population of this specie. 
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Figure 6.5. IR-dip spectrum registered at the (An)2
+ mass channel for large cluster 

distribution conditions. The 264 nm pump and the 800 nm probe were set at zero delay 

time (∆t = 0). 

Figure 6.6 shows the TR-ID decays collected, with the IR-dip laser tuned at 3399 (a) and 

3360 cm-1 (b), in that order. As we observed, the former band is common to any (An)n≥2 

cluster, while the latter is not present in (An)2. Therefore, the comparison between both 

transients should allow us to isolate the dimer dynamics from the rest of homoclusters 

and establish the origin of τ1. The TR-ID transients recorded are complex signals that 

comprise the effect that the IR photons have over the different temporal components of 

the decay, which are depicted with dashed lines. It can be noticed that when the IR laser 

is set at 3399 cm-1 the τ1 and the CC function show a negative sign, while the τ2 component 

is positive. However, when the IR excites the (An)n>2 species (IR@3360 cm-1) the τ1 

lifetime decreases, while the CC Gaussian and the τ2 components, both with positive 

character, are enhanced. Indeed, a positive sign is indicative of dimers formation upon 

fragmentation of large aggregates, whereas a negative sign shows the depopulation of 

dimers after IR excitation. A comprehensive analysis of this behavior, in the context of 

the general photophysics of aniline clusters can be found in the following section. 
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Figure 6.6. TR-ID transients collected at the (An)2
+ mass channel with the 264 nm pump 

and the 800 nm probe. The IR-dip laser was tuned at 3399 (a) and 3360 cm-1 (b). The 

dots represent the experimental data obtained by subtracting the IRon and IRoff signals 

and the red solid line corresponds to the exponential fit. The blue, green and black dash 

lines are the individual components of the fitting. 

6.4. Discussion 

6.4.1. Aniline Dimer Photophysics 

From the IR-dip spectra recorded at the (An)2
+ mass channel under narrow cluster 

distribution conditions (see Figure 6.2) we can assume that the photodynamics of the 

dimer can be isolated from bigger species by fixing the IR excitation at 3399 cm-1. 

Consequently, the TR-ID transients collected across the 286-235 nm excitation range 

reflect the relaxation processes this aggregate undergoes. Several experimental26-27, 29-30 

and theoretical works28-29, 32 have stated that isolated (An)2 adopts the symmetric head-to-

tail arrangement, where the two anilines are equivalent and the NH2 groups of each 

molecule interact with the π cloud of the other unit, as shown in Figure 6.7a. In this 

sandwich type configuration, due to the equivalence between the two NH2 groups, the IR 

spectrum is composed of two transitions corresponding to the symmetric and anti-

symmetric stretches, which is in agreement with the spectra presented in Figure 6.2.  
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Figure 6.7. Minimum energy geometries for aniline dimer (a) and trimers (b and c) 

computed at the M06-2X/6-311++G(d,p) level. 

Regarding the electronic structure of the (An)2, according to calculations31-32 and UV 

spectroscopy30 the ππ* character S1←S0 transition of the aniline monomer transforms into 

two ππ* states that are delocalized between the two equivalent aniline units. The lower S1 

excited state of (An)2 is symmetry forbidden, while the higher dipole-allowed S2 excited 

state is responsible of the observed resonant two-photon ionization (R2PI) excitation 

spectrum, with origin at 33352 cm-1 (~4.13 eV).30 The latter, characterized by a series of 

broad absorptions over a raising background, is the state populated in our pump-probe 

experiments through the 286-265 nm excitation interval. The corresponding decays show 

essentially a long-lived τ > 10 ps background. When excitation wavelength is tuned at 

264 nm (Figure 6.3c), the absorption of the S2 state drops and a Gaussian that accounts 

for the non-resonant portion of the ionization is noticeable. However, in the light of 

calculations performed by Schemmel et al.,31 the S2 is predicted to be coupled to the lower 

dark S1 through a CI that lies close to the Franck-Condon geometry and could be reached 

at low excitation energies. This coupling should induce the IC of the formed S2, as 

postulated by Yeh et al.,30 presumably at ultrafast rate. Nevertheless, no clear signs of 

such dynamics are observed in the dimer decays recorded across the S2 absorption. Only 

at 281 nm (Figure 6.3b), the transients show some picoseconds raise in the ionization 

signal that could be related to this process, but no conclusive observations about it can be 

provided. A reason for the absence of a clear fingerprint of the S2/S1 coupling can be the 

small change in the ionization probability induced by the conversion process, which can 

be understood in view of the small energy gap predicted for the two involved states: 0.14 

eV (vertical excitation).31 In this situation, assuming a common ion state for both states, 

the little increment of the vibrational content associated to the conversion process might 

not be reflected in the probe dependent ionization efficiency. A similar lack of sensitivity 
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for TR-IY experiments employing 800 nm multiphoton probes has been reported for the 

couplings between ππ* states, presenting similar energy gaps in the cases of 1-

aminonaphtalene,37 indole38 and tryptophan.39  

The dimer signal is transformed into a 24 ± 7 fs ultrafast decay when the excitation is set 

at 235 nm (Figure 6.3d). Presumably at this wavelength another ππ* state, which 

according to some calculations should be the bright S4,32 is reached, in close analogy to 

aniline monomer, in which the S3 ππ* state is also excited at this wavelength, giving rise 

to a τ ~21 fs decay that accounts for its ultrafast relaxation. For the monomer, several 

relaxation routes involving CIs with the S2 (πσ*), the S1 (ππ*) and the ground state are 

accessible from S3 (ππ*)  according to the CASSCF calculations by Sala et al.19 The same 

scenario can be invoked to explain the dimer decay at 235 nm. 

However, the most revealing observation regarding the relaxation of the dimer in the 

explored excitation region is the lack, in opposition to the monomer behavior, of any 

dynamics assignable to the π3s/πσ* state. This statement relies, as it is further explained 

below, on the assumption that the τ~140 fs decay recorded at the dimer mass channel is 

originated by the fragmentation of bigger clusters. The absence of this relaxation channel 

can be correlated with the geometry predicted for the dimer and its associated electronic 

structure. In the symmetric head-to-tail arrangement, the hydrogen atoms of each NH2 

group interact with the π-cloud of the other aniline unit. For this conformation the N-H 

dissociation pathway is blocked and the σ* is expected to rise in energy respect to the 

monomer. In fact, DFT calculations by Poterya et al. indicate that for the dimer the energy 

of the πσ*/S0 CI corresponding to the H atom dissociation is 1.4 eV higher than in the 

monomer.32 

6.4.2. Photophysics of larger (An)n≥3 clusters 

As we observed in the IR spectrum of Figure 6.2b even at laser-valve delays that 

maximize the formation of (An)2, bigger clusters that fragment in the ion after the 

absorption of 800 nm probe photons are perceptible. In the light of the detailed IR spectra 

registered by León et al.,29 the (An)n≥3 aggregates are characterized by a strong broad 

absorption centered at ~3360 cm-1 that accounts for the different types of N-H symmetric 

stretches. This feature is observable in the IR-dip spectrum performed under laser-valve 

conditions that favored the formation of (An)n≥3 clusters (see Figure 6.5). Furthermore, 

as the laser-valve delays are tuned to maximize the excitation of complexes with several 
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aniline molecules, the IR spectrum of the dimer channel increasingly shows features 

characteristic of larger clusters until it turns into a non-resolved continuous absorption. 

However, even at such conditions the collected mass spectra only show a weak ion signal 

assignable to (An)3. Therefore, we can deduce that in addition to modulating the observed 

ion distributions, fragmentation processes may also preclude the observation of certain 

intact species. This fact should be carefully considered in fs ionization experiments, when 

mass spectra are registered as proof of the eventual formation of aggregates. 

Regarding the photophysics of (An)n≥3 clusters, firstly we should consider some 

fundamental ideas on the structure of these species. According to the work conducted by 

León et al.,29 the aggregation geometries of aniline clusters are determined by the 

competition between subtle interactions: weak hydrogen bonds and dispersive forces. In 

this way, as many as four different structures are found to contribute to the trimer IR 

spectrum. The situation becomes more intricate as the number of aniline molecules 

increases. In fact, the IR spectra of aggregates larger than the pentamer already show a 

great similarity with that of liquid aniline at room temperature. As a consequence, the 

nature of the IR spectra and the poorly defined geometries of the complexes bigger than 

the dimer, together with the extensive fragmentation processes, do not allow us to extract 

the individual dynamics of the (An)n≥3 clusters. Nevertheless, from the analysis of Figure 

6.6 TR-ID transients and by comparison with the well-defined dimer structure, some 

interesting facts can be established. 

Based on the assignment of 3360 and 3399 cm-1 IR transitions, we can conclude that while 

the former exclusively excites (An)n≥3 clusters, the latter is also absorbed by (An)2. For 

this reason, Figure 6.6a TR-ID measurement should be associated mainly, but not only, 

with (An)2, whereas Figure 6.6b transient reflects the dynamics of the (An)n≥3 clusters. 

Figure 6.8 schematically shows that the subtraction of both set of data yields a transient 

that matches the decay obtained for (An)2 at narrow cluster distribution conditions (see 

Figure 6.3c). Moreover, Figure 6.6b shows that for 3360 cm-1 excitation the total dimer 

signal (dots and red line) is positive at all delays, indicating that dimers (or species that 

fragment into dimers upon ionization) are created by fragmentation of bigger clusters that 

absorb the IR photons. Oppositely, the τ1 ~140 fs component (green dash line) shows a 

negative character, meaning that the population of species exhibiting that lifetime is 

depleted after the IR is absorbed. This behavior can be understood in terms of the (An)n≥3 

clusters that contribute to the dimer channel signal in the absence of IR, and whose 
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population is reduced when the IR is absorbed. This result would confirm that the τ1 ~140 

fs lifetime is related exclusively to (An)n≥3 clusters. 

On the other hand, when the IR is tuned at 3399 cm-1 (Figure 6.6a), all the complexes, 

including the dimer, are excited. Therefore, the population of species contributing to the 

dimer channel might be reduced, for example when the dimers are fragmented into 

monomers, or enhanced, as in the case of the newly formed dimers that result from the 

fragmentation of bigger clusters. Accordingly, the sign of CC function and the long 

background component (τ2), which are shared by all complexes, is controlled by the 

balance between the species created/destroyed by the IR. In this situation, the number of 

contributors notably complicate the extraction of meaningful information. Regarding the 

τ ~140 fs component, its negative character can be again understood as explained above: 

it is present in the (An)n≥3 clusters but not in in the new dimers formed after the IR 

absorption. An interesting implication derived from this observation is that the dimers 

formed by IR fragmentation of bigger clusters retain the same structure as the ones 

originally formed in the expansion, or alternatively, they have enough time after the IR 

excitation to adopt the head-to-tail conformation. 

Figure 6.8. The blue and black lines are the fits obtained from the TR-ID transients 

collected at the (An)2
+ channel with the IR-dip laser tuned at 3399 and 3360 cm-1, 

respectively. The red lines is the difference between both transients, which matches with 

the transient showed in Figure 6.3c. 

The present results can be contrasted with the N-H photodissociation studies by Poterya 

et al.32 There, the formation of fast H fragments, attributed to the dissociation on the πσ* 

surface, is detected after exciting narrow distributions of aniline (An)n≤3 clusters at 243 
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nm. Although their measurements were carried out at excitation energies higher than 

those employed here, it is very likely that as it has been reported for the monomer, the 

πσ* state in the trimer is reached starting at lower energies.19, 21 This being the case, we 

can correlate the appearance of H fragments with the current observation of the τ1 ~140 

fs lifetime, confirming the occurrence of πσ* type dynamics in the trimer structures. 

The comparison of the dynamical behavior of dimers and trimers, in principle, would 

reinforce the simple idea of relating the availability of the H dissociation pathway to the 

involvement of the hydrogen atoms in H-bonds. In this picture, as the predicted minimum 

energy structures for the (An)n≥3 complexes present aniline units with N-H bonds not 

involved in intermolecular interactions, the πσ* repulsive surface should be energetically 

favored. This simplified view valid for the small clusters may not hold as the clusters 

scale up, or even less for the solution phase environment. In these more complex media, 

apart from the photodissocation channel, the πσ* states may get involved in other 

relaxation pathways as autoionization to form solvated electrons, or PCET process.40-41 

Additionally, for these multi-chromophoric clusters the surrounding aniline units cannot 

be considered simple spectator solvent molecules, as they also can take part in the 

excitation. Regarding this aspect, the dimer represents a singular case, as the excitation is 

delocalized between both aniline subunits. On the contrary, owing to their geometries, the 

excitation of the (An)n≥3 clusters can probably be better understood as the sum of 

independent monomer units. 

6.5. Conclusions 

This study has explored the photodynamics of aniline aggregates by tracking the ultrafast 

relaxation of size selected neutral homoclusters. The targeted system has proved to be 

particularly challenging. Owing to the complex aggregation patterns of aniline, several 

conformational isomers of similar stability are present for the (An)n≥3 species, making it 

difficult to unravel their dynamical signature.29 However, the applied methodology has 

enabled us to disentangle the particular relaxation of the dimer from that of the rest of the 

formed clusters. While for (An)n≥3 clusters dynamics along the repulsive πσ* state has 

been detected, the absence of this channel has been confirmed in dimers and related to 

their head-to-tail symmetric configuration. The study opens the door to understand the 

photophysical/photochemical behavior of specific aggregation states in light of the 

geometry adopted by the constituting monomer subunits.  
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7.1. Introduction 

UV radiation is considered a carcinogen since it is capable of causing DNA damage and 

other harmful effects in living organisms.1-3 UV radiation is further sub-divided into three 

regions attending to its wavelength range: UV-A (400-315 nm), UV-B (315-280 nm) and 

UV-C (280-100 nm). Although most of the UV-C radiation is absorbed and scattered by 

the ozone layer, the amount of UV-A and UV-B radiation that reaches the Earth’s surface 

is significant.4-5 Therefore, the evolution of life on Earth has required the development of 

efficient photoprotection mechanisms, which in general rely on molecules able to strongly 

absorb and dissipate the excess of UV-A/UV-B radiation as heat, avoiding the occurrence 

of undesired photochemical processes.6  

Moreover, it is widely accepted that a short excited state lifetime implies an enhanced 

photostability because nonradiative relaxation pathways, e.g. ultrafast IC, prevents 

molecules from photochemical reactions leading to the eventual formation of harmful 

photoproducts. Nonetheless, the photostability is ultimately linked to the molecular 

structure since subtle structural changes modify the topology of potential energy surfaces, 

thus altering the accessibility to the CIs that control the different deactivation pathways.7 

Consequently, the design of novel photoprotective compounds requires accurate models 

at the molecular level able to predict their spectroscopic and photodynamic properties. 

Pursuing this goal, numerous studies have focused on understanding the spectroscopy8-12 

and the relaxation routes13-21 of different natural sunscreens, whose photoprotection 

mechanisms could be replicated by synthetic UV absorbers.18, 22-24 Among those species, 

mycosporine-like amino acids (MAAs), have emerged as very promising candidates. 

Previous studies on different MAAs and analogues have confirmed that these molecules 

show an excellent photostability under UV irradiation conditions.21, 23, 25-26 Indeed, 

computational studies have also predicted a competitive photoprotection pathway after 

UV photoexcitation by the description of an ultrafast IC channel that efficiently leads to 

a hot ground state, which subsequently relaxes to the surroundings to recover the intact 

initial system.13, 26 Lately, Woolley et al. have reported time-resolved experiments on two 

molecular models with core units similar to those of MAAs.21 In one of the studied 

compounds, they determined the IC of the prepared excited state to the ground state in 

~500 fs, followed by vibrational cooling in few picoseconds. However, the studied specie 

also exhibited a long-lived feature that was attributed to any remaining population trapped 
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in a triplet state or to the formation of photoproducts in low-yield.21  

Recently, Losantos et al. have introduced a new family of potential UV filters candidates 

inspired on natural MAAs that exhibited excellent properties as potential protectors 

against the deleterious effects of sunlight.23 It should be noted here that the 

photoprotection mechanism of these compounds, the natural MAAs and related 

molecules like gadusol is completely different from those of commercial sunscreens, 

which usually implies a double bond isomerization (cinnamates),10-11, 27-28 or an excited 

state proton transfer (avobenzone and oxybenzone).29-33 Actually, the computational 

calculations carried out for the studied MAA motifs by Losantos et al. concluded that, 

following excitation, repopulation of the ground state occurs though a S1(ππ*)/S0 CI 

involving out-of-plane deformations. 

The research presented in this chapter explores the photodynamics and the influence of 

key structural aspects on the relaxation mechanism of four promising compounds (see 

Figure 7.1) selected to fulfill the properties to be used as efficient sunscreens. The samples 

exhibit, from 1 to 4, absorption maxima at increasing wavelengths along the UV region, 

as shown in Figure 7.3, which makes of its combined application an efficient blocker of 

the solar radiation in the full UV-A/UV-B region. The collected computational and 

experimental results permit to propose a novel IC pathway that could be extended to other 

natural and new synthetic compounds. 

Figure 7.1. Molecular structures of the mycosporine-like aminoacid (MAA) motifs 

studied in this chapter. 
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7.2. Methods 

7.2.1. Experimental Methodology 

The studied MAAs samples 1-4 were synthesized by Prof. Sampedro’s group 

(Universidad de La Rioja) according to the routes previously described.23 The problem 

samples were dissolved in methanol (99.9%, Fischer Chemical) at concentrations from 7 

to 8·10-4 M for time-resolved experiments.  

Steady-state UV/Vis absorption spectra of methanol solutions of the 1-4 compounds, at 

concentration adjusted to reach absorbance ≈ 0.5, were collected using a commercial 

UV/Vis spectrometer (Cintra 303 GBC Scientific Equipment Ltd.). Irradiation of the 

samples was performed through a Pyrex filtered 400 W medium-pressure Hg lamp, 

achieving an irradiation power of at least 5700 W m-2, which is much higher than one sun 

(~1000 W m-2). 

The TA measurements were carried out exciting the methanol solutions of the samples of 

interest near the corresponding absorption maxima ─ λpu = 306 (1), 330 (2), 341 (3) and 

353 nm (4) ─ by the pump laser pulses generated in OPA2 (Coherent OperA Solo). The 

WLC probe (λpr = 340 – 750 nm) was obtained through supercontinuum generation by 

focusing an ~1 µJ 800 nm fundamental beam on a 2 mm CaF2 plate. The relative 

polarization of the pump and probe pulses was held at magic angle (54.7º) configuration. 

The sample solutions were introduced in a rotatory cell with a 0.3 mm path length to reach 

an absorbance around 0.7. The probe continuum transmitted through the sample was 

focused onto an optical fibre coupled to a spectrometer (Avantes AvaSpec-ULS2048XL) 

in order to collect the changes in the optical density (∆OD). Additionally, the excitation 

narrowband signal was recorded to know the status of the excitation and to correct from 

intensity fluctuations. The pump-probe delay was varied by adjusting the probe beam 

pathway with a linear translation stage (Thorlabs ODL220-FS), which permitted a 

maximum delay of ~2 ns. The CC function and the zero-delay time at the different spectral 

wavelengths was derived from the CAS recorded from a pure methanol measurement.34 

Typically, values between 120 and 190 fs are obtained for the CC in the 350-650 nm 

probe range. 

The FuC experiments were conducted on the same solutions employed for TA using a 

commercial kit (CDP FOG 100), which has been modified to allow the introduction of an 
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external pump beam from the OPA2. The pump pulses were focused onto a rotatory 

cuvette of 0.3 mm optical path. The emission from the sample was mixed in a 0.2 mm 

thick BBO crystal with the 800 nm gate beam to generate the up-converted signal. The 

remaining excitation light was filtered using cut-off filters. The up-converted signal was 

detected by a photomultiplier coupled to a monochromator (CDP 220D), whose signal 

was integrated by a boxcar (CDP 2021A). The relative polarization between pump and 

gate pulses was set at magic angle (54.7º) configuration by a Berek’s waveplate. 

Temporal resolutions of 100 fs were determined at the studied excitation and emission 

wavelengths by measuring the Raman response from pure methanol. 

7.2.2. Computational Methods 

In order to explore the main relaxation pathways and the photostability of the synthesized 

samples, Prof. Sampedro’s group (Universidad de La Rioja) performed theoretical 

calculations.  

The geometries of the critical points were computed using fully unconstrained ab initio 

quantum chemical computations in the framework of a CASPT2//CASSCF strategy.35 

This requires the reaction coordinate to be computed at the complete active space self-

consistent field (CASSCF) level of theory and the corresponding energy profile to be re-

evaluated at the complete active space perturbation theory to the second order (CASPT2) 

level of theory. 

The CIs have been located at the CASSCF or CASPT2 level using the method 

implemented in Molcas 8.2.36 This method also provides the components of the branching 

space.37 The Gaussian 1638 package was used for TD-DFT and MP2 computations. The 

energy of the CASSCF geometries was recalculated using the CASPT2 method 

implemented in Molcas 8.2 to take into account the effect of electron dynamic correlation. 

All CASPT2 results were obtained with state average with equal weights for each state. 

Both CASSCF and CASPT2 calculations were performed using the standard 6-31G* 

basis set. Two different active spaces were checked against the experimental data (14,13) 

and (6,5). In all cases, the chromophore considered included the π density (orbitals π and 

π* of bonds C=C, C=N and n Nimine).  

Minimum energy paths (MEPs) where computed at the CASSCF level using the 

methodology present in Molcas 8.2. MEPs representing the steepest descendent minimum 

energy reaction path were built through a series of geometry optimizations, each requiring 
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the minimization of the potential energy on a hyperspherical cross section of the potential 

energy surface centred on a given reference geometry and characterized by a predefined 

radius. The paths were computed using a value of 0.1 Da for the steps. Once the first 

lower energy optimized structure is converged, this is taken as the new hypersphere 

centre, and the procedure is iterated until the bottom of the energy surface is reached. 

Bulk solvent effects on the UV-spectra were included using the polarizable continuum 

model (PCM)39 implemented in Molcas 8.2. The molecule was considered as included in 

a cavity surrounded by an infinite medium with the dielectric constant corresponding to 

the specific solvent. The standard value of ε = 32.63 for methanol was used in these 

calculations.39 The UV spectra were computed under non-equilibrium conditions, that is, 

only solvent electronic polarization is in equilibrium with excited-state electron density. 

Thus, only fast solvent degrees of freedom were considered. This kind of calculations is 

more adequate to compute vertical excitation energies, as those needed for the UV 

spectra. For the computed structures 3-4, the effect of the solvent in the photophysical 

properties seemed to be negligible. The same has been previously described for 

palythine13 and the previously reported analogues.23 Thus, the solvent was not included 

in the critical points calculations. 

Thermal conversion was studied using MP2/6-31G* together with the polarizable 

continuum model (PCM) as implemented in Gaussian 16. The standard dielectric constant 

of 32.63 for methanol was used in these calculations. Additional details on the 

computational procedures are found in section 7.6. 

7.3. Results 

7.3.1. Computational Study 

In an effort to understand the mechanism of photoprotection at the molecular level, the 

photochemical behavior of compound 3, chosen as a prototype model of the family,23 was 

firstly explored by means of theoretical calculations. The absorption spectrum in 

methanol was computed using two different active spaces, namely (14,13) and (6,5), to 

ensure a good modelling of the system. In both cases, a S0→S1 strong absorption band 

(326 nm with f = 1.1 for (14,13) and 327 nm with f = 0.83 for (6,5)) with a clear ππ* 

character was found. Thus, the UV spectrum seems not to be very influenced by the size 

of the active space. This was further checked by computing the relaxation path using both 
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active spaces. In both cases, a high-energy CI point connecting the excited state S1 with 

the ground state S0 very similar to the one found in palythine,40 gadusol14 and the core 

structures for the designed sunscreens23 was found (see additional Figure 7.11). The main 

geometrical feature of this S1/S0 CI is the out-of-plane distortion of the substituents on 

the cyclohexenimine ring that remain planar in the ground state minimum. However, a 

deeper exploration of the shape of the potential energy surface through a MEP calculation 

revealed that this CI point it is not directly accessible from the Franck-Condon region. 

Instead, a new deactivation channel was found consisting on an isomerization of one of 

the C=N bonds leading to a different S1/S0 CI point (see Figure 7.2). Moreover, the MEP 

corresponding to the sharp descent from the Franck-Condon region for 3 leads to a 

minimum on S1, in which only one of the imine moieties is twisted out of the plane defined 

by the cyclohexenimine core. Decay to the ground state may take place from the 

associated S1/S0 CI point, which is less than 8 kcal mol-1 higher in energy than the S1 

minimum. Furthermore, no significant emission was observed experimentally at long 

time-scales in the UV/Vis range, indicating that the system, after surmounting this small 

energy barrier, can return to its electronic ground state. 

Thus, the above data clearly show that the presence of the phenyl substituents critically 

alter the shape of the potential energy surface and the photoreactivity with respect to 

related compounds. A study based on the topology around the CI was performed (see 

additional Figure 7.11), where a very sloped and single-path CI was found. This analysis 

of the CI concluded that isomerization around one C=N in not efficient, yielding an 

aborted geometrical transformation of the imine moiety for molecule 3 (see section 7.6 

for supporting information).  In accordance, the possible generation of the Z-photosiomer 

was considered, however, no experimental evidences were found. Therefore, the 

computational data gathered for 3 suggests a different photoprotection mechanism that 

also implies a high photostability. 
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Figure 7.2. Critical points along the MEP for compound 3. The MS-CASPT2 energies 

are reported in kcal mol-1 with respect to the electronic ground state minimum. Where 

two numbers are present, the first number corresponds to the S1 energy, and the second 

number corresponds to the S0 energy at the specified geometry. 

7.3.2. Experimental Study 

Figure 7.3 shows the UV/Vis absorption spectra of 1-4 compounds in methanol, while 

the position of the maxima (λexc) can be found on Table 7.1. 

The long-term photostability of the samples was also checked thoroughly by irradiation 

with a medium-pressure Hg lamp for more than 16h and 1H-NMR analysis to ensure the 

lack of decomposition products. No signals attributable to other species were found by 

either NMR or UV. Particularly, the possible formation of Z photoisomer was examined 

by irradiating at -20ºC with monochromatic light (340 nm) or a 400 W Hg medium 

pressure lamp, monitoring the reaction by UV/Vis spectrometry. No trace of the 

photoisomer was found, in agreement with the aborted isomerization suggested by the 

calculations (see reference 23 for further details). However, the eventual formation of the 

photoisomer in short time-scales will be discussed in the following section. 
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Figure 7.3. Normalized steady-state UV/Vis absorption spectra of 7-8·10-4 M methanol 

solutions of the four studies molecules. 

The relaxation channels operating in molecules 1-4 were tracked by fs-FuC and TA 

measurements. Time-resolve fluorescence decays of the four studied compounds solved 

in methanol were collected after photoexcitation at the 306 (1), 330 (2), 341 (3) and 353 

nm (4) wavelengths, respectively, at a number of detection energies along the emission 

spectra, without finding substantial differences in the transients. Figure 7.4 displays the 

time-resolved fluorescence decay curves, which were fitted by single exponentials and 

reflect the loss of the fluorescence across the detection range (400-600 nm) in similar 

lifetimes that vary between 150 and 650 fs for the four investigated molecules (see Table 

7.1). 
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Figure 7.4. Time-resolved fluorescence decays of 7-8·10-4 M methanol solution of 

molecules 1-4, collected at the indicated excitation and emission wavelengths. The black 

dots represent the experimental data obtained, whereas the solid red line corresponds to 

the best exponential fit. 

Further details on the photophysical behavior of the samples were gained by TA 

experiments showed in Figures 7.5 and 7.6. The measurements covered the 350-700 nm 

absorption range for several picoseconds after excitation. In all cases, the TA spectra 

display a broad absorption in the 450-550 nm range (extending further to the blue for 

compounds 1 and 2), whose red edge decays faster. It can also be noted, more clearly in 

molecules 1 and 2, that in this region the absorption is shifted from zero, indicating that 

is not formed directly from the initial excitation, but after a relaxation process instead. 

Although it will be discussed in detail in the following section, we can anticipate that the 

positive feature across the TA spectra can be attributed to the combination of two 
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contributions: the absorption of the prepared excited state (ESA) and a band 

corresponding to a second location post relaxation of the prepared excited state. 

The spectra of all samples (particularly weak in 4) also exhibit at their red edges a short 

living negative contribution to the TA signal. This feature is assigned to the stimulated 

emission (SE) of the prepared excited state, whose lifetime should correlate with those 

measured in the time-resolved fluorescence experiments. Additionally, a negative TA 

signal that corresponds to the bleach of the initially cold ground state (GSB) is observed 

at the blue edge (~350 nm) for molecule 4, which is the compound absorbing at the lowest 

energy. 

 

Figure 7.5. TA spectra of 7-8·10-4 M methanol solution of 1-4 compounds photoexcited 

at 306 (a), 330 (b), 341 (c) and 353 nm (d). 

In order to describe the temporal evolution of the four samples TA spectra, a global fit 

function, resulting of the convolution of a Gaussian with three exponentials, τ1, τ2 and τ3
 

(τ0, τ1 and τ2 for compound 1), was employed. The temporal evolutions of absorption 
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spectra for each molecule are illustrated by their respective decay associated spectra 

(DAS) in Figure 7.6, while the extracted time constants are displayed in Table 7.1. In 

these plots, each trace shows the spectral distribution of the pre-exponential factor (a0, a1, 

a2 or a3) associated to a particular temporal constant retrieved from the global fitting. A 

detailed discussion on the assignment of the measured τ lifetimes and the meaning of the 

DAS regions can be found below. 

Figure 7.6. Spectra at selected time delays (upper panels) and DAS (lower panels) for 

the lifetimes derived from the fitting of the TA spectra showed in Figure 7.5 for 1-4 

compounds. 
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Table 7.1. Summary of the lifetimes resulting from the exponential fit of fluorescence up-

conversion (FuC) and the global fit of transient absorption (TA) measurements for 1-4 

compounds in methanol. 

Compound FuC TA 

1 

λexc = 306 nm 

λfl = 443 nm → τfl = 490 ± 25 fs 

λfl = 493 nm → τfl = 490 ± 25 fs 

τ0 = 70 ± 21 fs 

τ1 = 415 ± 43 fs 

τ2 = 5.0 ± 0.22 ps 

2 

λexc = 330 nm 

λfl = 443 nm → τfl = 320 ± 16 fs 

λfl = 520 nm → τfl = 320 ± 16 fs 

τ1 = 320 ± 110 fs 

τ2 = 1.7 ± 0.48 ps 

τ3 = 9.7 ± 1.04 ps 

3 

λexc = 341 nm 

λfl = 467 nm → τfl = 150 ± 15 fs 

λfl = 520 nm → τfl = 200 ± 15 fs 

τ1 = 206 ± 65 fs 

τ2 = 397 ± 190 fs 

τ3 = 6.0 ± 0.40 ps 

4 

λexc = 353 nm 

λfl = 493 nm → τfl = 650 ± 32 fs 

λfl = 520 nm → τfl = 600 ± 30 fs 

τ1 = 872 ± 201 fs 

τ2 = 1.8 ± 0.15 ps 

τ3 = 10.2 ± 0.22 ps 

7.4. Discussion 

We begin by discussing the TA spectra for the four studied compounds. Each molecule 

show absorption maxima centred across the UV-A/UV-B region (Table 7.1, Figure 7.3), 

and their combined absorption produces an efficient blocker of the solar UV radiation. 

According to the computed spectra, the observed band can be assigned to the ππ* character 

S0 → S1 transition (see section 7.6, Additional Information), placing other excited states 

at considerably higher energies (S2 is ca. 60 kcal mol-1 above S1 for sample 3). 

Considering that no changes in the absorption spectra are observed after long-term 

exposition to UV radiation and femtosecond excitation pulses, we can assume that only 

the S1 and S0 states of the targeted samples, other than the C=N Z-photoisomer that will 

be discussed below, are involved in the excitation and the explored relaxation window. 

The FuC data indicate unambiguously that the initially formed excited state relaxes in all 

cases in few hundreds of femtoseconds toward a non-fluorescent location, which based 

on the computational study and the TA data should be the ground state of molecule. The 
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emission is observed for some of the samples at wavelengths as long as 600 nm, the limit 

of the experimental setup to detect the fluorescence free from the interference of the gate 

beam second harmonic. Correspondingly, the SE emission contribution can be noticed in 

the TA measurements at wavelengths longer than 675 nm. This bathochromic shift of the 

emission reveals a large geometrical change along the excited state relaxation pathway. 

This is compatible with the isomerization coordinate predicted by calculations, further 

supporting the TA data. 

Focusing on the TA measurements, it should be noted here that the small spectral 

discrimination of the extracted time constants notably complicates the analysis. However, 

the correlation with the computational and fluorescence data can help to interpret the 

derived time constants. In principle, although the four studied samples exhibit 

singularities that would be discussed in detail; a general relaxation scheme can be invoked 

to explain the observed dynamical behavior. We suggest that the τ1 constant, which 

correlates with the measured fluorescence lifetimes, reflects the relaxation of the initially 

prepared S1 ππ* state, whereby population to the vibrationally hot electronic ground state 

is achieved. In the case of 1, an additional very short τ0 component is required to model 

the early times of the relaxation. This τ0 originates in the initially excited state and seems 

to accounts for the initial S1 state population evolution out of the Franck-Condon region. 

The τ0 DAS lifetime is positive only for the shortest wavelengths, acquiring negative 

values in the ~370-490 nm interval. The τ1 lifetime is present through the full studied 

range, where at least three distinctive spectral regions according to the signs of the τ1 

DAS and the TA signal, can be observed: 

(a) The lowest energy portion of the spectra that extends up to the detection limit at 650 

nm, where τ1 is the only temporal constant present. In this region both, the τ1 DAS and 

the TA signal have a negative character, indicating the presence of an emission. Owing 

to its τ1 lifetime, it can be assigned to the prepared state SE. As already mentioned above, 

the SE presumably extends even to longer wavelengths beyond the detection limit. We 

note also that in the case of samples 1 and 4 this contribution is considerably weaker. 

(b) For molecules 1-3, there is a region of positive TA signal in the ~425-550 nm range, 

where the τ1 DAS stays negative while the τ2 DAS shows a positive value. The signs 

indicate that this portion of the spectrum is formed with τ1 and subsequently decays with 

τ2. The fact that 4 does not exhibit this region, but a positive τ1 instead, is explained below. 

(c) Peaking around 385 nm, the τ1 DAS of 1-3 show a positive feature attributed to the S1 
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excited state absorption (ESA). For 1, this band overlaps with a negative τ0 feature that 

accounts for the formation of this S1 location. It is also worth to note in 4 the τ1 positive 

band is red-shifted, with a maximum at ~450 nm. This causes an extensive overlap with 

the hot ground state absorption and also permits to observe the GSB negative contribution 

at the highest energies of the spectra. 

To assign the τ lifetimes retrieved from the fitting, the TA measurements can be correlated 

with the fluorescence and the computational results. The τ1 component, which matches 

the FuC decays, is found in the red edge of the spectra and describes the disappearance 

of the SE signal. Accordingly, we can assign it to the IC of the prepared S1 state to form 

a hot ground state. The components τ2 and τ3 can be assigned to the vibrational cooling 

that takes place in the ground state formed during the first hundreds of femtoseconds. The 

fact that these components are not present in the red portion of the spectra attributed to 

the SE reinforces their assignation to ground state processes  For the four studied 

compounds, the DAS of τ2 shows a positive value in the ~385-500 nm region that switches 

to negative (molecules 2-4) at the blue edge of the spectrum. This behavior could be 

explained as the red to blue shift of the ground state spectrum cooling. Accordingly, the 

longer τ3 component, which appears at the blue portion of the TAS, characterizes the 

relaxation of colder sections of the electronic ground state. During the modelling process, 

we have detected a considerable cross-talking between the values of the τ2 and τ3 

constants, which can be justified by the nature of the cooling process. In the case of 

compound 1, the longer τ3 component is not required to model the ground state cooling, 

which is probably related to the fact that the formed vibrationally hot ground state is 

shifted to higher energies respect to the other molecules. In general, the four studied 

compounds share a very similar photophysical pattern and the proposed interpretation of 

the dynamical processes can be applied to all of them. The differences found in the 

fluorescence and TA data among the four studied molecules can be basically explained 

in terms of the S0 → S1 excitation energies and the relative energies of the S0 → S1 and 

S1 → Sn transitions. 

Ii is worth to note that owing mainly to the little spectral discrimination found between 

the τ time components, we may conceive at least one alternative interpretation compatible 

with the FuC and TA data. In close analogy to the τ0 and τ1 lifetimes found in molecule 

1, both τ1 and τ2 could be associated to the S1 excited state. In this view, τ1 would account 

for the S1 prepared population moving along the relaxation coordinate, while τ2 would be 
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associated to the IC from a relaxed location on S1 state to the vibrationally hot S0. The 

fluorescence from this relaxed location should be shifted to lower energies, out of the 

fluorescence and absorption detection regions, which could explain the fact that only τ1 

is found in the fluorescence and SE signals. The remaining τ3 would be related with the 

vibrational cooling on the hot ground state formed after the IC. However, this second 

assignment does not alter substantially the photophysical properties of the studied 

molecules other than them having a slightly longer-living S1 excited state. 

The carried out computational aids to establish the operative relaxation pathway by 

pointing at the coordinate that may promote the S1/S0 nonadiabatic coupling. According 

to it, the inclusion of the two phenyl substituents favours the C=N isomerization channel 

vs. the out-of-plane ring deformation path, which is the calculated MEP for the simplified 

methyl-substituted model. The former path should be accompanied, on the way to the 

corresponding CI, by a considerably larger S1 stabilization (~1.6 eV for molecule 3, as 

shown in Figure 7.2), than that estimated along the out-of-plane coordinate. Additionally, 

the proposed channel could lead, after returning back to the ground state, to the permanent 

formation of the slightly less stable Z-isomer. In our opinion, the fluorescence and TA 

data are fully compatible with the photoisomerization reaction path. However, neither 

spectral features nor long-term dynamical constants that could be associated with the 

formation of the photoisomer were detected. As it was briefly mentioned, owing to the 

low isomerization barrier calculated in the ground state (with respect to the excitation 

energy), the process could not yield a detectable permanent population of the slightly less 

stable Z-isomer. Additionally, the similar predicted absorption spectrum could preclude 

its selective detection by the employed spectroscopic methods. The current results should 

be compared with the recent work by Woolley et al.21 on a simpler MAA-based 

compounds. They found a similar S1/S0 IC relaxation channel, but in contrast with the 

results herein presented, a small population remain trapped in the S1 for longer time-

scales. However, according to our computational predictions, the presence of the aliphatic 

substituents in the molecule studied by Woolley et al. should favor the pyramidalization 

over the photoisomerization as the driving relaxation coordinate. In this scenario, 

although we cannot unambiguously identify from the experimental data the path leading 

to the observed S1/S0 IC, we tentatively propose the photoisomerization coordinate as the 

motion behind the photophysical properties of the studied compounds. Future studies on 

specifically designed derivatives should permit to further explore the dependence of the 
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dynamics on the chemical structure of these species. 

7.5. Conclusions 

This chapter has presented the spectroscopic study of a set of compounds, which based 

in the natural properties of MAAs have been rationally designed by Prof. Sampedro’s 

group to act as efficient solar photoprotectors at different absorption wavelengths across 

the UV-A/UV-B region. The photophysical and photochemical behavior of each 

molecule has been experimentally explored by fs-TA and FuC techniques, finding in all 

cases an analogous relaxation channel that involves the IC of the prepared excited state 

in hundreds of fs. The experimental observations have been rationalized by 

CASPT2//CASSCF quantum computations, which have revealed a novel relaxation 

channel that could drive the S1/S0 coupling when phenyl rings are included as iminic 

substituents. The calculated MEPs indicate that for the latter species the steepest pathway 

out of the Franck-Condon region implies the photoisomerization around one of the C=N 

bonds, being accessible along this route a S1/S0 CI located slightly above the S1 minimum. 

This route differs from the pyramidalization pathway found for the previously studied 

palatine and related compounds.13-14 

In summary, the demonstrated photoprotective behavior, together with the high 

absorption efficiency and excellent photostability showed by the synthesized molecules 

opens the door for their potential application in photoprotection and guides the design of 

new molecules with specific properties. 
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7.6. Additional Information 

7.6.1. General information of the studied synthetic sunscreens  

1 (C25H24Br2N2O3S): (E)-2-bromo-N-(3-((2-bromophenyl)amino)-2-methylcyclopent-

2-en-1-ylidene)benzenaminium 4-methylbenzenesulfonate. 

Molecular weight: 592.35 

1H-NMR (400 MHz, MeOD) δ ppm 7.8-7.7 (m, 2H), 7.7-7.7 (m, 2H), 7.5 (s, 4H), 7.4-7.3 

(m, 2H), 7.2 (d, J = 7.8 Hz, 2H), 2.6 (bs, 4H), 2.4 (s, 3H), 2.1 (bs, 3H). 

13C-NMR (75 MHz, MeOD) δ ppm 182.4, 143.4, 141.7, 137.7, 135.1, 134.7, 131.9, 131.7, 

131.4, 130.4, 130.2, 129.8, 126.9, 125.7, 122.6, 117.9, 107.4, 29.1, 21.3, 7.3. 

UV/Vis (ACN): λ = 306 nm (ε = 33600 M-1cm-1) 

MP: 205 ºC (descomposition) 

2 (C26H26Br2N2O3S): (E)-2-bromo-N-(3-((2-bromophenyl)amino)-2-methylcyclohex-2-

en-1-ylidene)benzenaminium 4-methylbenzenesulfonate 

Molecular weight: 606.37 

1H-NMR (400 MHz, MeOD) δ ppm 7.82 (d, J = 7.9 Hz, 2H), 7.70 (d, J = 8.1 Hz, 2H), 

7.57-7.37 (m, 8H), 7.23 (d, J = 7.8 Hz, 2H), 2.40 (t, J = 6.6 Hz, 4H), 2.37 (s, 3H), 2.15 

(s, 3H), 1.88-1.75 (m, 2H). 

13C-NMR (75 MHz, MeOD) δ ppm 173.5, 143.6, 141.6, 137.6, 134.8, 131.8, 130.8, 130.2, 

129.8, 127.0, 123.4, 101.4, 28.5, 21.3, 21.1, 9.6. 

UV/Vis (ACN): λ = 330 nm (ε = 27610 M-1cm-1) 

MP: 210 ºC (descomposition) 

3 (C28H32N2O5S): (E)-4-methoxy-N-(3-((4-methoxyphenyl)amino)-2-methylcyclohex-

2-en-1-ylidene)benzenaminium 4-methylbenzenesulfonate 

Molecular weight: 508.63 

1H-NMR (400 MHz, MeOD) δ ppm 7.69 (d, J = 8.0 Hz, 2H), 7.21 (d, J = 8.8 Hz, 6H), 

7.02 (d, J = 8.8 Hz, 4H), 3.83 (s, 6H), 2.52(t, J = 5.8 Hz, 4H), 2.36 (s, 3H), 2.07 (s, 3H), 

1.87-1.67 (m, 2H). 

13C-NMR (100 MHz, MeOD) δ ppm 172.1, 160.9, 143.7, 141.6, 131.1, 129.8, 128.9, 
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127.0, 115.7, 100.4, 56.1, 28.7, 21.6, 21.3, 9.5. 

UV/Vis (ACN): λ = 341 nm (ε = 32410 M-1cm-1) 

MP: 270 ºC (descomposition) 

4 (C28H32N2O6S): (E)-4-methoxy-N-(2-methoxy-3-((4-methoxyphenyl)amino)cyclohex-

2-en-1-ylidene)benzenaminium 4-methylbenzenesulfonate. 

Molecular weight: 524.46 

1H-NMR (400 MHz, MeOD) δ ppm 7.70 (d, J = 8.0 Hz, 2H), 7.28-7.15 (m, 6H), 7.03 (d, 

J = 8.6 Hz, 4H), 3.83 (s, 6H), 3.78 (s, 3H), 2.62 (t, J = 5.8 Hz, 4H), 2.36 (s, 3H), 1.89-

1.73 (m, 2H). 

13C-NMR (100 MHz, MeOD) δ ppm 164.8, 160.8, 143.7, 141.6, 130.4, 129.8, 129.2, 

128.4, 127.0, 115.7, 60.2, 56.1, 27.4, 21.5, 21.3. 

UV/Vis (ACN): λ = 353 nm (ε = 31120 M-1cm-1) 

MP: 210 ºC (descomposition) 

7.6.2. Active space selection 

Two different active spaces were checked to model compound 3 (14,13) and (6,5). The 

core chromophore was considered to be formed by the π density (orbitals π and π* of 

bonds C=C, C=N and π Nimine) and, in the extended active space, four π and π* orbitals 

of the phenyl rings, as seen below.  The selected active orbitals for the selected (14,13) 

active space are shown in Figure 7.7. In case of using a (6,5) as active space, the orbitals 

present are 1, 2, 5, 8 and 13, excluding all the phenyl orbitals. In both cases the involved 

transition is a π - π* between orbitals 5 and 8. 
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Figure 7.7. Orbitals involved in the (14,13) active space of 3. 

Absorption spectra were computed for both active spaces (14,13) and (6,5) to check for  

differences. In both cases, a transition between S0-S1 was observed at 326nm and 327nm, 

respectively. The oscillator strength values changed from f = 1.1066305 to f = 0.82943528 

due to lack of the phenyl ring contribution in the smaller active space. To ensure the 

ability of the (6,5) active space to reproduce the potential energy surface, the MEP was 

also computed for both active spaces.  
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7.6.3. Minimum Energy Pathways 

The MEP was computed for both active spaces obtaining the same energetic profile as 

shown in Figure 7.8. A different, new deactivation channel consisting of the imine 

isomerization competing with the out-of-plane movement of the substituents of the cycle 

was found.13 

The new deactivation path involving a C=N isomerization leads to the formation of a 

minimum in the potential energy surface followed by a CI only 8 kcal mol-1 higher in 

energy. This barrier is low enough to allow for a fast deactivation to the ground state in 

agreement with the experimental data. 

 

Figure 7.8. Comparison of MEP (CASSCF) with both active spaces. 

In order to ensure this differential effect of the aryl moieties on the shape of the potential 

energy surface, we also computed the MEP for the simplified compound A in which the 

phenyl substituents are changed by methyl groups (A has not been synthesized and it was 

studied only computationally, see Figures 7.9 and 7.10). As the more relevant feature, it 

should be noted that the shape of the potential energy surface clearly resembles that of 

palythine and related compound inclunding the movement of substituents out of the plane 

of the cycle. In contrast, the minimum in the excited state related to the 

photoisomerization of a C=N bond is ca. 10 kcal/mol higher in energy and no CI of 

isomerization was found.  

 

14,13 6,5
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Figure 7.9. Critical points along the potential energy surface for A (CASPT2 energies 

relative to S0).  

 

Figure 7.10. MEP (CASSCF) connecting Franck-Condon region to the CI (right). 

7.6.4. Isomerization: CI and Thermal Reversion 

The topology around the CI is a key factor to understand any deactivation mechanism. In 

this case, we found according to Molcas descriptors,3 a highly sloped funnel leading to 

the formation of a single product. This means a CI that promotes an aborted geometrical 

transformation with stating material recovery and not the appearance of photoproducts. 
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Thus, a low (if any) isomerization quantum yield for the photoisomerization is expected.  

The shape of the potential energy surface around the CI was explored by applying 

geometrical distortions along the x and y vectors, as shown in Figure 7.11. These vectors 

are a mathematical transformation of the classical descriptors (gradient difference and 

derivative coupling vector). The gradient difference and derivative coupling vectors are 

also shown in Figure 7.11. Specifically, the movement related with the derivative 

coupling vector corresponds with an aborted isomerization.  

 

Figure 7.11. Potential energy surface topology around the CI and S1 (red) and S0 (blue) 

energy difference (kcal/mol). CI isomerization vectors gradient difference (left) and 

derivative coupling (right). 

Even with a sloped CI topology, the formation of the Z-isomer could still be possible. In 

fact, this feature has been also observed in natural MAAs as a complementary mechanism 

of photoprotection. In addition, both the starting isomer and the photoisomer contribute 

to the photoprotection as they absorb in a similar region of the spectrum (see computed 
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absorption in Figure 7.12). To explore the relative stability and UV capabilities of the Z-

isomer, we computed both isomers at the MP2 level including methanol as solvent to 

reproduce the experimental data (Figure 7.11).   

The Z-photoisomer can be thermally converted to the starting E-isomer through a 

transition state characterized by computing the intrinsic reaction coordinate. The obtained 

TS connects both isomers through a low energy barrier (13.7 kcal mol-1, see Figure 7.12). 

This process should be fast enough to avoid the accumulation of the photoisomer at room 

temperature.  

 

Figure 7.12. Schematic isomerization path and TS with displacement vectors. Energies 

in kcal mol-1 and absorption wavelengths in nm. 
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8.1. Summary 

In this thesis, the photodynamics of molecular systems with different aromatic 

chromophores has been investigated employing femtosecond time-resolved spectroscopic 

techniques. Although each individual research has its own purpose, the overall theme of 

this thesis resides in understanding the mechanisms that drive the photostable behavior 

of biologically relevant species. In this sense, the bottom-up approach has been 

demonstrated to be an essential tool to shed light on the excited state dynamics of large 

and complex biomolecules. Studying these systems by systematically increasing their 

structural and environmental complexity has permitted us to enhance our knowledge on 

the understanding of the relaxation pathways available for model systems of biological 

molecules and specially to decipher the modulations introduced by structural changes 

and/or intermolecular interactions on their photochemistry. 

Additionally, the experiments presented throughout the present thesis have shown the 

potential, versatility and complementarity of fs pump-probe methods to unravel the 

ultrafast dynamical behavior of molecular systems in either vacuum or solution. The 

isolated-phase studies were conducted by means of TR-IY or TR-ID spectroscopies, 

whereas for the condensed-phase experiments TA and FuC techniques were mainly used. 

The first chapter of this thesis provided a general overview of the basis of femtochemistry. 

Fundamental concepts for understanding molecular dynamics and time-resolved 

experiments were described. Furthermore, a brief introduction to the photostability of life 

related molecules and photoprotection concept, which are the backbone of this thesis, was 

given.  

An outline of the different experimental setups and computational methods employed in 

the following chapters was given in Chapter 2. Firstly, a brief description of the 

generation of the pump and probe pulses was given, starting from the laser system and 

followed by nonlinear optical processes required to modify the wavelength of the 

fundamental beam. Then, the spectroscopic techniques utilized for experiments in the 

isolated- and condensed-phases and the specific details of each setup were thoroughly 

described in sections 2.3 and 2.4, respectively. Finally, the methods for data modelling 

and computational calculations were explained.  

Chapter 3 presented the first ever time-resolved ionization study of a set of azaindole 
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structural isomers (4-AI, 5-AI, 6-AI and 7-AI). This work demonstrated the influence of 

the position of the nitrogen atom in the pyridinic ring on the photodynamics of isolated 

AIs. The relaxation of the molecules in the gas-phase at the low energy portion of their 

spectra was tracked by TR-IY spectroscopy, while the decay paths were predicted with 

MS-CASPT2//TD-DFT calculations. Although the ultrashort measured lifetimes for 5-AI 

and 6-AI were in contrast to the long-lived excited state found for 7-AI, the calculations 

described a common relaxation pathway. We postulated that the initially excited ππ* state 

decays to the ground state via a CI accessed through an nπ* state, which functions as a 

gate state. Thus, this study revealed how the position of the N atom in the six-membered 

ring determines the barrier for the coupling between the ππ* and nπ* states and therefore 

the rate of the nonradiative relaxation to the ground state. It should be noted here that in 

parallel to our time-resolved experiments, Noble et al. published a study of the 

photofragmentation of 7-AI, 6-AI and 5-AI, in which they further confirm the shorter 

excited state lifetimes for 5-AI and 6-AI.1 

In Chapter 4, the complexity of the system was increased by studying the photodynamics 

of AIs in different solvents through steady-state and time-resolved measurements. From 

the conducted experiments we concluded that the excited state lifetime of these molecules 

in solution depends critically on the polarity of the medium, which is capable of altering 

dramatically the relative energy between the ππ* and nπ* states and therefore favor or 

inhibit the access to the relaxation channel mediated by the nπ*/S0 CI. The solvent 

polarity effect was especially perceptible for 4-AI isomer, which modified its 

photophysical behavior from being a non-fluorescent compound in non-polar media to 

exhibit average lifetimes of few ns in polar aprotic solvents. Thus, we concluded that, 

similarly to 5-AI and 6-AI, the relaxation pathway of 4-AI in cyclohexane is mediated by 

the nπ*/S0 CI, whereas in acetonitrile and dichloromethane the mechanism is analogous 

to that of 7-AI, involving only the ππ* states. Regarding 5-AI and 6-AI isomers, in the 

studied polar aprotic solvents showed average lifetimes in the ps time-scale, which 

became slower when the polarity of the solvent was increased. Taking into account these 

measurements and the TD-DFT calculation, we stated that the nπ*/S0 channel seem to be 

still active for these isomers. Finally, in polar protic media we observed that the 

dynamical behavior of the AIs was completely different due to the possible formation of 

tautomers through ESPT processes. 

Chapter 5 demonstrated the validity of the TR-ID method not only to obtain the IR 
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spectrum, but also to unravel the photodynamical behavior of size-selected molecular 

clusters. The measurements carried out for pyrrole-containing clusters yielded a ~268 and 

~220 fs lifetime for pyrrole dimer and pyrrole – N-methylpyrrole complex, respectively, 

which according to the performed ab initio calculations reflected the neutral dissociation 

of the clusters, after photoexcitation with 240 nm. However, for the N-methylpyrrole 

dimer a bi-exponential dynamical behavior with time components of ~357 fs and ~3.6 ps 

was observed. The computational calculations predicted that for this aggregate, the 

neutral dissociation could not be the main relaxation channel and consequently we 

attributed its photodynamics to different possible routes that were previously observed 

for the N-methylpyrrole monomer. Additionally, we also conducted TR-ID 

measurements for the pyrrole-water cluster, from which we extracted a lifetime of ~165 

fs. According to the TD-DFT calculations, in this charge transfer complex the neutral 

dissociation of the cluster is also an inhibited pathway. For this reason, we hypothesized 

that the observed lifetime could reflect a more complex dissociative mechanism involving 

a PCET reaction. 

Chapter 6 explored the photodynamics of neutral aniline homoclusters formed in a 

supersonic expansion. Investigations were performed exciting in the 290 – 235 nm region 

together with an IR ns excitation and an 800 nm ionizing probe by TR-ID spectroscopy. 

The TR-ID measurements enabled the isolation of the dynamics of aniline dimer from 

that originated in bigger species of the generated distribution. Interestingly, and 

differently from the monomer and (An)n ≥ 3 clusters, the dimer did not present a signature 

attributable to the N-H bond fission driven by the dissociative 1πσ* state. This fact can be 

explained in terms of the symmetric head-to-tail structure adopted by the dimer, in which 

each molecule established two N-H···π interactions, leading to the destabilization of the 

H dissociation channel. The observations from this study have permitted relating the 

photophysics to the interactions established by the aniline units and confirming previous 

observations and theoretical predictions on the structure of aniline aggregates. 

In Chapter 7, the photoprotective capabilities of four synthetic sunscreens inspired on the 

natural mycosporine-like aminoacids (MAAs) were discussed. Their photodynamics was 

investigated by TA spectroscopy and FuC technique, while the minimum energy 

relaxation pathways were modeled by CASSCF/CASPT2 methods. The synergy between 

time-resolved experiments and computational predictions provided a comprehensive 

picture of the CIs that govern the photophysics in these compounds. Following UV 
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excitation to the S1 (ππ*) state, the initially prepared population undergoes relaxation 

along a C=N isomerization channel on τ1 = 200 – 800 fs (τ0 = 70 fs for sample 1). Then, 

relaxation to the ground state occurs through S1/S0 CI on a time-scale around τ2 = 0.4 – 

1.8 ps (τ1 = 415 fs for 1), while τ3 = 6 – 10.2 ps (τ2 = 5 ps for 1) accounts for the vibrational 

cooling of the hot ground state. Therefore, we postulated that the presence of the two 

phenyl substituents on the studied samples favored the C=N isomerization channel in 

detriment of the out-of-plane ring deformation predicted for simpler MAA-based 

sunscreens with aliphatic substituents.2 This work demonstrated the excellent properties 

as sunscreens of the studied compounds and provided novel mechanistic insights for the 

rational design of new species with improved properties.  

Finally, this Chapter looks into the research work our research group is expected to 

develop in the foreseeable future.  

8.2. Future Work 
There are numerous possibilities for future experiments that may be conducted in order 

to address open questions in the systems studied in this thesis. In this section, a brief 

outlook on the potential avenues for future research is given. 

8.2.1. Photophysics of Azaindoles 

The work presented in Chapters 3 and 4 provided a detailed picture of the photodynamics 

of AIs in vacuum and solution, respectively. However, there are still several questions 

that can be explored. Firstly, since the performed calculation suggested that the decay 

pathways for the isolated AIs involved an out-of-plane deformation of one of the 

neighboring CH groups to the pyridinic N atom (C5, C4, C7 and C6 in 4-AI, 5-AI, 6-AI 

and 7-AI, in that order), selective replacement of the H atom of these sites by a methyl or 

amino group is expected to offer additional dynamical insight. Indeed, the inclusion of 

different substituents could be a good strategy to alter the barrier for the nπ*/S0 CI, which 

would lead to changes in the photophysical properties of these molecules, and therefore 

provide us valuable information about alternative relaxation channels. 

On the other hand, the effect of hydrogen bonding solvents on the photodynamics of the 

AIs is another topic where further time-resolved studies and computational calculations 

are required. Our future TA measurements will be particularly oriented towards the 

observation of proton/electron transfer processes induced by the solvent media, especially 
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in aqueous solution. In this sense, an alternative to solution-phase experiments could be 

to elucidate the role of the environment by studying the dynamical signature of micro-

solvated clusters, with the form AI(solvent)n, by means of TR-ID spectroscopy. Figure 

8.1 shows the preliminary TR-IY transients collected for 6-AI(H2O)n clusters, following 

267 nm excitation. These measurements reveal that significantly slower decays are 

observed with respect to the gas-phase, even with the inclusion of a single water molecule, 

revealing the strong destabilization of the nπ* state in H-bonding media. Nevertheless, 

further experiments including the IR ns excitation, along with computational calculations 

are required not only to unravel the main deactivation channels of the AIs solvated by a 

number of water molecules, but also to record the IR spectra of these molecular 

aggregates. 

 

Figure 8.1. TR-IY transients collected for 6-AI(H2O)n clusters after excitation with 267 

nm, while probing with 800 nm. 

8.2.2. Photodynamics of Aniline in Solution 

The work on aniline homoclusters presented in this thesis, together with previous 

experiments conducted on aniline monomer3 provided us a detailed picture of the 

photodynamics of this molecule in the gas-phase. However, for a more in depth 

understanding of the photophysical and photochemical behavior of aniline, the study of 

this molecule in the condensed-phase is mandatory. Currently, we are tracking the 

photodynamics of aniline and some of its derivatives in different solvents such as 

cyclohexane, methanol or water. 

In the light of the available literature, the photodynamical behavior of aniline in aqueous 
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solution is significantly altered with respect to the gas-phase. The works carried out by 

Saito et al.4-5 reported the formation of solvated electrons and a long-lived S1 excited state 

whose lifetime is about 930 ps, while in ethanol, acetonitrile or cyclohexane this lifetime 

is ~3-4 ns. According to these works, water essentially increases the rate of the IC respect 

to the gas-phase and non-polar environments. Furthermore, the study conducted by 

Poterya et al.6 revealed that the N-H bond dissociation promoted through the πσ* state is 

an inaccessible pathway for aniline embedded on the surface of large water clusters. 

Indeed, the steady-state UV absorption and fluorescence spectra of aniline in aqueous and 

non-polar media have been reported by Saito et al.4 and Tobita et al.,7 respectively. In 

those spectra, in principle there is not any insight of the πσ* state. More recently, Suzuki 

and co-workers8 further confirmed the long-lived character of S1 excited state lifetime for 

aniline in water by employing extreme UV time-resolved photoelectron spectroscopy. 

Our preliminary TA experiments and TD-DFT calculations seems to show that, as it has 

been predicted for pyrrole molecule,9-10 the πσ* state plays also a crucial role as CTTS 

state in the UV ionization of aniline in aqueous solutions. This hypothesis will be tested 

on the basis of more elaborated ab initio calculations and further TA measurements in a 

recently developed pre-pump–pump–probe scheme in order to obtain a rigorous 

identification of the different spectral features appearing in the TA spectra. 

8.2.3. Potential Sunscreens 

The work on the MAA-based sunscreening agents synthesized by Prof. Sampedro 

highlighted a new relaxation mechanism for these kind of compounds, which was based 

on the C=N isomerization. There is much current research on the role of different 

substituents on the dynamical behavior of these molecules. Consequently, the relaxation 

channels of molecules with potential applications as sunscreens, in particular those 

derived from MAAs, will be investigated in solution and, when possible, in the gas-phase. 

We expect that future research in collaboration with Prof. Sampedro permits to elucidate 

the mechanisms behind the photostability of these molecular systems in order to guide 

the design of a novel generation of photoprotective compounds. 

8.3. References 
1. Noble, J. A.; Marceca, E.; Dedonder, C.; Phasayavan, W.; Féraud, G.; Inceesungvorn, B.; Jouvet, 

C., Influence of the N atom position on the excited state photodynamics of protonated azaindole. Physical 

Chemistry Chemical Physics 2020, 22 (46), 27280-27289. 



Conclusion and Outlook  References 

201 
 

2. Woolley, J. M.; Staniforth, M.; Horbury, M. D.; Richings, G. W.; Wills, M.; Stavros, V. G., 

Unravelling the Photoprotection Properties of Mycosporine Amino Acid Motifs. The Journal of Physical 

Chemistry Letters 2018, 9 (11), 3043-3048. 

3. Montero, R.; Conde, Á. P.; Ovejas, V.; Martínez, R.; Castaño, F.; Longarte, A., Ultrafast dynamics 

of aniline in the 294-234 nm excitation range: The role of the πσ* state. The Journal of Chemical Physics 

2011, 135 (5), 054308. 

4. Saito, F.; Tobita, S.; Shizuka, H., Photoionization of aniline in aqueous solution and its photolysis 

in cyclohexane. Journal of the Chemical Society, Faraday Transactions 1996, 92 (21), 4177-4185. 

5. Saito, F.; Tobita, S.; Shizuka, H., Photoionization mechanism of aniline derivatives in aqueous 

solution studied by laser flash photolysis. Journal of Photochemistry and Photobiology A: Chemistry 1997, 

106 (1), 119-126. 

6. Poterya, V.; Nachtigallová, D.; Lengyel, J.; Fárník, M., Photodissociation of aniline N–H bonds 

in clusters of different nature. Physical Chemistry Chemical Physics 2015, 17 (38), 25004-25013. 

7. Tobita, S.; Ida, K.; Shiobara, S., Water-induced fluorescence quenching of aniline and its 

derivatives in aqueous solution. Research on Chemical Intermediates 2001, 27 (1), 205-218. 

8. West, C. W.; Nishitani, J.; Higashimura, C.; Suzuki, T., Extreme ultraviolet time-resolved 

photoelectron spectroscopy of aqueous aniline solution: enhanced surface concentration and pump-induced 

space charge effect. Molecular Physics 2021, 119 (1-2), e1748240. 

9. Sobolewski, A. L.; Domcke, W., Photoejection of electrons from pyrrole into an aqueous 

environment: ab initio results on pyrrole-water clusters. Chemical Physics Letters 2000, 321 (5), 479-484. 

10. Kumar, A.; Kołaski, M.; Kim, K. S., Ground state structures and excited state dynamics of pyrrole-

water complexes: Ab initio excited state molecular dynamics simulations. The Journal of Chemical Physics 

2008, 128 (3), 034304. 

 




	Thesis (English)
	Acknowledgements
	List of Publications
	List of Abbreviations and Acronyms
	1. Introduction
	1.1. Ultrafast Molecular Dynamics
	1.1.1. Wavepacket Dynamics
	1.1.2. Pump-Probe Methods
	1.1.3. Born-Oppenheimer Approximation
	1.1.4. Franck-Condon Principle
	1.1.5. Conical Intersections

	1.2. Molecular Relaxation Pathways
	1.2.1. Nonradiative Decays
	1.2.1.1. Vibrational Energy Transfer
	1.2.1.2. Internal Conversion
	1.2.1.3. Intersystem Crossing
	1.2.1.4. Photodissociation
	1.2.1.5. Tunneling

	1.2.2. Radiative Decays
	1.2.2.1. Fluorescence
	1.2.2.2. Phosphorescence


	1.3. Photostability
	1.4. Photoprotection
	1.5. Objectives
	1.6. Thesis Overview
	1.7. References

	2. Experimental Setup and Methodology
	2.1. Introduction
	2.2. Femtosecond Laser Source
	2.3. Isolated-Phase Experiments
	2.3.1. Time-Resolved Ion Yield Spectroscopy
	2.3.2. TR-IY Setup
	2.3.2.1. Mass Spectrometer
	2.3.2.2. Delay Line
	2.3.2.3. Optics
	2.3.2.4. Synchronization
	2.3.2.5. Data Fitting and Analysis

	2.3.3. Time-Resolved Ion Dip Spectroscopy
	2.3.4. TR-ID Setup

	2.4. Condensed-Phase Experiments
	2.4.1. Transient Absorption Spectroscopy
	2.4.1.1. Ground State Bleach
	2.4.1.2. Stimulated Emission
	2.4.1.3. Excited State Absorption
	2.4.1.4. Photoproduct Absorption

	2.4.2. TA Setup
	2.4.2.1. Pump Pulses
	2.4.2.2. Probe Pulse
	2.4.2.3. Liquid Samples
	2.4.2.4. Detection
	2.4.2.5. Synchronization and Data Acquisition
	2.4.2.6. Analysis
	2.4.2.7. Temporal Resolution

	2.4.3. Fluorescence Up-Conversion
	2.4.4. FuC Setup

	2.5. Computational Methodologies
	2.5.1. Signal Modelling
	2.5.1.1. Single Wavelength Transients
	2.5.1.2. Time- and Frequency-Resolved Data

	2.5.2. Ab initio Calculations

	2.6. References

	3. Photodynamics of Isolated Azaindoles
	3.1. Introduction
	3.2. Experimental Methods
	3.2.1. Formation of 7-AI homoclusters

	3.3. Computational Methods
	3.4. Results and Discussion
	3.5. Conclusions
	3.6. Additional Information
	3.6.1. Calculated Excitation Polarization
	3.6.2. TD-DFT Energies of Critical Points
	3.6.3. TD-DFT Energy Profiles of 5AI, 6-AI and 7-AI
	3.6.4. Calculated Structures for Critical Points along the Relaxation Pathways
	3.6.5. La/Lb Crossing for 7-AI
	3.6.6. REMPI Spectrum of 7-AI

	3.7. References

	4. Photodynamics of Azaindoles in Solution
	4.1. Introduction
	4.2. Experimental Methods
	4.3. Computational Methods
	4.4. Results and Discussion
	4.4.1. Theoretical Calculations
	4.4.2. Steady-State Measurements
	4.4.3. Time-Resolved Studies
	4.4.3.1. Acetonitrile Solutions
	4.4.3.2. Dichloromethane Solutions
	4.4.3.3. Methanol Solutions


	4.5. Conclusions
	4.6. Additional Information
	4.6.1. FuC Decays of the AIs with 300 nm Excitation

	4.7. References

	5. Excited State Dynamics of Pyrrole Clusters
	5.1. Introduction
	5.2. Experimental Methods
	5.3. Computational Methods
	5.4. Results
	5.4.1. Computational Calculations
	5.4.2. Time-Resolved Experiments
	5.4.2.1. Pyrrole-N-methylpyrrole Cluster
	5.4.2.2. Pyrrole-Water Cluster


	5.5. Discussion
	5.5.1. Pyrrole-N-methylpyrrole Cluster
	5.5.2. Pyrrole-Water Cluster

	5.6. Conclusions
	5.7. References

	6. Photodynamics of Aniline Homoclusters
	6.1. Introduction
	6.2. Experimental Methods
	6.3. Results
	6.3.1. Narrow Cluster Distribution
	6.3.2. Larger Clusters

	6.4. Discussion
	6.4.1. Aniline Dimer Photophysics
	6.4.2. Photophysics of larger (An)n≥3 clusters

	6.5. Conclusions
	6.6. References

	7. Photodynamics of Synthetic Sunscreens
	7.1. Introduction
	7.2. Methods
	7.2.1. Experimental Methodology
	7.2.2. Computational Methods

	7.3. Results
	7.3.1. Computational Study
	7.3.2. Experimental Study

	7.4. Discussion
	7.5. Conclusions
	7.6. Additional Information
	7.6.1. General information of the studied synthetic sunscreens
	7.6.2. Active space selection
	7.6.3. Minimum Energy Pathways
	7.6.4. Isomerization: CI and Thermal Reversion

	7.7. References

	8. Conclusion and Outlook
	8.1. Summary
	8.2. Future Work
	8.2.1. Photophysics of Azaindoles
	8.2.2. Photodynamics of Aniline in Solution
	8.2.3. Potential Sunscreens

	8.3. References





