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Introduction

An Advanced Traveler Information System (ATIS) collects, processes and
presents road traffic information to the users, assisting them in their trips
and supporting them in making the necessary pre-trip and en-route deci-
sions. With this purpose in mind, traffic modeling becomes one of the most
important tasks of ATIS, because it enables the description, simulation and
forecasting of the traffic variables of interest. Among all the traffic variables
that can be modeled (flow, road occupancy, speed, travel time, etc.), travel
time acquires a special relevance in ATIS, because the concept can be easily
understood by travelers. As such, travel time estimation and prediction are
two of the most common traffic modeling problems ATIS has to deal with.

The importance of these two modeling problems has raised the interest of
the research community in the past few years, and has thus resulted in a vast
number of publications and model proposals. However, a detailed analysis
and review of the state-of-the-art shows that not all the proposed models
are adequate for all the study sites, traffic situations, available data, etc. In
this context, the combination or fusion of models seems to be one of the most
promising research lines, because it allows the use of specific and more suitable
models for each case.

A specific type of combined or hybrid travel time models are those that
initially pre-process the data using clustering algorithms, with the aim of
identifying and separating the different traffic patterns that may be present.
Then, a separate and suitable travel time model is built for each cluster,
allowing the construction of more specific models for each case. Particularly, a
special case of these combination models relies on the paradigm of time series
clustering, in which each instance to be clustered is a whole time series, for
example, the sequence of travel time measurements collected throughout a
day.

Since the presence of diverse daily traffic patterns is evident in most cases,
time series clustering seems to be a logical and promising approach. Never-
theless, most authors forget about the long-term patterns in the data, and
somehow segment and pre-process the data to enable the application of con-
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ventional clustering schemes. In this context, the benefits and disadvantages
that arise when using time series clustering within travel time models have
not been empirically studied in the literature, to the best of our knowledge.
Moreover, in practice, building and applying these combination models based
on time series clustering entails some difficulties.

To begin with, clustering a time series dataset requires making some non-
trivial decisions, such as selecting a suitable distance measure. There are in-
numerable distance measures specifically designed for time series data, and
it has been demonstrated previously in the literature that there is no unique
distance measure that is suitable for all the databases. Indeed, it seems that
the specific characteristics of each database have a strong impact on the per-
formance of the different existing measures. In this context, an interesting
question that will be addressed in this dissertation is whether, given a set of
characteristics of the database, it is possible to automatically select a suitable
distance measure(s) from a set of candidates.

Finally, we must not forget that the final objective of combined travel time
models is usually to predict or estimate travel times. As such, recall that after
applying the clustering process, a separate model is built for each cluster. If
we focus on the task of prediction, the aim is to provide travel time forecasts
for future trips by using these models. However, in order to do this, we must
decide which model to use in each case by assigning the new incoming data
sequence to a given cluster or traffic pattern. This must be done online, using
only the data collected until the time the prediction is made. Of course, if the
data available at the time of prediction is not informative enough to choose
a given cluster, it might be risky to lean towards a model trained for a very
specific traffic behavior, and it is probably better to apply a more general
model.

In short, it is desirable to assign the incoming sequences to a given cluster
or traffic pattern as soon as possible while maintaining some degree of accuracy
in these assignments. This problem can be understood as a problem of early
classification of time series, and in this dissertation we will provide a general
method to solve this task, focusing on improving some of the flaws of the
existing proposals.

Finally, returning to the problem of travel time modeling, the application
of these two contributions (the automatic distance measure selector and the
early classifier) to this specific problem is interesting because it allows the
identification of specific features of this problem that may motivate modifica-
tions or adaptations on the proposed methods.

In summary, the following dissertation will depart from the problem of
travel time modeling which will give way to two main contributions on time
series mining: the selection of a suitable distance measure when clustering
time series databases and the early classification of time series based on prob-
abilistic models. Then, we will return to the problem of travel time modeling
to analyze the performance of our proposals within this specific problem.
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1.1 Outlook of the dissertation

This dissertation is divided into four parts. In Part I we introduce some basic
concepts and definitions that will be used throughout the dissertation. This
part is divided into two separate chapters; Chapter 2 focuses on providing a
general introduction to the problems of travel time estimation and prediction,
and Chapter 3 is devoted to the basics of time series mining and time series
distance measures. Next, in Part II, we analyze the literature and provide a
complete review and taxonomy of the state-of-the-art on travel time estima-
tion and prediction, analyzing the virtues and flaws of the existing proposals.
Departing from the conclusions obtained from this analysis of the state-of-
the-art, in Part III we focus on combined travel time prediction models that
incorporate time series clustering pre-processes. After demonstrating that time
series clustering can be beneficial for travel time prediction in Chapter 5, we
focus on the two main methodological contributions to time series data min-
ing, which will be useful when building the aforementioned combined models.
First, in Chapter 6, we provide a method to automaticaly select the most
suitable distance measure(s) to cluster a time series database from a set of
candidates. Then, in Chapter 7 we center our attention on solving the prob-
lem of early classification of series, which will be necessary to assign new time
series to a given cluster. Once the two contributions on time series mining
have been introduced, we return to the problem of travel time prediction and,
in Chapter 8, we analyze the performance of these two proposals (automatic
distance selection and early classification) within this particular problem. Fi-
nally, in Part IV, we present the main conclusions of this dissertation as well
as some possible future research lines and the publications that have resulted
from this work.





Part I

Preliminaries
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Travel time estimation and prediction

In recent years, technological advances have enabled the collection and dis-
semination of real-time traffic information and this, combined with growing
traffic volume and congestion, has triggered an increasing interest in traffic
modeling [58]. These models and algorithms are the baseline for two types
of systems: Advanced Traffic Management Systems (ATMS) and Advanced
Traveller Information Systems (ATIS). ATMS are generally used by traffic
engineers and administrators in order to enhance mobility and obtain a more
efficient and safe traffic in road networks. On the contrary, ATIS are aimed
at providing commuters with the necessary traffic information and tools to
enable decision making [220].

While variables such as flow, occupancy and speed are very common and
useful in ATMS, modeling travel time is more popular in ATIS, because it
is a very intuitive concept and can be easily understood by travelers [217].
Travel time is defined as the total time for a vehicle to travel from one point to
another over a specified route, taking into account the stops, queuing delay and
intersection delay [255]. Given its utility, the modeling of this traffic variable
is a recurrent research topic.

As commented in the introduction, travel time modeling is the practical
application from which we depart to come up with all the contributions pre-
sented in this dissertation. As such, as a first step, it is necessary to introduce
some basic aspects of travel time modeling, and also to properly define two of
the most important travel time modeling problems on which we will focus in
this dissertation: travel time estimation and travel time prediction.

2.1 Basic aspects of travel time modeling

Before focusing on the specific travel time modeling problems, it is crucial to
have some knowledge on two basic aspects: the variety of data sources that
can be used in the modeling process and the different types of areas of the
traffic network that are usually studied in the literature.
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2.1.1 Data sources

Traffic data sources can be classified in several ways but in this case, since the
target of this review is travel time, the classification presented by Wu et al.
[232] and Lim and Lee [125] has been chosen, which groups the sensors based
on their ability to directly obtain travel time measurements. In this manner,
traffic sensors are divided into point and interval detectors.

2.1.1.1 Point detectors

As can be seen in Figure 2.1a, this type of detector is set in fixed points of
the road and captures traffic variables in these specific points.

The most conventional point detectors are the inductive loops that can be
further categorized into single and double loop detectors [37, 220, 243]. On
the one hand, single loop detectors consist of a single induction loop that
generates a magnetic field and is able to detect the passing of large metallic
objects, in this case vehicles. These detectors output variables such as flow
(number of passing vehicles/hour) and occupancy (% of the time that the
detector is occupied). On the other hand, double loop detectors consist of
a pair of single loop detectors set very close to each other. This pair of sensors
is capable of obtaining flow and occupancy but they can also collect speed
and vehicle lengths, by using the travel time of the vehicles between the two
sensors [114].

The speed captured by double loop detectors is called point speed and is
generally only valid to describe the speed at the point where the sensor is
situated [190], as can be seen in Figure 2.1a. In practice, it is very common
that this velocity information is provided in an aggregated form, where the
measurements of several vehicles are combined in different forms. The most
simple and common aggregation method is denominated time mean speed
and, in this case, the point speeds of vehicles that cross the detector in the
same discrete time interval are averaged using the arithmetic mean [211]. In
addition, some other aggregation methods ranging from the harmonic mean
to more complex probabilistic models [190], aim to approximate the space
mean speed, which will be properly defined in the following sections and is
a speed measure which is more adequate for describing a whole road section
[79]. However, as good as these approximations may be in some cases, it must
not be forgotten that the data is captured in a single point and, therefore,
the results are generally only reliable for that spot, especially in congested
or varying state situations, where the vehicle speed does not remain constant
[190].

Furthermore, these sensors provide accurate data, are not affected by ex-
ternal factors and are widely deployed in the roadways, but their installation
and maintenance is expensive and complicated [7]. For this reason, in recent
years, other solutions such as video image detection methods are gain-
ing approval because of their low installation cost and high accuracy. These
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Fig. 2.1. Traffic data sources.

detectors use video cameras and image processing methods to obtain vehicle
counts and speeds at specific points of the road. Their main drawback is that
they are usually susceptible to external factors such as the weather, and that
they need periodic maintenance [114].

2.1.1.2 Interval detectors

Interval detectors capture data that enables the direct calculation of travel
time between two points, as opposed to point detectors that are only able to
describe a single point of the road. This type of detector can be further divided
into two main groups [232]: floating or probe vehicles and, automatic vehicle
identification techniques (AVI) both of which are represented in Figures 2.1b
and 2.1c, respectively.

As can be seen, floating and probe vehicles are a sample of vehicles
which circulate in the traffic network and provide information about their
trajectories. The main difference between them is that floating vehicles are
specifically employed for data collection purposes, whereas probe vehicles are
passive vehicles that travel in the road network for other reasons [211]. They
are both generally equipped with cell-phones and/or Global Positioning Sys-
tems (GPS) and send location, direction and speed information every few
seconds [114]. This assures an accurate representation of the trajectory of the
vehicles, and travel times between two points can be derived easily and reli-
ably [7]. For more information on different cellular positioning techniques and
trials using probe vehicles, the interested reader can access [246].

In contrast, AVI systems can be of various types, from manual surveys
[159] to automatic toll collection systems [60], vehicle mounted transponders
of different types and roadside beacons [130], video cameras and license plate
matching techniques [218] or the more recent bluetooth [11] and WIFI [1]
based detection systems. These devices, detect and identify vehicles only at
the beginning and at the end of the study segment and calculate the travel
time directly from this data [130, 211].
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Interval detectors guarantee high accuracy and quality description of the
traffic situation [125]. However, there are some practical inconveniences when
using them.

For a start, many interval detectors are not able to detect all the vehicles
in the road and so, the representativeness of the detected vehicle sample is
an issue that must be considered [130]. The sample size needed for accurate
representation of traffic is generally quite large and difficult to obtain in real
situations [29, 33, 99, 166, 186, 196, 212], especially in the case of probe
vehicles [114].

Furthermore, some interval detectors such as GPS enabled probe vehicles
provide irregularly spaced or intermittent data [242]. Modeling this type of
data is more complex due to the uncertainty and lack of information associated
to the irregularity of the sampling. Because of this, most travel time models
are aimed at regularly spaced data.

Another issue associated with interval detectors is privacy [114, 211, 246].
Data collection using interval detectors frequently requires the individual ve-
hicles to provide their identification, which might reveal sensitive and private
information [90]. Although the methodologies to encrypt the data will not be
studied within the scope of this dissertation, they should be considered when
using interval detectors, because they ensure preservation of privacy, support
the user’s trust and enable larger and more representative vehicle samples.

Finally, the main reason why, in the literature, point detectors are more
frequently used than interval detectors is that point detectors are already in-
stalled in many roads and highways, whereas intervals detectors are still not
present in most of our road networks. In any case, in the past few years, the
popularity of interval detectors has increased considerably with the popular-
ization of smart phones and their presence in road networks is expected to
grow substantially in the near future.

2.1.2 Study site

Each area of the traffic network has specific characteristics that determine the
behavior of the traffic on it. Based on these features, we identify two main
types of study areas: freeways or highways and urban or arterial roads.

Most travel time models in the literature are set in freeway or highway
segments where traffic is generally uninterrupted. The main reason is that
the acquisition of data and the construction of the model for these roads is
simpler than for other road types [224].

On the contrary, research on urban and arterial road segments is
not so common because traffic sensors are not always available in these sites.
Moreover, traffic in urban sites is more complex and the modeling process
varies because factors such as signal and intersection delays must be taken into
account [239]. In these cases, some authors attempt to model travel time by
modeling the cruising time and the delays separately and then summing both
components [32, 89, 98, 127]. Furthermore, since the traffic is more variable
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in urban contexts due to traffic lights, queues, bus stops, etc. more elaborate
models must be sought that take this variability into consideration and are
able to provide reliable and useful travel time values [253].

In any case, in both highway or urban environments, since travel time
depends on the origin and destination, and given the huge number of possible
combinations of origins and destinations in a road network, ATIS normally
use methods that calculate travel time information at a link or section level
[33]. A section can be defined as the distance between two intersections in
an urban environment, the distance between two entry and exit ramps in
a highway or, generally, the distance between two detectors. In this manner,
most authors concentrate in separately modeling a limited number of links and
then obtaining the travel time of longer trajectories by summing the travel
times of the links or sections that constitute it.

2.2 Travel time estimation and prediction: definitions
and differences

Although the concepts estimation and prediction are sometimes vague in the
literature and even used equivalently by some authors, they are two different
modeling problems with different objectives and characteristics.
As can be seen in Figure 2.2, travel time estimation consists in recon-
structing travel times of trips completed in the past based on data collected
during the trip [13]. Generally, the authors do not focus on individual travel
times but aim to provide a travel time value that will give a general idea of
the traffic situation in a certain road section and a certain time frame.

In this line, although providing an estimation of the travel time distribution
is more informative and reliable, the most common objective in the literature
is to provide some sort of mean travel time for a given road section R. The
definitions of true mean travel time are various in the literature but, the most
common can be theoretically reduced to the following framework [150]:

TTR =
L

v̄space
(2.1)

where L is the length of the study section and v̄space is the space mean speed.
Space mean speed has been defined in several ways in the literature, but
two main groups of definitions can be distinguished [79]. The first group of
authors define the space mean speed as the division between the total distance
travelled by a set of vehicles inside a road section and their total time of travel.
The second group defines space mean speed as the mean speed of all vehicles
in a road section in a given instant of time. By applying this definition in
consecutive instants of time an average speed value that is representative
of the whole section can be obtained. In spite of the various definitions, all
authors agree that in order to describe a whole road section and obtain travel
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time values, space mean speed must be used. Furthermore, since L is generally
well known, the modeling of space mean speed and travel time in this case are
essentially equivalent and therefore, studies referring to both of them will be
taken into account and treated equally in the rest of the dissertation.

Based on this framework and on the different definitions of space mean
speed, we distinguish the two main theoretical interpretations of true mean
travel time that coexist in the literature. On the one hand, some authors focus
on obtaining the mean travel time of all the vehicles departing in route R in a
given time interval t of length ∆. On the other hand, some others concentrate
on calculating the mean travel time of all the vehicles that travel in section R
during time interval t by also including the vehicles that were already inside
the section when the time interval started and the ones that do not finish
traversing the section. Depending on the data available and the interests at
hand one definition or another are used by the researchers.

The main problem with these definitions is that in real world problems,
when only data from traffic sensors is available, it is generally not possible to
calculate them directly. As can seen in Figure 2.1a, point detectors are only
able to capture data in specific locations of the study segment. Since the space
mean speed and travel time are section wide variables, if traffic conditions
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Fig. 2.2. Difference between travel time estimation and prediction
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are not constant, the data from point detectors is not sufficient to calculate
mean travel time easily and accurately. Among the interval detectors the main
problem is that, in real situations, it is not always possible to track all the
vehicles, or even a sufficient sample, which is mandatory to reliably calculate
Equation 2.1. Another typical problem, that affects all types of detectors and
must be dealt with in order to obtain reliable travel time values, is the presence
of noisy, missing or bad quality data.

So, since the mean travel time can not generally be calculated empiri-
cally, approximation or estimation schemes will be necessary to obtain travel
time values that will be used to extract statistics on the performance of new
traffic measures [221], to update information of variable message signs and
speed control systems [26] and as a baseline to calculate input data [215] and
validation data [220] for more complex travel time prediction algorithms.

As opposed to estimation methods, the objective of the travel time pre-
diction models is to forecast the travel time for a trajectory that will start
in the moment the prediction is made (present) or in the future. For this pur-
pose, traffic and contextual data available in the present together with data
from the past will be used (See Figure 2.2).

Lately, the need for traffic predictions has become indispensable due to
the increasing congestion in the road networks. In this line, Wu et al. [232]
state that traffic prediction is beneficial for ATIS because it provides the
necessary pre-route and en-route information to schedule and choose the most
adequate routes in each situation. Moreover, in [227], it has been proven that
the frequent access to diverse travel information has a notable impact on the
citizens travel decisions, leading to a more efficient use of the traffic network.

As with estimation of travel time, most authors concentrate on the pre-
diction of mean travel time as opposed to individual travel times. A few more
recent cases provide confidence intervals [106, 120, 218] or probability distri-
butions [65, 88, 93, 253] for the mean travel time but, in general, the authors
focus on obtaining a single mean value. Taking this into account, a typical
travel time predictive model can be formulated as:

TTR(t+∆) = f∆(D(t), D(t− 1), ..., D(1)) ∆ = 0, 1, 2, ... (2.2)

where, t is the time interval when the prediction is made (present) and TTR(t+
∆) is the travel time on link R of vehicles departing at time interval t + ∆.
{D(t), D(t−1), ..., D(1)} is the set of data collected from the first time interval
for which there is available data until the time interval the prediction is made
(t). It must be noted that this framework includes real time information and
historical data, which are both necessary to perform accurate predictions. f
is, as in the previous case, the function that relates the explicative variables
with the target variable.

∆ is called the prediction horizon and, in general, the authors have con-
centrated on short-term prediction, which considers the predictions up to one
hour in the future. The cases where travel time is predicted for further than
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one hour in the future are few in the literature [134, 187] because it is dif-
ficult for these type of predictions to be robust enough to be used in ATIS
and mostly commercial web application have focused on this task. However,
Simroth and Zähle [187] suggest that long term predictions are necessary to
enable route selection in long trajectories or entire networks and, therefore,
they should be further elaborated in the future. In relation to this, it is impor-
tant to mention that the relevance of real time information degrades as the
prediction horizon increases and the utility of historical data becomes more
and more useful [184].



3

Time series data mining

In recent years, the increase in data collecting devices has generated a new type
of database where each instance consists of an entire time series. The main
characteristics of this type of data are its high dimensionality, its dynamism,
its auto-correlation and its noisy nature [67], all of which complicate the study
and pattern extraction to a large extent. In view of this, many researchers have
focused on finding new methods of analysis and on adapting the existing data
mining algorithms to obtain useful information from these databases. This
has resulted in the creation of a separate area of research denominated time
series data mining.

As stated in the introduction, in this dissertation we will work on two
contributions to time series data mining departing from the problem of travel
time modeling. But, for this, it is important to first introduce some essential
aspects about time series data mining. As such, in this chapter we present
some basic concepts and notations regarding time series data mining, and
we introduce the problems of time series clustering and classification, which
will appear throughout the dissertation, defining them in detail and providing
some natural application scenarios.

Additionally, many time series data mining tasks require the selection of a
measure that will quantify the similarity or dissimilarity between time series.
Accordingly, in the past few years a vast number of distance measures specific
for time series have been proposed by the research community. In this chapter,
we introduce a set of popular time series similarity measures that will be used
in the different contributions contained in this document.

3.1 Time series data mining

With the proliferation of data collecting devices and sensors, much of the data
that is collected nowadays is of temporal nature. However, as shown in the
following definitions, there are different types of temporal data:



16 3 Time series data mining

Definition 1. A time series is an ordered sequence of pairs (timestamp,
value) of fixed length N :

TS = {(ti, xi), i = 1, ..., N} (3.1)

where we assume that the timestamps (ti) take positive and ascending real
values. The values of the time series (xi) may be univariate or multivariate
and can take real or discrete values.

In this dissertation we will mainly focus on univariate time series that take
real values.

Definition 2. A data stream is an ordered sequences of pairs (timestamp,
value) of unknown and possibly infinite length:

S = {(ti, xi), i = 1, 2, 3, ...} (3.2)

where, once again, we assume that the timestamps (ti) take positive and as-
cending real values.

Definition 3. A database of time series is an unordered collection of time
series.

The time series contained in a time series database can all be of the same
length, or can have different lengths.

As with other types of data, researchers have focused on trying to extract
useful information from all these types of temporal data, and this has resulted
in a specific area of research denominated time series mining. Although the
most popular objective in time series data mining is forecasting future values
of time series, other tasks such as time series representation, query by content,
classification, clustering, segmentation, etc. have also become very popular in
the past few years [64, 67]. In this dissertation, we will mainly focus on time
series clustering and classification.

3.1.1 Time series classification

Time series classification (see Figure 3.1) is a supervised data mining task
where, given a training set of time series TS = {TS1, TS2, ..., TSn} and their
respective class labels C = {C1, C2, ..., Cn}, the objective is to build a classifier
that is able to predict the class label of any new time series as accurately as
possible [236, 237].

There are many application scenarios that naturally adapt to the super-
vised classification of time series. Some examples are using electrocardiogra-
phy (ECG) data to predict if a patient has heart disease or not, or detecting
money laundering by analyzing transaction sequences in a bank [236].

Based on the utility of the task, there have been many proposals in the
literature to solve it, and common classifiers such as support vector machines,
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C1

C2

C3

C2

C3

C1

LEARNING

ALGORITHM

CLASSIFIER? C2

TRAINING SET

NEW TIME SERIES PREDICTED CLASS

Fig. 3.1. Time series classification.

neural networks, Bayesian classifiers or decision trees have been applied [64].
However, the basic 1NN classifier combined with some specific time series
distance measures, such as Dynamic Time Warping, which will be introduced
in the following section, has proved to be particularly difficult to beat [228].

3.1.2 Time series clustering

Time series clustering (see Figure 3.2) is an unsupervised data mining task
where, given a dataset of time series TS = {TS1, TS2, ..., TSn}, the objective
is to find homogeneous and natural underlying groups in the dataset. The aim
is thus to divide the dataset into a set of groups that maximize the within-
group object similarity and minimize the between-group object similarity [64].

This time series data mining task is useful when no labeled data is avail-
able. As such, it has been previously used for market segmentation in energy

CLUSTERING

ALGORITHM

Fig. 3.2. Time series clustering.
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consumption series, for grouping temperature series, to find patterns in gene
representation databases, and in many other application scenarios [124].

As stated by Liao [124], there are three crucial aspects to be taken into
account when clustering a time series database. First, time series clustering
typically requires the definition of a distance measure that will quantify the
similarity between the different time series. The selection of a suitable distance
measure is a critical step, which will be studied more in depth in Chapter 6.
Secondly, a clustering algorithm must be selected. In essence, any common
clustering algorithm could be used for time series clustering, but the specific
characteristics of the data should be taken into account when choosing one
over another. Finally, an adequate evaluation measure will enable us to choose
between different clustering solutions, and should be selected depending on
the information and objective at hand [225].

3.2 Time series distance measures

As mentioned initially, many time series mining tasks, such as clustering and
classification, typically require the definition of a distance measure. Based on
the particular characteristics of temporal data, in the past few years, the sci-
entific community has published a vast portfolio of specific distance measures
to work with time series [228].

As can be seen in Figure 3.3, these distance measures can be divided into
5 distinct groups based on [64] and the vignette of the TSclust package of
R [141]. Shape-based distances are based on comparing the raw values of the
series, edit-based distances are adaptations of the edit distance to numerical
series and feature-based distances are based on comparing certain features
extracted from the series. Next, structure-based distances include (i) model-
based approaches, where a model is fit to each series and then the comparison
is made between models, and (ii) complexity-based approaches, where the
similarity between two series is measured based on the quantity of shared
information. Finally, prediction-based distances are based on the similarity of
the forecasts obtained from different time series.

Model-based 

distances

Complexity-based 

distances

Fig. 3.3. Taxonomy of time series distance measures.



3.2 Time series distance measures 19

In this document we will explain five distance measures in more detail,
because they will be used in the different contributions of the dissertation.
These distance measures have been chosen due to their different character-
istics and because they appear frequently in recent reviews. The interested
reader can find additional information about other measures in [64, 124, 228].
Moreover, the implementation of over 20 distance measures is made available
through the TSdist package [142], created as part of this thesis, and which is
explained in more detail in Appendix B.

3.2.1 Euclidean distance

Euclidean distance (ED) is a shape based measure and one of the most com-
mon measures applied in data mining. Consequently, many researchers have
directly extended its use to time series. As with other types of data, given two
time series X = {x0, x1, ..., xN−1} and Y = {y0, y1, ..., yN−1}, the ED between
them is calculated as follows:

ED(X,Y ) =

√√√√N−1∑
i=0

(xi − yi)2 (3.3)

Although ED has been widely used in many application fields, various
researchers have pointed out that it is not always an adequate measure for
time series [228]. First, it is only able to deal with series of equal length.
Moreover, ED is highly susceptible to noise and outliers, which are common
in temporal sequences. Finally, it is based on the comparison between points
collected at the same time interval and, as shown in Figure 3.4, time series
frequently suffer transformations in the time axis while still maintaining a
similar shape.

Time Series X

Time Series Y

(a) Locally warped time series.

Time Series X

Time Series Y

(b) Shifted time series.

Fig. 3.4. Temporal transformations in time series.
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3.2.2 Dynamic Time Warping

In order to overcome the inconveniences of rigid distances such as ED, many
other shape based similarity measures have been specifically designed for time
series data. Among them the most popular is probably Dynamic Time Warp-
ing (DTW) [10]. This distance is able to deal with transformations such as
local warping and shifting and, furthermore, it allows the comparison between
series of different length.

As shown in Figure 3.5a, the objective of this distance is to find the
optimal alignment between two series X = {x0, x1, ..., xN−1} and Y =
{y0, y1, ..., yM−1}, by searching for the minimal path in a distance matrix
(D) that defines a mapping between them. Each entry of the matrix D is
defined by the ED between a pair of points (xi, yj).

This optimization problem is subject to three restrictions [124]. The
boundary condition forces the path to start in position D(0, 0) and to end in
D(N − 1,M − 1). The continuity condition restricts the step size, forcing the
path to continue through one of the adjacent cells. Finally, the monotonicity
condition forbids the path to move backwards in the positions of the matrix.
Based on this, the problem is reduced to solving the following recurrence:

d(xi, yj)

0 N − 1

0
M
−

1

X

Y

(a)

0 N − 1

0
M
−

1

X

Y

(b)

Fig. 3.5. Illustration of basic DTW calculation, and the restricted version with a
Sakoe-Chiba windowing.
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DTW (X,Y ) =



0 if M − 1 = N − 1 = 0

if M − 1 = 0
inf or

N − 1 = 0

d(x0, y0) +min{DTW (Rest(X), Rest(Y )),
DTW (Rest(X), Y ), DTW (X,Rest(Y ))} otherwise

(3.4)

where d is the ED and, beingX = {x0, x1, ..., xN−1} and Y = {y0, y1, ..., yM−1},
Rest(X) and Rest(Y ) are defined as {x1, ..., xN−1} and {y1, ..., yM−1}. This
recurrence is typically solved by using dynamic programming.

Additionally, it must be noted that it is quite common to add an extra
temporal constraint to DTW by limiting the number of vertical or horizon-
tal steps that the path can take consecutively. As the simplest example, the
classical Sakoe-Chiba band [183] places a symmetric band around the main
diagonal and forces the path to stay inside this band (see Figure 3.5b). This
adjustment avoids the matching of points that are very far from each other in
time and, in addition, it reduces the computation cost [228].

3.2.3 Edit Distance for Real Sequences

Edit distance was initially presented to calculate the similarity between two
sequences of strings and is based on the idea of counting the minimum number
of edit operations (delete, insert and replace) that are necessary to transform
one sequence into the other.

The problem of working with real numbers is that it is difficult to find exact
matching points in two different sequences and, therefore, the edit distance
is not directly applicable. Different adaptations have been proposed in the
literature and the Edit Distance for Real Sequences is one of the most common.

By using the delete and insert operations, all these distances are able to
work with series of different length.

Specifically in EDR, in order to adapt it to numerical values, the distance
between the points in the time series is reduced to 0 or 1 [28]. If two points xi
and yj are closer to each other in the absolute sense than a user specified ε,
they will be considered equal. On the contrary, if they are farther apart, they
will be considered distinct and the distance between them will be considered
1.

As an additional property, EDR permits gaps or unmatched regions in the
database but it penalizes them with a value equal to their length. All this
summarizes into the following recursion that is converted into an iteration by
means of dynamic programming as in the previous case:
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EDR(X,Y ) =


N if M − 1 = 0

M if N − 1 = 0

min{EDR(Rest(X), Rest(Y )) + dedr(x0, y0),
EDR(Rest(X), Y ) + 1, EDR(X,Rest(Y )) + 1} , otherwise

(3.5)

where dedr represents the distance between two points in the series and takes
a value of 0 or 1, as explained above.

Finally, as with DTW, a Sakoe-Chiba windowing may be added to the EDR
distance in order to avoid excessive computational burden and pathological
matching.

3.2.4 Fourier Coefficients based distance

As its name indicates, the similarity calculation in this case is based on com-
paring the Discrete Fourier Transform coefficients of the series. As such, this
distance measure can be categorized among the feature based distance mea-
sures.

It is important to note that the Fourier coefficients are complex numbers
that can be expressed as Xf = af + bf i. In the case of real sequences such
as time series, the Discrete Fourier Transform is symmetric and therefore it
is sufficient to study the first N

2 + 1 coefficients. Furthermore, it is commonly
considered that, for many time series, most of the information is kept in their
first n Fourier Coefficients, where n < N

2 + 1 [3].
Based on all this information, the distance between two time series X and

Y with Fourier Coefficients {(a0, b0), ..., (aN
2
, bN

2
)} and {(a′0, b′0), ..., (a′N

2

, b′N
2

)}
is given by the ED between the first n coefficients:

F (X,Y ) =

√√√√ n∑
i=0

((ai − a′i)2 + (bi − b′i)2) (3.6)

3.2.5 TQuest distance

TQuest was presented by Aß falg et al. [5] and is classified as a feature based
distance in [64]. In this manner, instead of comparing the raw values of the
series, it studies the similarity of a set of features extracted from them.

As can be seen in Figure 3.6, the idea is to define the set of time intervals
in a time series that fulfill the following conditions:

1. All the values that the time series takes during these time intervals must
be strictly above a user specified threshold τ .

2. They are the largest possible intervals that satisfy the previous condition.
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t1 t2 t3t4t5t6 t7 t8t9t10

τ

S(X, τ) = {(t1, t2), (t3, t4), (t5, t6), (t7, t8), (t9, t10)}

Fig. 3.6. Time series representation method used by the TQuest distance.

The distance between two time series X and Y that are represented by
the interval sets S(X, τ) and S(Y, τ) is defined as follows:

TQuest(X,Y ) =
1

|S(X, τ)|
∑

s∈S(X,τ)

min
t∈S(Y,τ)

d(s, s′)+

1

|S(Y, τ)|
∑

s′∈S(Y,τ)

min
s∈S(X,τ)

d(s′, s)

(3.7)

where the distance between two intervals s = (sl, su) and s′ = (s′l, s
′
u) is

calculated as:

d(s, s′) =
√

(sl − s′l)2 + (su − s′u)2 (3.8)
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Contributions to travel time modeling: a
taxonomy and analysis of the state-of-the-art
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A review of travel time estimation and
forecasting for Advanced Traveler Information
Systems

As commented in Chapter 2, both the estimation and prediction of travel time
are very useful for ATIS, and have been extensively studied in the literature.
Furthermore, as stated on more than one occasion, these two modeling prob-
lems are the starting point of this dissertation. In this context, the aim of this
chapter is to provide a comprehensive review on these two topics, building a
complete background analysis of the available models and algorithms.

The remainder of this chapter is organized as follows. In Sections 4.1 and
4.2, extensive categorizations of the methodologies used in the literature for
travel time estimation and prediction will be described, respectively. Once this
has been introduced, the evaluation and validation of the resulting models is
analyzed in Section 4.3. Finally, a discussion on the topic will be presented in
Section 4.4 that will lead to a set of possible future research lines shown in
Section 4.5.

4.1 Travel time estimation models

Recall that estimation algorithms calculate travel times of trajectories that
have already ended, using data captured during the trip. In this context and,
as explained in Section 2.2, estimation models strongly depend on the charac-
teristics and modality of the available data. Since each type of traffic sensor
provides different traffic information, it is convenient to classify the estimation
methods depending on the source of data used in their construction.

4.1.1 Travel time estimation from point detectors

For many years, double or single inductive loops have been the most widely
used traffic sensors [193] and therefore the vast majority of the travel time
estimation algorithms from point detectors are based on them. However, most
of the algorithms that will be presented next could be used equivalently with
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point detectors other than inductive loops, because the type of data they
require can also be collected from other types of point detectors [114].

4.1.1.1 Single loop detectors

As explained in Section 2.1.1, single loop detectors are only able to capture
traffic flow and the occupancy of the detector. The few existing travel time es-
timation approaches using data from single loop detectors can be divided into
three main classes: traffic theory based, data based and hybrid methodologies.

The first class of techniques apply relations between traffic variables, ob-
tained from traffic flow theory, to extract travel time values from flow data
[23, 24, 25, 129, 145, 150, 223, 251]. These estimation methods are essentially
based on flow conservation and propagation principles [13, 24], but they use
different approaches to traffic dynamics and diverse traffic theory identities.

On the contrary, in data based methods, equations from traffic theory
are ignored and diverse statistical and machine learning methods are used
to create new structures that relate flow, occupancy and travel time using
the data as a baseline. Some of the most recurrent and successful data based
models are the artificial neural networks. These models are inspired by the
structure and functional aspects of the biological networks that neurons form
in the brain and are able to construct complex non-linear relations between the
input and the output variables. A wide variety of different neural structures
have been proposed from fuzzy neural networks [153] to multilayer perceptron,
radial basis and probabilistic networks [100]. Other data based models are
polynomial regression models, which have been reviewed in [188], time series
modeling techniques such as cross correlation functions [48] and a stochastic
regression model that assumes that the travel times of vehicles arriving at a
detector at a given time interval follow the same probability distribution [161].

As a special case, an hybrid method for travel time estimation is pre-
sented by Dailey [49] where traffic flow formulas are incorporated into a data
based state space model in order to obtain spot speed measurements from
occupancy and flow values. In a second step, the spot speeds are converted
into travel time estimates by assuming a linear behavior of the speed between
detectors and using a theoretical relation between speed and travel time.

It must be noted that, apart from Dailey [49], many other researchers
have focused their attention on imitating double loop detectors by estimating
point speed using data from single loop detectors. Unlike Dailey [49], most of
these authors only focus on obtaining spot speed estimations and, since travel
time is the topic of interest in this case, these studies will not be included in
this review. However, they can be helpful if used in combination with other
estimation methods and should not be dismissed.

A summary of all the methodologies presented in this section is presented
in Table 4.1, including the advantages and disadvantages of each of the pro-
posals.
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Table 4.1. Travel Time Estimation Methods with Single Loop Detectors
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4.1.1.2 Double loop detectors

Double loop detectors are able to capture flow, occupancy and speed at the
point where the detector is situated. Contrary to space mean speed, which
is an area wide variable, the speed captured by double loop detectors is only
valid for a specific point, and it is not reliable to assume that it can represent
the whole study site [46, 190]. Because of this, very different approaches have
been proposed to extend the data to the whole target site and provide accurate
travel time estimations. A summary of all the methodologies for travel time
estimation from double loop detector data is provided in Table 4.2.

The first and most common approaches are denominated trajectory
methods. As explained in Section 2.1.2, when modeling travel time, the road
is usually divided into smaller links and, normally, each link is defined as the
road length between two detectors. The detector at the beginning of the link is
called the upstream detector, while the one at the end of the link is the down-
stream detector. With this configuration, the main goal of trajectory methods
is to estimate the travel time for each link by somehow extending the point
speed collected by the loop detectors to the whole road section. Once this is
done, the travel time for longer routes is obtained by summing the traversing
times of the links that constitute the trajectory.

The most simple way to extend the point speed measurements to a whole
link is by using piece-wise constant methods, where the mean speed cap-
tured in one of the sensors that delimits the link will directly represent the
entire link [13, 192, 221]. Other approaches combine speeds from both up-
stream and downstream detectors or even use speeds from neighboring links
[46, 185, 192, 200, 221]. All these interpolation methods are widely used and
present similar good performances in free flow conditions [192]. However, they
demand a dense spacing of the detectors, typically one detector every 500
meters [210], and generally, they do not provide good enough solutions in
congested situations. Furthermore, missing and erroneous data are common
when using loop detectors and data filling and cleansing methods should be
considered in order to obtain higher accuracy values [185].

In order to better capture the traffic dynamics in varying or congested sit-
uations, some authors apply traffic theory methods [42, 104, 119, 215, 251]
to estimate travel time from double loop detectors. These models are essen-
tially based on kinematic wave theory and, reconstruct vehicle trajectories by
studying the propagation of traffic and queues in different situations.

Apart from these studies, there has been some interest in trying to use
double loop detectors as if they were interval detectors by using vehicle re-
identification, which attempts to find a signature that uniquely identifies
each vehicle at two consecutive detectors. As opposed to interval detectors
such as AVI detectors, it is not so easy to uniquely identify vehicles using
data from loop detectors. However, various techniques have been developed
with this objective based on using vehicle lengths [41, 43], vehicle inductance
values [2, 147, 198] or vehicle clusters, also called platoons [131].
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Table 4.2. Travel Time Estimation Methods with Double Loop Detectors
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This re-identification approach has some advantages compared to AVI in-
terval detection [147]. First, the identification of the vehicles is anonymous and
does not invade the privacy of the drivers. Second, there is no need for active
population participation since all vehicles can be identified with the loop de-
tectors and no special device has to be installed in the vehicles. Furthermore,
some of these methods can also be applied with more basic detectors such as
single loop detectors. Finally, these systems have more capacity to detect in-
cidents, because not only travel time is observable but also spot speeds which
give additional information. However, double loop detectors usually only pro-
vide aggregates of speed, flow and volume and since individual vehicle data
may not be available, these contributions are not very popular for real world
applications [193, 223].

Finally, less common approaches for travel time estimation from double
loop detectors are data based methods based on statistical and machine
learning models, such as simple Bayesian estimators, feed forward neural net-
works [159] and Markov chains [243].

4.1.2 Travel time estimation with interval detectors

Interval detectors are more recent than point detectors, and in the past few
years research on the use of these sensors has flourished considerably. The
reason is that interval detectors provide travel time data directly and offer
more possibilities for ATIS.

4.1.2.1 Probe vehicles

Probe vehicles equipped with GPS systems and/or cell-phones are able to
collect position, speed and time stamp data every few seconds [122, 246]. This
introduces a wide range of new possibilities into travel time or space mean
speed estimation. Probe vehicles are theoretically able to provide all the data
needed to calculate the space mean speed because the vehicles can be tracked
at all times. However, in real situations the use of this type of detector entails
a couple of practical inconveniences that complicate the estimation of travel
time. The most important is that, it is usually impossible to track all the
vehicles in a traffic network and therefore the formula for space mean speed
can not be directly calculated in most cases. This problem has been partly
alleviated with the use of taxi or bus fleets [59, 164] and with the advance
and popularization of wireless communication systems and smartphones [7,
246]. However, having access to a probe vehicle sample which is small and
not representative of the whole population is still quite common. Given this
situation, in the past few years, a series of methods, whose main objective is
to estimate travel time using data from a insufficient or sparse probe vehicle
sample, have been published.

To begin with, a few different statistical approaches have been pro-
posed. The most simple approximation is a weighted average that combines
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real time and historical data [164]. A slightly more complex model is pre-
sented by El Esawey and Sayed [59], where a Bayesian conjugate scheme is
used with the same purpose. Finally, in [98], a complex statistical regression
model is proposed that makes use of the correlations between links in order
to generalize the low frequency GPS probe vehicle data.

Besides statistical methods, another approximation is the use of fuzzy
logic [116, 122], that is an extension of regular set theory, in which each
element is associated to a fuzzy set with a degree of membership. The objective
is to assign the individual trajectories of probe vehicles to different fuzzy
driving patterns and fuzzy traffic situations and to derive the mean travel
time of the whole population from this information.

Finally, different probabilistic graphical models such as Markov chains
[169] and Dynamic Bayesian Networks [88, 89] have been built from probe
vehicle data, in order to model the spatial and/or temporal evolution of several
traffic variables or parameters and obtain the probability distribution of travel
time from this information.

It must be said that although the number of studies that use probe vehicles
is still quite limited, the popularization of GPS enabled devices and smart
phones promises an increasing interest in this type of models. In this line
another factor that should be taken into account when working with this type
of devices, apart from the sample size, is the noise that could accompany the
measurements obtained from them due to the small sample sizes, loss of signal,
positioning errors, etc. [7, 246].

4.1.2.2 AVI detectors

Another type of interval detector that has gained popularity in the past few
years is the AVI detector. We recall that these detectors identify the vehicles
at the beginning and end of the study section and infer travel time values
from this data. Some of these detectors, such as license plate matching video
cameras or closed toll highways, are able to collect the travel times of all
the vehicles that travel in the surveilled section. However, in many cases,
the detectors only capture the travel times of a sample of the whole traffic
population which is not always sufficiently large.

In this second case, for example when using electronic toll collection tags
or roadside beacons, directly calculating the average of the observed travel
times is not always a good solution because the sample might not represent
the whole population adequately. In this case, some authors propose more
suitable statistical methods that combine current and historical data in
different manners [132, 143, 201, 202].

Additionally, even when the sample of detected vehicles is big enough,
when using data from AVI detectors, unlike with GPS enabled vehicles, a
problem arises. This obstacle is the difficulty in differentiating noisy and un-
usual data from valid data. Extremely short and long observations should
be removed from the data base to obtain more reliable estimations, but the
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identification of non-valid data is not always immediate [152]. Because of this,
some effort is put into filtering invalid registers such as travel times of vehicles
that stop midway, duplicate entries, and observations of vehicles that travel
faster than permitted [54, 55, 132, 152, 193, 195, 202].

4.1.3 Estimation with fusion of different data sources

Most of the studies in the literature use only one kind of detector data as
input to the model. However, lately, fusion of different types of sensors has
been introduced into the travel time estimation field to increase reliability of
travel time estimates [35] and to reduce sensing costs [62].

Although in the literature the term ’data fusion’ is used with various mean-
ings, we will focus on data fusion from different types of traffic sensors, also
denominated multi-sensor fusion.

We will distinguish between two distinct types of fusion algorithms. The
first type directly accepts input data from different sources and constructs a
unique estimation model. The second type of fusion consists in constructing
an estimation model for each data source by using one of the methods pre-
sented in the previous sections and, finally fusing these estimates by different
techniques. A graphical example of these two fusion methodologies can be
seen in Figure 4.1.

In the first type of fusion, the direct fusion of data from different sources
(Figure 4.1, Approach 1), methodologies such as neural networks, state space
models or traffic theory based models are proposed in the travel time estima-
tion literature.

Cheu et al. [32], Liang and Ling-Xiang [123] and Bachmann [6], present sev-
eral feed forward neural networks with some of the input nodes corresponding
to data from loop detectors and the remainder of input nodes corresponding
to data obtained from probe vehicles.
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Another way of fusing data from different sensors is using state space
models. These models consist of two equations that describe the evolution of
a non-observable state variable and are widely used for time series estima-
tion and prediction. The state equation defines the theoretical evolution of
the system while the measurement equation defines the relation between the
observations and the true non-observable state. Kalman filters are recursive
methods that are widely used to solve these dynamic state space models and
different variations of these filters exist depending on the linearity of the equa-
tions involved. In the travel time estimation literature, three different types
of state space solutions are proposed that accept inputs from different sensors
[6, 37, 146].

Finally, models based on traffic theory are not so common when the data
is provided by different sources, because it is not easy to find models that
accept inputs from various sensors [39]. However, some isolated cases can be
seen in [140], where shock wave theory is used to better estimate travel time
in an urban stretch from AVI cameras and probe vehicle data; in [85], where
a g-factor approach is used to combine data from single and double loop de-
tectors and in [39], where the Moskowitz formula from kinematic wave theory
is applied fusing data from loop detectors and GPS provided cell phones.

The second type of fusion algorithms estimate travel time separately
for each available sensor and then fuse these estimations using linear combi-
nations, Bayesian theory, evidential theory, fuzzy theory or historical and real
time profiles (Figure 4.1, Approach 2).

One of the first proposals for this type of fusion was presented in the AD-
VANCE project by Boyce et al. [14]. In this work, 5000 probe vehicles were
used to construct default historical profiles by using an asymmetric network
equilibrium model. In the cases where the actual traffic state deviated signifi-
cantly from the historical profiles, the travel time estimations are updated by
data obtained from single loop detectors in real time.

Another way to combine estimations from different sensors is by weighted
linear combination or weighted average. The weights can be calculated in
different manners, but they are usually built by measuring the reliability of
the estimations from each individual source and giving more weight to the
most reliable sources. Some ideas for calculating these weights are proposed
by Bachmann [6], Choi [35] and Choi and Chung [36].

Bayesian theory is also a common technique for this first type of fusion.
The credibility of each source is measured by using probabilistic functions
and based on these values, a final travel time estimation value is obtained by
using the simple Bayes Rule. This technique has been used by Soriguera and
Robusté [191] in order to fuse several different travel time estimation values
extracted from loop detector and toll ticket data.

In relation to this, another methodology that is often used for fusion of es-
timators is evidential theory or Dempster-Shafer theory, and several attempts
to apply this theory to estimation of travel time can be seen in [60, 61, 189].
Evidential theory is a generalization of Bayesian probability theory and it
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permits the treatment of ignorance, which is not contemplated in Bayesian
theory. Each of the possible discrete states or combination of states is as-
signed a credibility measure on the basis of a belief function (mi), defined
differently for each source i and that indicates the credibility or degree of
trust that the source has for each possible output. Different methods have
been proposed to calculate these mass functions in [60, 61, 189] and once this
is done, Dempster-Shafer theory provides a simple formula that permits the
fusion of two sources of information based on the orthogonal sum of the belief
functions.

A last typical approach in data fusion is the use of fuzzy set theory which
allows the introduction of vagueness into the model [105]. However, in travel
time estimation, this methodology seems to be used only by Soriguera et al.
[189].

4.2 Travel time prediction models

As defined in Chapter 2, in travel time prediction algorithms, the objective
is to use the current and past traffic and contextual data to forecast the
travel time in future time intervals [13]. Because of its utility for travelers,
the prediction of this traffic variable has become a very recurrent topic in the
literature of intelligent transportation systems and a vast portfolio of different
methods has been presented with this objective [217].

Estimation methods presented in the previous section are more dependent
on the specific characteristics of each data source and because of this, the
classification has been given based on data sources. However, the data source
or typology of the input data is not so relevant in prediction methods, be-
cause the data can be translated from one format to another using estimation
methods. Because of this, it is interesting to categorize the prediction methods
based on the type of model applied and not on the data source. A taxonomy of
these methods is schematically represented in Figure 4.2 and will be developed
in the next sections.
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Fig. 4.2. Travel Time Prediction Models Taxonomy
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4.2.1 Naive models

As the name indicates, these are the most simple and ad hoc travel time pre-
diction methods. They do not need any training or estimation of parameters
and are very fast. Nevertheless, they make some very restrictive assumptions
that are not fulfilled in many situations [219]. They are mainly used in com-
mercial ATIS because of their simplicity [87, 143, 195] but in the scientific
literature they are usually only used as a baseline for comparison with other
more complex methods. These methods are divided into instantaneous, his-
torical and hybrid methods, and a summary including their advantages and
drawbacks is available in Table 4.3.

4.2.1.1 Instantaneous predictors

These models assume that the traffic conditions, and therefore travel time, will
remain constant indefinitely [217]. Based on this, the idea of instantaneous
predictors is to simply output the most up-to-date travel time estimation
available.

The assumption that the traffic state will not suffer any changes becomes
weaker as the prediction time horizon increases and, therefore, these models
are not reliable in most situations [184]. Because of this, instantaneous pre-
dictors provide an adequate comparison baseline, and any new travel time
prediction method, in order to be considered, should be able to obtain better
results.

4.2.1.2 Historical predictors

These models assume that the travel time at a certain time interval is very
similar to the travel times collected at the same time in the past. The most
common is to simply average all the historical travel times collected in the
given time interval [184]. Slightly more complex methods reduce the historical
set by filtering by weekday, month or other characteristics [87, 232] or weight
the historical average according to the similarity of the current situation with
the historical profile [87].

These methods depend greatly on the similarity in traffic conditions be-
tween current and past days and this does not always occur, especially in
non-recurrent congestion situations. However, historical estimators are gener-
ally more accurate for long term prediction than the instantaneous predictors
[184].

4.2.1.3 Hybrid methods

This type of model combines historical and instantaneous methods in a simple
way and with no need for parameter estimation.
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Table 4.3. Naive Travel Time Prediction Methods
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A first example is the weighted average between an instantaneous and
a historical predictor presented by Wunderlich et al. [233], where the weights
are pre-specified by the researcher. A second approach is proposed by Schmitt
and Jula [184] who applies a switch model between the two naive predictors.
The instantaneous predictor is applied for short-term prediction while the
historical predictor is used for longer term prediction.

4.2.2 Traffic theory based models

Traffic theory based approaches usually focus on recreating the traffic con-
ditions in the future time intervals and then deriving travel times from the
predicted traffic state and variables values [219]. The most recurrent models
are simulation tools which can be divided into three main categories: macro-
scopic, microscopic and mesoscopic simulation [217]. Moreover, apart from
simulation models, there are some other methods that must be taken into
account: delay formulas and queue theory.

Traffic theory based models are very advantageous for ATMS and ATIS
because they give very detailed information about the location and causes of
delays on a road network, and they provide useful means for decision making
[217]. Furthermore, they allow the representation of crucial components in
traffic modeling such as traffic lights, intersections, lanes etc.

The main drawback of these models is that the traffic condition or traffic
flow that they recreate must be very similar to the real traffic situation in or-
der to obtain accurate travel time predictions. However, this is fairly difficult
in general cases, considering that simulation models are based on simplifica-
tions of the real situation and are limited to a restricted number of variables
and possibilities. Furthermore, these methods are in general computationally
very intensive and a high knowledge of traffic theory is necessary for their
application. More specific information about each type of traffic theory based
method can be looked up in Table 4.4.

4.2.2.1 Macroscopic simulation models

The models apply equations from fluid flow theory to model the traffic by
simulating aggregated traffic variables such as flow, density and mean speed
in the future time intervals. There are many equations and general relations
between traffic variables that can be used for macroscopic simulation and
they are categorized based on the order of the mathematical equation. These
models do not generally output travel time values and therefore, these will
have to be inferred using estimation methods such as the ones presented in
Section 4.1.

An example of a macroscopic simulator software is METANET [154]. More-
over, some other applications of macroscopic models to travel time prediction
can be seen in [19, 47]. However, it must be said that this type of model is not
frequently used in ATIS and they are not useful in some cases such as urban
traffic prediction.
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4.2.2.2 Microscopic simulation models

There are different ways to represent the distribution of traffic in a traffic net-
work. Two typical ways are Origin-Destination (O-D) matrices, which repre-
sent the traffic flow from every possible origin to every destination, or turning
volumes that represent the percentage of the traffic that turns in each direction
in an intersection. Microscopic models take predictions of these O-D matrices
or turning volumes as input and simulate trajectories of individual vehicles
in the future time intervals, taking into account factors such as interactions
between vehicles, driver behavior, lane changing, etc. [219].

Some of the models used in microscopic simulation are car-following
models [15] and cellular automaton models [144]. The first are time con-
tinuous ordinary differential equations which represent the behavior and tra-
jectory of each vehicle depending on the vehicle in front. On the contrary, the
second are simpler models that discretize the time and study road into small
cells and move the vehicles along the cells by following some predefined rules
for lane-changing and acceleration, among other factors.

As opposed to the macroscopic models, in these cases, travel times can be
derived directly [219] but there is an additional task of predicting O-D matrices
or turning volumes. Some microscopic simulation softwares are CORSIM [77],
PARAMICS [20], and INTEGRATION [214] and some examples of their use
for travel time prediction for ATIS systems can be seen in [128, 138].

4.2.2.3 Mesoscopic simulation models

These models combine the features of microscopic and macroscopic simula-
tions models. They simulate individual vehicles, but describe their behavior
and interactions based on general macroscopic relationships [217]. They are
mostly used in cases of large networks where the microscopic simulation is
infeasible.

Some examples of mesoscopic simulators are CONTRAM [203], which
groups the vehicles into platoons and assigns the same behavior to the whole
platoon, DynaMIT [9], which divides the road into cells and assigns a behavior
to each cell and DynaSMART [97], where the vehicles are represented individ-
ually but the speed in each link is determined by a macroscopic speed-density
function. Similar to other simulation models, mesoscopic models are mainly
used for evaluation purposes and traffic management, however, they can also
be useful for travel time prediction for ATIS systems. Some examples of this
latter purpose can be seen in [92, 155].

4.2.2.4 Delay formulas and queuing theory

To finish with traffic theory based travel time prediction models, delay formu-
las and queue theory [23, 253] must be mentioned. They are basically estima-
tion methods, but they become predictive methods when the input variables
are predicted values.
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Table 4.4. Traffic Flow Based Travel Time Prediction Methods
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These models are mostly used for delay prediction in urban roads in more
specific situations of congestion or signalized intersections. Because of this,
they must be used in combination with another method that predicts the
cruising time for the rest of the link [127]. They are widely used for opti-
mization of signal timing and traffic management in general [56], but are also
useful to obtain predictive values for ATIS, especially in the case of urban
sites [253].

4.2.3 Data based models

In data based models, the function that relates the explicative variables with
the target variable (f) is not obtained from traffic theory identities and rela-
tions, but instead, it is determined by the data itself by using statistical and
machine learning techniques [219].

The main advantage of these methods is that expertise in traffic theory is
not required. The downsides are that usually a lot of data is needed, which
is not always available, and that the models are strongly linked to the data
and consequently to a certain study site [219]. Because of this, they are not
always successfully transferable to other sites. An outline of these methods is
presented in Table 4.5.

4.2.3.1 Parametric models

In these models the ensemble of parameters that must be estimated to com-
pletely define f is predefined and set in a finite dimensional space [80]. In the
case of travel time prediction, this means that the structure of f is fully prede-
termined by the researcher but, however, some parameters will be determined
using the data.

The most typical parametric model is linear regression, where the target
variable is a linear function of the explanatory or input variables:

TT (t+ k) = β0 + β1X1 + β2X2 + ...+ βnXn (4.1)

The use of different sets of input variables and diverse techniques to estimate
these parameters (β0, β1, ..., βn) define the different linear regression models.
Some possible input variables are traffic observations from current and past
time intervals [111, 148] or more elaborate inputs such as historical and in-
stantaneous predictors [58]. Adding context information such as the departure
moment, the day of the week and the weather can also be beneficial [111]. In
travel time prediction, the parameter learning techniques can also vary from
the common least squares approach [111, 148] to more complex entropy min-
imization methods [58].

The next type of parametric model is the Bayesian Net. The most sim-
ple example is the Naive Bayes model [115, 248] where it is assumed that the
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explanatory variables are conditionally independent, given the target vari-
able. In some other more complex cases, more elaborate relations between the
variables are found by using the data [22, 95].

A third group of parametric model for travel time prediction consists of
time series models. Among these, the most common are the state space
models that have been mentioned in previous sections and are typically based
on the following equations:

State Equation: TT (t+ 1) = Φ(t)TT (t) + w(t)

Measurement Equation: Y (t) = TT (t) + v(t)

where TT is the hidden travel time variable to predict, Y corresponds to
the travel time observations collected by the traffic sensors, Φ is a dynamic
parameter that can be set using different methodologies and w and v are
white noise errors with zero mean and variances that change with time. When
linearity and normality conditions are fulfilled or assumed, this model can be
solved by using a regular Kalman filter [30, 34, 110, 240]. In addition, some
enhancements to this state space model are presented by Zhu et al. [255] and
Vanajakshi et al. [222], where the travel times of neighboring links are also
taken into account, and by Jula et al. [101], where the historical traffic changes
in the target link are included into the model.

Another type of time series model, which can also be formulated as a
state space model, is the ARMA model, which is a combination of autoregres-
sive (AR) and moving average (MA) models. The general formulation of an
ARMA(p,q) is:

TT (t)−
p∑
i=1

φiTT (t− i) = Z(t) +

q∑
j=1

θjZ(t− j) (4.2)

where the target variable TT (t), in our case travel time at departure time
interval t, is represented as a linear function of this same variable in previous
time intervals (TT (t − 1), ..., TT (t − p)) and a set of white noise variables
(Z(t), ...Z(t− q)). The parameters are represented by (φ1, .., φp, θ1, ..., θq) and
can be estimated using different methods [239, 245]. A couple of modifications
of the ARMA model are presented in [245] and [76]. In the first study, a
generalization of the ARMA model denominated ARIMA that is useful to
deal with non stationary time series is used. Furthermore, a dummy variable
is included into the model to account for incidents and rapidly varying traffic
conditions. In the second one, a seasonal component is added, obtaining a
structure denominated SARIMA.

Finally, more unusual time series methodologies applied to travel time pre-
diction are non-linear time series models [96] and Dynamic Bayesian Networks
[88], which are a subtype of Bayesian Networks specifically designed for time
series.
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4.2.3.2 Non-parametric models

In this case, the structure of the model is not predefined and therefore the
shape of f is also obtained from the data. Consequently the term non-
parametric does not mean that there are no parameters to be estimated, but
on the contrary, it means that the number and typology of the parameters is
unknown a priori and possibly infinite [217].

There are many methodologies for non-parametric regression, and the most
recurrent in the literature of travel time prediction are artificial neural net-
works. Many different types of neural networks have been applied from regu-
lar multilayer feed forward neural networks [106, 111, 120, 148, 156, 230, 245]
to more complex spectral basis neural networks [158], counter propagation net-
works [52], generalized regression networks [100] and recurrent neural networks
[53, 151, 220] and different input variables are used in each case depending
on the availability. The training of the neural networks is commonly carried
out by different variations of the back propagation algorithm [111, 158, 220],
although depending on the network type, other types of techniques might be
preferable [52, 106, 220].

Another option for travel time prediction is using regression trees [111,
148]. In travel time prediction, regression trees are trained by using top-down
iterative methods, where at each iteration a set of new branches of the tree is
created by choosing the explanatory variable that best divides the dataset. The
choice of the explanatory variable and the division thresholds is made by using
a pre-specified criterion, for example the Gini Impurity or the Information
Gain.

A third non-parametric approach that gives very accurate results is the
local regression approach. The main idea of these methods is to choose
a set of historical data instances which have similar characteristics to the
current situation and then obtain the prediction by using a model constructed
with these chosen data points [148]. Different local regression models appear
depending on the type of technique used to select the set of similar historical
points and also depending on the methodology chosen to fit the model [27,
38, 148, 187, 199, 205].

Finally, a few researchers [134, 232, 245] have used Support Vector Re-
gression (SVR) techniques to find travel time in the future. This approach
consists on mapping the input dataset into a higher dimensional space with
the help of a kernel function and finding the flattest linear function that re-
lates these modified input vectors and the target variable with an error smaller
than a predefined ε. This linear function is mapped again into the initial space
to obtain a final non-linear function that is used to predict travel time. Some
of the most common kernel functions used in this case are radial basis kernels
and linear kernels [232, 245].
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Table 4.5. Data Based Travel Time Prediction Methods
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4.2.3.3 Semi-parametric models

This last case is a combination of parametric and non-parametric regression.
The idea is to loosen some of the strong assumptions of the parametric model
to obtain a more flexible structure [180]. In the case of travel time prediction,
semi-parametric models are presented in the form of varying coefficient
regression models [81]. Travel time is defined as a linear function of the
naive historical (Th) and instantaneous predictors (Ti), but the parameters
vary depending on the departure time interval (t) and prediction horizon (∆)
[78, 176, 184, 252]:

TT (t,∆) = α(t,∆)Th + β(t,∆)Ti (4.3)

In this approach, the structure of f is defined as a linear function with re-
spect to Th and Ti, which corresponds to a parametric model. However, the
parameters α and β are defined as smooth functions of departure time and pre-
diction horizon and have previously unknown structures, which corresponds
to non-parametric models.

An enhancement of this method is presented in [93], where a log-linear
regression model with varying coefficient is applied.

4.2.4 Combined and hybrid models

These last models are denominated hybrid or combination models because
they combine several models of the same or different type. The objective is to
enhance the performance of each of the participant models. In this context,
we will define two different types of combinations:

4.2.4.1 Combination in preprocessing and prediction step

This type of combination consists in the consecutive use of two methods. A
first method, generally data based, is applied to pre-process, simplify or group
the input data. Then, a second method is used to obtain the predictive travel
time values.

A first common approach is to use methods such as clustering [117], prin-
cipal component analysis [53, 244] or rough set theory [31] in order to reduce
the number of features and obtain a new and simplified set of input data.
These new input vectors are later introduced in models such as neural net-
works [117] or support vector regression [31] to calculate the predictions.

Another typical procedure is to initially apply clustering methods to iden-
tify different traffic states or situations and then, to build specific
models for each case. As we have already commented in previous sections,
in this dissertation we will take this type of combined models as a starting
point that will lead to the methodological contributions that we present in
Chapters 6 and 7.
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As examples, Zou et al. [256] combine a rule based clustering method
with several neural networks, Yildirimoglu and Geroliminis [244] present a
Gaussian Mixture Model for the clustering task and stochastic congestion map
models and speed profiles to provide the predictions and, finally, Elhenawy
et al. [63] apply a K-means algorithm to cluster the data and a set of genetic
programming algorithms to find the predictive function for each cluster.

4.2.4.2 Combination in prediction step

This second type of combination fuses several methods directly in the predic-
tion step in order to obtain more reliable forecasts.

A first typical example is the use of meta-models. In this case, several
models of the same type are combined by methodologies such as boosting
[121], bagging [134] or Bayesian combination [216, 218]. Some examples for
travel time prediction can be seen with combinations of decision trees [134]
and neural networks [121, 216].

A second strategy is based on the combination of traffic theory mod-
els with data based models. In this line, Liu et al. [126] incorporate queue
theory equations into a data based state space model to capture the dynam-
ics of traffic more adequately. Furthermore, Hofleitner et al. [88] prove that
the inclusion of a theoretical density model, which models the distribution of
probe vehicles in a link, improves the predictions of their data based Dynamic
Bayesian Network. Also, in [89], a Dynamic Bayesian Network is used to es-
timate some parameters of a predictive model based on traffic flow theory.
To finish, in [235] and [57], data based models such as SARIMA time series
models or CART regression trees are combined with macroscopic traffic flow
and queuing theory formulas to predict the travel time in incident situations.

Finally, a third approach is to combine different types of data based
models in the prediction phase. In [242], a neural network is used to fuse the
predictions obtained from an instantaneous naive model, two variations of the
exponential smoothing model and an ARIMA model, with the objective of
obtaining reliable forecasts when data is collected at irregular time intervals.
Li and Chen [118] propose a combination of K-means clustering, decision trees
and neural networks to predict travel time on a freeway with non-recurrent
congestion. Another proposal is to use another data based method in the
training process of a neural network. In [220] and [126] extended Kalman filters
are used to train neural networks. Moreover, in [100] and [254] radial basis
neural networks are used and these neural networks make use of clustering or
other data based methods in the training phase to obtain the centres of the
hidden nodes.
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4.3 Evaluation of travel time estimation and prediction
models

In order to assess the quality and reliability of the travel time models pre-
sented in the previous sections, a complete and thorough evaluation process
is necessary. This process should take into account the effect of the numerous
factors that affect travel time and should provide a complete and quantified
view of the reliability of the model enabling the comparison with other models.

4.3.1 Factors affecting travel time estimation and prediction

There are many factors that affect the reliability or quality of travel time
estimation and prediction models and in this section they will be divided into
two main groups.

The first group of factors will be directly related to the characteristics of
the data. On the one hand, although some travel time modeling methods such
as support vector regression are more robust in the presence of noisy or dirty
data [232], all methods are, to some extent, negatively influenced by bad-
quality data. Consequently, it is very recommendable to apply data cleansing
methods such as low pass filters [111, 251], threshold methods [128], wavelet
transformation methods [247], rough sets [31], outlier detection methods [247],
missing data treatment techniques [128, 185, 199] and other ad hoc filters
[41, 132, 152, 252] before passing to the estimation or prediction step. On the
other hand, aggregation and simplification of the data is commonly applied to
reduce storing costs and computational burden and this leads to an important
information loss if it is not carried out correctly. Consequently, in the past
few years, some researchers such as Bigazzi et al. [12] and Oh et al. [149] have
studied the effect of aggregation in different applications while some others
have aimed to find the optimal aggregation intervals, such as Park et al. [157].

The second group of factors are those related to non-recurrent conges-
tion, which augment travel time variability and complicate and deteriorate
the modeling process, especially in the case of prediction. They include ad-
verse weather conditions, traffic incidents, characteristics of road geometry,
bad road conditions and several other factors that cause variations in the
demand or capacity of traffic flow, which are different to the typical traffic
patterns, and therefore seriously affect the accuracy of the travel time model
[91]. Different studies have focused on measuring the impact of these factors in
travel time or traffic in general, especially the effect of adverse weather condi-
tions [210] and incidents [209]. However, given the unpredictability of many of
these factors and the difficulty in quantifying their impact in real situations,
in part due to the challenge of obtaining significant data, most of the travel
time models do not include their influence and therefore yield bad solutions
in their presence. As such, only a few studies such as [57, 235, 244, 245] are
available that attempt to predict travel time on variable traffic or incident
conditions.
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4.3.2 Performance measures for travel time models used in ATIS
systems

For ATIS systems, a complete and adequate evaluation framework is presented
in [219] where the reliability of a model is assessed in terms of its accuracy,
validity, robustness and adaptiveness. The consideration of all these charac-
teristics implies that an acceptable travel time estimation or prediction model
for ATIS systems should output accurate results, similar to the real values,
while adapting itself and performing robustly in different traffic situations and
in the presence of missing or erroneous data.

However, most of the authors concentrate solely on assessing the accuracy
of the model by using different error measuring statistics, mostly Root Mean
Squared Error (RMSE) and Mean Absolute Percentage Error (MAPE) [217].
These error measures only capture the average error that the methods commit
throughout the study period and are therefore not adequate to evaluate the
robustness of the model in different situations or to assess the effect of the
factors mentioned above.

This evaluation can be slightly improved if the error measuring statistics
are calculated separately for different time periods or even for different traffic
situations. Moreover, the most complete evaluation procedure is the study of
the distribution of the error [109], instead of focusing only on mean values.

4.4 Discussion

As shown throughout the chapter, many models have been published for both
travel time prediction and travel time estimation. However, there is a lack of
complete comparative studies that evaluate the goodness of different models.
Because of this, at the moment, there is not enough information to choose one
best method for travel time estimation or prediction. Moreover, the existence
of such a model is highly questionable and it is more realistic to assume that
each situation and study site probably requires the use of a different type of
method.

In spite of this, based on the results provided by the authors, some infor-
mation concerning the number of studies that use real/simulated data as input
and for evaluation, the frequency in which the authors validate their propos-
als in each type of study site, and the number of studies that compare their
approaches with methods from other categories can be extracted and sum-
marized (see Tables 4.6 and 4.7). In addition, in the case of prediction, the
number of proposals that perform one-step-ahead prediction and those that
forecast multiple steps ahead into the future are compared. It must be noted
that not all publications provide all the information and some fit into more
than one option, so the counts provided in the table do not always coincide
with the total number of publications of each type.
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In the following paragraphs, the results provided in these tables are an-
alyzed and some meaningful conclusions are extracted. Moreover, a series of
general recommendations are given for the selection of one method over an-
other, including some general headings about the accuracy and efficiency of
the methods.

To begin with, it can be concluded that the choice of a specific method is
very closely related to the typology, quantity and quality of the available
data. As can be seen in Table 4.6, this is obvious for estimation methods,
which directly depend on the type of traffic sensor available, but it is also
relevant in the case of prediction. For example, regarding the quantity of
data, statistical and machine learning estimation and prediction methods,
especially non-parametric ones, generally require considerable amounts of data
that might not always be available, especially in urban environments. As a
consequence, their application is mostly centered on short freeway segments.
On the contrary, traffic theory based methods are not so data intensive and
are more frequently applied in urban networks, where data sources are scarcer.

It can also be observed in the table that most of the authors attempt to use
real data to validate their proposals, especially in the case of prediction. Due to
the increase and popularization of the diverse traffic sensors, the acquisition
of real data is usually not a problem in general contexts. In this manner,
simulated data is commonly used for more specific traffic contexts such as
incidents, road works, congestion, urban networks, etc. for which it might
be complicated to obtain a sufficient amount of data. Moreover, simulated
data acquires more relevance in estimation models because of the difficulty in
obtaining ground truth travel time measurements for validation.

In relation to the popularity of the different models, to begin with, it
seems that methods based on traffic flow theory and simulation are more pop-
ular for estimation tasks than for prediction. This is expected because, as
commented in previous sections, many of these methods are essentially esti-
mation models that become predictive when the input variables are forecasted
values. In addition, the computational burden of some traffic flow based mod-
els make them complicated to use for on-line predictive tasks.

In relation to data based models, it can be seen in Tables 4.6 and 4.7
that the most recurrent are artificial neural networks and time series models,
especially state-space formulations. Neural networks are popular because they
are able to find complex non-linear relations between the traffic variables. The
main drawbacks of these methods are the cost and difficulty of their calibration
and training process and their limited interpretability or black box nature. On
the contrary, state space models are more simplistic but are fast and enable
the combination of historical information with real time data. Furthermore,
some more complex versions provide the opportunity to incorporate traffic
flow equations.

To finish with this short overview of the popularity of the methods, we
must say there is a clear uptrend in the use of fusion or combined models
in the past few years. The main reason for this is that these models are the
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Table 4.6. Summary of characteristics of the reviewed travel time estimation meth-
ods.
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Single loop detectors
Traffic theory based models 8 5/6 4/7 -/6 6/1 5
Data based models 5 4/- 4/- 2/2 4/- -
Hybrid models 1 1/- 1/- -/1 1/- -

Double loop detectors
Trajectory methods 5 2/3 2/3 -/5 5/- -
Vehicle re-identification methods 6 5/1 5/1 1/5 5/1 1
Traffic theory based models 4 2/2 2/2 1/3 4/- 2
Data based models 2 2/- 2/- 1/1 2/- -

AVI detectors
Statistical models 4 4/- 4/- 3/1 4/- 3

Probe vehicles
Statistical models 3 2/2 2/2 3/- 2/1 -
Fuzzy logic 2 2/- 2/- -/1 2/- -
Probabilistic graphical models 3 3/1 3/1 3/- 1/2 2

Heterogeneous sources
Type 1 fusion
Neural Networks 3 2/2 2/2 2/1 2/1 2
State-space models 3 1/3 1/3 1/2 3/- 3
Traffic theory based models 3 3/- 3/- 1/2 3/- 2
Type 2 fusion
Weighted linear combination 3 3/2 2/1 -/2 3/- 2
Bayesian theory 1 1/- 1/- -/1 1/0 1
Dempster-Shafer theory 3 3/- 2/- 1/2 3/- 2
Fuzzy logic 1 1/- -/- -/1 1/- 1
Network equilibrium model 1 1/- 1/- 1/- -/1 -

perfect framework to include data from different sources and to take advantage
and combine the strengths of different types of travel time estimation and
prediction methods.

Next, we study the study sites where the different proposals are eval-
uated. It is evident that most travel time prediction and estimation studies
are situated in freeway segments (see Tables 4.6 and 4.7). This is especially
noticeable in the case of data based models, such as linear regression, time
series models or neural networks, which are very popular in the literature but
have generally only been validated in highway sections. The extension to ur-
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Table 4.7. Summary of characteristics of the reviewed travel time prediction meth-
ods.
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Naive methods
Instantaneous 16 16/- 5/11 3/14 14/2 - 16
Historical 16 14/2 6/10 1/13 12/3 X 14
Hybrid 2 1/1 1/1 -/2 1/1 - 1

Traffic theory based models
Macroscopic simulation 2 2/- 2/- 1/2 2/- X 0
Microscopic simulation 2 2/- -/2 2/1 2/- X 0
Mesoscopic simulation 2 2/- 1/1 1/1 -/2 X 1
Delay formulas and Queuing

theory
4 2/2 1/2 2/- 4/- - 1

Data based models
Parametric models
Linear regression 3 2/1 -/3 -/3 2/1 X 2
Bayesian networks 4 1/2 -/4 3/1 1/2 X 1
Time series models 12 10/3 7/5 4/8 10/2 X 4
Non-parametric models
Neural Networks 13 11/1 3/10 4/8 12/- X 6
Regression trees 2 2/- -/2 -/1 2/- X 2
Local regression 6 5/1 -/6 1/4 4/1 - 4
Support vector regression 3 3/- -/3 1/2 2/1 X 3
Semi-parametric models
Varying coefficient models 4 4/- -/4 -/4 4/- - 4

Combined and hybrid models
Combination in preprocessing

and prediction step
Dimensionality reduction 4 4/- 3/1 1/3 4/- X 0
Combination of models for

different situations
3 3/- 1/2 -/3 3/- - 2

Combination in prediction step
Meta-models 4 3/1 1/3 2/1 2/2 X 2
Combination of traffic theory

and data based models
5 5/- 3/2 3/2 3/2 X 4

Combination of data based
models

6 5/1 4/1 3/2 5/- X 3
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ban sites and entire networks is a topic that has gained a lot of interest in
the recent years and is certainly a requirement for future models aimed at
ATIS. In this line, it seems that traffic flow and simulation models together
with delay formulas and queuing theory provide adequate means to model
the complex traffic of urban environments. Based on this, the combination of
data based models with this type of formulas (see Section 4.2.4.2) appears as
a promising future line.

Contextual information is very important for travel time prediction
and this is why many methods include this type of information as input (see
Table 4.7). However, the typology of context information varies from model
to model. Models based on traffic flow generally include information about
the characteristics of the study site such as number of lanes, number and
situation of intersections, situation and cycle length of traffic lights, etc. The
reason is that in order to correctly model the dynamics of traffic flow it is
necessary to have detailed information about the settings of the study site.
On the contrary, data based models normally focus on weather information,
information about incidents, calendar information, etc. and only a few models
include information concerning the characteristics of the study site.

Including information about the characteristics of the study site con-
tributes to more general models that can be transferred to other study sites
more easily. Contrarily, data related to the weather, incidents or calendar is-
sues is valuable to predict recurrent and non-recurrent congestion, and can be
useful to forecast travel time in these situations. Because of this, in our opin-
ion, both types of contextual information should be considered in all model
types in the future.

Another factor studied in Table 4.7 is whether the proposed models fore-
cast one-step-ahead (generally 5 minutes) or if the are able to provide
multi-step predictions. As commented in previous sections, the prediction
horizon varies a lot over models. It can be seen that while some simple meth-
ods such as state space models or instantaneous predictors are more useful for
one step predictions, other methods such as regression trees, neural networks
or local regression methods usually aim at forecasting for longer horizons,
which is more useful for ATIS. In addition, not all authors explicitly declare
the prediction horizon used in their experimentation, which greatly compli-
cates the reproducibility and comparison between methods. In all cases it is
evident that longer prediction horizons lead to lower accuracy values. Further-
more, more than one study supports that real time information is valuable for
short time prediction, but as the horizon increases, the inclusion of historical
data leads to more accurate predictions. Long term prediction is an important
topic for ATIS and therefore, all these factors should be taken into account in
future works.

With regards to accuracy, it is difficult to extract conclusive evidence
from the data provided in most studies. On top of that, no complete com-
parative studies are available. In the few cases where comparisons are made,
only the most simple and naive models are used and researchers do not usu-
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ally compare their methods with other types of state-of-the-art models (see
the last columns of Tables 4.6 and 4.7). Furthermore, the methods are eval-
uated in different traffic contexts and study sites, and there is no standard
validation framework. In this context, accuracy results should be handled and
interpreted with caution. It should be said that this problem would be greatly
alleviated with the publication of a complete comparative study or the cre-
ation of a repository where the authors could upload their algorithms, include
datasets for evaluation and create standard evaluation methodologies, which
are not available at present.

In spite of this, it is clear that for normal traffic situations in highway
environments, where abundant real time traffic information is available, simple
models such as linear regression or naive models in the case of prediction
and trajectory methods in the case of estimation provide good solutions to
model travel time. For more complex situations, such as congested roads,
incident situations or urban contexts, models that are able to model the non-
linear relations between traffic variables are necessary. In this manner, neural
networks, local regression techniques and models based on traffic flow seem to
be the most valuable methods according to various authors. However, many of
these models require a great effort of calibration and parameter selection and
this preliminary step greatly affects the accuracy of the methods. As a last
recommendation, in order to combine the capabilities and strengths of both
simple and complex models, it is interesting to use combination models such
as those presented in Section 4.1.3 and 4.2.4, as they have shown promising
accuracy values in recent works.

Finally, the efficiency issue is another factor to take into account when
choosing one specific technique over another. Generally, this factor is com-
pletely ignored by the authors and is almost never mentioned in the publica-
tions. This makes it impossible to extract any detailed conclusions. However,
we can conclude that models based on traffic theory can be very useful to
describe congested situations or urban traffic in detail but they are generally
complicated and computationally expensive models. Because of this, their
application to entire networks might not be efficient, especially for real-time
estimation or prediction purposes. This is especially noticeable for microscopic
simulation models. Contrarily, the training of data based models, especially
non-parametric ones, is usually computer intensive, but once the model is
constructed, they are very useful to give prediction and estimation values in
an on-line fashion. Nevertheless, many of these models depend on the similar-
ity of the actual traffic situation with historical patterns and, therefore, it is
necessary to re-train the model in a periodic manner to capture the changes
that may occur in the underlying traffic dynamics. Furthermore, in the case of
prediction, many data based models require the training of a separate model
for each prediction horizon. Based on this, when using data based models, it
should not be forgotten that, depending on the quantity of data and the com-
plexity of the models, the training of these models can be highly expensive in
computational terms.
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To sum up, although no complete and objective comparative study is avail-
able, depending on the data resources, the study site and traffic situation we
are dealing with and the efficiency requirements, some methods are more rec-
ommendable than others. Furthermore, hybrid or combination models seem
like an interesting future line because they have reported good accuracy values
and enable the fusion of different types of models, data, etc. Nonetheless, it is
surprising to note that many of the popular and most recent ATIS are based
on the most simple and naive travel time estimation and prediction models
available. The main reason for this is that the more complex models published
in the literature are generally not appropriately adapted to the practical re-
quirements of an ATIS, such as dealing with noisy or missing data, making
predictions for an entire network, using data from different sources and types,
etc. Although in some situations simple models may give acceptable results, as
commented above, the use of more elaborate models is highly recommendable
for many more complex traffic situations. Nevertheless, for this to be viable,
the models should be directly applicable and should meet with all the require-
ments of ATIS. This is not the case for most published models that are only
applied in short highway segments, with no problems of missing data or lack
of traffic sensors, and no large or unexpected variability in traffic conditions.

4.5 Conclusions and future work

Travel time is a very useful traffic variable, especially for ATIS, and the model-
ing of this traffic variable has been a recurrent topic in the scientific literature.
However, the only reviews available for this topic are restricted to predictive
models [217, 224]. Furthermore, these reviews do not focus their attention on
travel time but survey the predictive models for all the traffic variables. In
this chapter, an extensive survey of all the necessary concepts when model-
ing travel time is performed and a complete and innovative taxonomy of the
existing methods for estimation and prediction of travel time is presented.

Moreover, although research on travel time modeling has been very exten-
sive in the past few years, there are still many directions that future studies
should follow in order to fill in the gaps present in the available literature. As
such, one important future research line is aimed at enhancing the existing
methods in order to adapt them to the practical requirements of ATIS. Some
of the most relevant of these requirements are enumerated in the following
paragraphs:

• Non Recurrent Congestion: As seen in Section 4.3, most travel time pre-
diction models are not accurate in situations when traffic changes abruptly
and unexpectedly. Furthermore, it is not reliable to assume that the accurate
prediction of this type of congestion is always possible and, even if it were,
it would be very difficult to predict its cause, its typology and its impact
on traffic. However, an effort must be made in this direction and predictive
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models developed in the future should at least be capable of rapidly detecting
non-recurrent congestion. In addition, they should be flexible enough to im-
mediately adapt to unexpected traffic situations as in [26, 57, 235, 244, 245].

• Fusion of Data Sources: Both in travel time prediction and estimation,
very few methods are able to incorporate data from different types of sen-
sors, and in real situations the data available from a unique type of sensor
might not be sufficient to represent the traffic state adequately. Moreover,
the use of interval detectors is not very common, but recently, the access to
this type of rich and valuable data has been simplified and many ATIS have
started to employ their users as probe vehicles, especially for modeling ur-
ban networks. In fact, in addition to collecting mobility data from them, the
individual characteristics and behaviors of the drivers can be considered and
included in the models. Furthermore, some ATIS such as Waze [139], have
started to demand information such as the existence of a delay or an acci-
dent, its cause, its location, information about roads or maps, etc. from their
users in an interactive manner to improve their models. All this rich type of
information should be considered in future studies of travel time estimation
and prediction.

• Context Information: Apart from pure traffic information, contextual
data can be very valuable, especially in the case of prediction. Factors such
as meteorology and special events are strong indicators of the traffic situa-
tion but they are generally not included in the models. This information is
quite easy to obtain and should certainly be contemplated in future travel
prediction models. Furthermore, as shown in [227], different areas might have
different travel behaviours and characteristics which should be included in
the modelling process.

• Extension to entire road networks: It can be observed that most of the
presented travel time estimation and prediction methods are restricted to
short road segments, or predefined trajectories and are not usually extended
to road networks or urban roads. This is certainly an issue that should be
considered in future works because an ATIS should be able to provide travel
time measurements and prediction throughout the whole network. However,
the adaptation of the travel time models to a whole road network is not
always straightforward because the impact of adjacent road sections and
other contextual factors, together with the issue of missing data in certain
zones have to be considered in order to adequately capture the dynamics of
the whole network.

• Confidence Intervals: Although there are some exceptions, most of the
existing travel time models are centered on obtaining a unique mean travel
time value. However, on occasions these values might not be accurate and
so, a measure of the reliability of the travel time prediction or estimation is
very helpful. Confidence intervals are especially useful for this purpose but
there are very few studies that provide them. Future models should be able
to quantify the reliability of their predictions and estimations in order to give
more complete information to the travelers.
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Fusion models and combination or hybrid models such as those presented
in Sections 4.1.3 and 4.2.4 seem like a promising research direction for travel
time prediction and estimation. On the one hand, they enable the combina-
tion of flexible models for unexpected situations with more rigid models for
common traffic situations, which might be especially useful for predictive pur-
poses. On the other hand, they can easily include data from different sensors
as can be seen in Figure 4.1, which is necessary in both prediction and estima-
tion. Furthermore, they can be designed to choose the most adequate option
from a set of models in each situation, which will improve the accuracy of esti-
mations and predictions and will permit a better description of the dynamics
of a whole network.

However, to build such a combination model a deeper knowledge of the
characteristics of the existing models is necessary, which leads to the last
future research direction:

• Development of a complete comparative study of travel time esti-
mation and prediction methods: This study, rather than aimed at finding
one best method, should be aimed at providing a complete description of the
methods and their qualities with the objective of facilitating the choice of
one method in each situation.
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The effect of time series clustering in travel
time prediction

As we have concluded in the discussion of Chapter 4, fusion or hybrid models
seem to be one of the most promising future research lines in both travel time
prediction and estimation. In this case, we focus on the task of prediction and
take the combined or hybrid models designed for this purpose as the baseline
or starting point of this chapter and the rest of the dissertation.

Note that among the combined travel time prediction models proposed
in the literature (see Section 4.2.4), an interesting data driven approach put
forward only by a few authors consists in initially dividing the available traffic
data into several clusters, and then building a different model for each group.
This strategy enables the construction of a set of more specific models, each
of which will be used to represent one of the clusters.

Particularly, in [244] a time series clustering approach is applied, where
each instance to be clustered consists of the sequence of velocity measurements
collected over an entire day. In most road networks, the presence of different
daily patterns or day types is evident. As such, it seems logical to think that
the application of a time series clustering pre-process is probably beneficial.
Moreover, this approach has been frequently applied in other areas such as
energy load forecasting [4, 113, 133].

Note that, to the best of our knowledge, in the area of travel time pre-
diction only one publication adopts the strategy of time series clustering pre-
processing and, to this point, the effect and possible benefits of this approach
in the task of travel time prediction have not been extensively analyzed. For
this reason and as a first step, in this chapter, we will present a preliminary
analysis of the effect of time series clustering on several travel time prediction
models. The importance of this preliminary analysis is crucial because it will
lead to the two major contributions to time series data mining included in the
next two chapters, aimed at solving two of the problems or difficulties that
arise when applying these combined models.

The rest of the chapter is organized as follows. In Section 5.1 the travel
time prediction models used in this chapter are introduced. In Section 5.2, the
appearance of the paradigm of time series clustering in the travel time pre-
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diction literature is analyzed. In Section 5.3 we propose a strategy to analyze
the effect of time series clustering in travel time prediction models. The ex-
periments and results are shown in Section 5.4 and, finally, some conclusions
are presented in Section 5.5 which will serve as a motivation for the following
chapters.

5.1 Short-term travel time prediction on highways

As introduced in Chapter 2, the objective of most travel time prediction mod-
els is to forecast the mean travel time for trajectories that will start at the
moment the prediction is made (present) or in a given time interval in the
future. For this purpose, traffic and contextual data available in the present,
together with data from the past, is generally used as input (see Equation 2.2
for a mathematical definition). Departing from this general definition of travel
time prediction models, in this chapter, we will restrict the analysis to models
of the type:

TTR(t+∆) = f∆(t+∆,TT (t), TT (t− 1), TT (t− 2)) ∆ = 0, 1, 2, 3, ... (5.1)

where the only variables used as input to the model are the time (t+∆),
and the travel time at the moment the prediction is made (TT (t)) and at the
two previous time intervals (TT (t− 1), TT (t− 2)).

As explained in Chapter 4, f can be defined in different manners but,
in this chapter, we focus on several popular data driven models that learn
the shape of this function from a training dataset. Since these models have
already been presented in Section 4.2.3, we will only mention some specific
details associated to each of them:

• Historical predictor: the historical travel times collected at the same
time are simply averaged to provide a prediction.

• Linear regression: The parameters of the model are learned by using
the least squares estimator.

• Regression tree: CART trees are trained with the rpart package in R
[204], with the parameters set in their default mode.

• Support vector regression: The SVR models are learned by using the
e1071 package in R [137] and selecting the radial basis kernel. All the
remainder parameters of the svm function are left in their default settings.

• Feed forward neural network: Multilayer feed forward neural networks
are trained with 4 input nodes, one output node and one hidden layer with
5 nodes. The training of the neural networks is carried out by using the
nnet package in R [177] which uses the back propagation algorithm to
obtain the weights that connect the different nodes. The parameters for
the nnet function are all left in their default settings, except linout, which
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is set to true to perform regression instead of classification, skip, which is
set to TRUE to allow skip-layer connections from input to output, and
maxit, which is set to 1000.

Note that, except for the historical predictor, a different model will have
to be trained for each prediction horizon ∆.

5.2 Time series clustering and travel time prediction

In travel time prediction, the use of clustering appears only in a few works.
These proposals initially apply clustering methods to identify different traffic
states or patterns and subsequently build specific models for each case. For
example, in [256] a rule based clustering method is combined with several
neural networks. In [244] the data is clustered by using a Gaussian Mixture
Model and, then, travel time predictions are provided by means of a com-
bination of stochastic congestion map models and speed profiles. Finally, in
[63], a K-means clustering algorithm is applied together with a set of genetic
programming algorithms.

Although traffic data has a clear temporal character, in most of these stud-
ies time series clustering is not applied but, instead, the authors transform the
data to enable the application of regular clustering techniques. For example, in
[256] the traffic information collected in each time interval is considered as an
independent data instance and the temporal correlation of the measurements
is ignored. Also, in [63], the authors apply a rolling window and divide the
time series of each day into different very short subsequences, each of which
contains only 4 data points. Both of these approaches omit the presence of
long term patterns, and only in [244] is the time series corresponding to each
day considered as an entire instance. In this latter case, the clustering pro-
cess provides a set of day types that have an overall similar behavior. This
approach, which we have referred to as time series clustering, is the one we
will analyze in this chapter and in the remainder of the dissertation.

Given the presence of different daily patterns in most roads, it is not far
fetched to think that building a different model for each day type will result
in a better overall performance. However, the use of time series clustering
schemes in the area of travel time prediction is almost non-existent and so,
no empirical analysis has been performed that will support this fact. Con-
sequently, our goal is to analyze when, by applying a time series clustering
pre-process, the travel time prediction models shown in Section 5.1 are in-
deed improved. Recall that in order to apply time series clustering to a given
database, the practitioner must typically select a distance measure. As com-
mented in Chapter 3, a vast portfolio of distance measures, specific to time
series have been presented in the past few years. In spite of this, in the travel
time prediction literature, to the best of our knowledge, the use of differ-
ent time series distance measures is not present in any work and the great
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majority simply use Euclidean distance. To demonstrate that the use of other
distance measures can be beneficial, in this study we compare the performance
of Euclidean distance with that of another very popular time series distance
measure, Dynamic Time Warping [10] (see Section 3.2), which obtains better
results in more than one occasion.

5.3 Comparison of procedures with and without
clustering

In order to evaluate the effect of time series clustering when performing travel
time prediction, we will analyze and compare the results obtained by two
different procedures.

The first procedure (P1) is the common scheme that includes no clustering
process and is used by most of the authors in the travel time prediction liter-
ature. In this case, for each prediction horizon ∆, all the available historical
data is used together to build a unique model of each of the types shown in
Section 5.1.

The second procedure (P2) is the one that we want to analyze in this
chapter. As can be seen in Figure 5.1, in the training process of P2, before
building the travel time prediction models, a time series clustering pre-process
is applied. As such, the different days in the training set are clustered into“day
types” based on their similarity and by using the K-medoids algorithm with a
pre-defined K and a given distance measure d. Once the data is clustered, a
separate model (Mi,∆) is trained for each cluster and prediction horizon. The
idea is that different patterns will be represented by different, more specific,
models that will yield more accurate results.

TT11, TT12, TT13,...,TT1mDay 1

TT21, TT22, TT23,...,TT2m

TT31, TT32, TT33,...,TT3m

TTn1, TTn2, TTn3,...,TTnm

Day 2

Day 3

Day n

Day 1

Day 15

Day i1

...

...

d,K
Day 3

Day 8

Day i2

...

Day 5

Day 11

Day i1

...

...
K-medoids

clustering

M1,    =5,10,15,20

M2,    =5,10,15,20

MK,    =5,10,15,20

Fig. 5.1. The training phase of the P2 procedure.
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The prediction of new travel time values using the models issued by P2
is slightly more complex than with P1. In this case, there is one model for
each cluster and prediction horizon so, each time a new day begins, the first
step is to decide to which cluster it belongs. In real travel time prediction
problems, the data is collected continuously and so, the cluster assignment
must be carried out online, using only the data collected up until the given
timestamp in which the prediction is issued.

In this chapter, we apply a naive approach based on 1NN to solve this
problem. Each time a new data point arrives, we compare the sequence col-
lected until that moment with the representative or medoid of each cluster,
and we assign the label of the nearest cluster. Of course, this comparison is
carried out using the same distance measure d applied in the training phase.
Once this is done, travel time values are predicted with the model trained for
the chosen cluster and the desired prediction horizon.

5.4 Experimentation

In this section we summarize the experimentation performed to analyze and
compare the performances of P1 and P2.

5.4.1 The data

Kaggle 1 is a platform which hosts data mining competitions proposed by
diverse enterprises and researchers. In these experiments, we use the data
presented by the The NSW Roads and Traffic Authority (RTA) 2 for a com-
petition held in 2010 whose objective was to predict travel time values for
the M4 freeway in Sydney. For this, the organization provided a set of travel
time measurements collected, every 3 minutes, from February 2008 to mid-
November 2010 in 61 consecutive sections of this freeway, 30 of which were
eastbound and 31 were westbound. The data until July of 2010 was as histor-
ical data, and is the one used in this study. However, missing values because
of lack of traffic or sensor failures are present in the data and, before applying
the P1 and P2 procedures, the days with more than 10% of missing values
have been eliminated.

From the 61 sections available, 8 are analyzed in this preliminary study.
These routes are situated both in the eastbound and westbound directions,
at the beginning, middle and end of the whole route and have been selected
because they show different patterns and characteristics.

1 Kaggle: http://www.kaggle.com
2 The NSW Roads and Traffic Authority: http://www.transport.nsw.gov.au
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5.4.2 Experimental setup

In the experimentation presented within this chapter, both procedures P1 and
P2 are applied, as explained in Section 5.3, separately to the data from each
section. Moreover, the prediction horizon ∆ is chosen to be 5,10,15 or 20. Since
the duration of each time interval is 3 minutes, this means that we focus on
15, 30, 45 and 60 minute ahead predictions.

Additionally, when applying the K-medoids algorithm, since the number
of clusters K is unknown a priori, a set of different values (2, 3, 4, 5) are tried
out separately in different experimentation rounds. Finally, the effect of the
two distance measures (d) introduced in Section 5.2 will also be examined
separately. The silhouette is a well known clustering validity index that takes
values from -1 to 1. The larger this value, the better the clustering result.
As such, for each combination of K and d, 15 different random initializations
of the K-medoids algorithm are tested in each case and the solution with the
highest silhouette index is selected with the objective of avoiding local optima.
Additionally, the silhouette values obtained from this process will later be used
to study the effect that the quality of the clustering has on the travel time
prediction results issued by P2.

Finally, in order to validate the performance of procedures P1 and P2,
a train/test methodology is used with the idea of respecting the temporal
character of the data. The first 70% of the days in the database are used for
training and the remaining 30% will be used for testing. This results in 344
days for training and 147 days for testing. In this context, the performance of
the different models is measured by means of the Mean Absolute Percentage
Error (MAPE) obtained for the test instances:

MAPE =
1

n

n∑
1

|TT − T̂ T |
TT

· 100 (5.2)

where TT is the true travel time and T̂ T is the predicted travel time.

5.4.3 Results

In Table 5.1, we show the results obtained from the experimentation. For P2,
we only show the results for the combination of K and d that obtains the
best mean MAPE result for all prediction horizons (∆) and model types. The
distance measure (d) and number of clusters (K) used to obtain these results
are shown above the results as well as the silhouette obtained by the selected
clustering.

From these results, the first obvious conclusion that we reach is that the
most suitable parameters d and K are very specific to each database. Indeed,
as can be seen in Figure 5.2, the results can change drastically depending on
these two parameters. Specifically for the data used in this study, it can be
seen in Table 5.1 that DTW seems to obtain better results than ED in many
cases. However, in the travel time prediction literature, there are no studies
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Table 5.1. Summary of MAPE results provided by P1 and P2 for different predic-
tions horizons (∆). For each route, the results in bold show the lowest MAPE result
for each type of method and prediction horizon.
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which attempt to use different types of distance measures and most of them
focus on rigid distances such as ED. Indeed, most studies try to reduce the
problem to a common clustering problem without taking into account that
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temporal data has very specific characteristics that can only be dealt with
specific distance measures [228]. With this, we conclude that clustering can
be beneficial but, the selection of an adequate K and, especially, a suitable
distance measure must be considered.

ED DTW

0.01

0.02

0.03

0.04

0.05

2 3 4 5 2 3 4 5
K

M
A

P
E

Horizon

1

2

3

4

Fig. 5.2. MAPE obtained for all methods in route 36 for the two distance measures,
different values of K and different prediction horizons.

The second fact that we would like to underline is that naive historical
predictors seem to benefit more from the clustering process than other more
complex models. With the historical predictor, P2 obtains much better results
than P1 in all cases. This is especially interesting for long term prediction,
where extremely simple historical models are on occasions competitive with
some other more complex models (see results for section 8 and 32, 36 and 46).

As a final point, it seems reasonable to think that the quality of the clus-
tering has an effect on the results issued by P2. In this sense, the silhouette
can be used as a predictor of the performance of P2 to a certain degree. If
this index is close to 1 (see sections 19, 27 and 29 in Table 5.1), the results for
P2 are generally better than those for P1, specially as the prediction horizon
increases. As the silhouette becomes lower, the results of P2 become worse
and P2 does not always improve the results of P1. When it does, it is mostly
in the case of longer prediction horizons and the difference is generally smaller
that that obtained for sections with higher silhouette values (see sections 8,
35 and 46 in Table 5.1). Since the computational burden of P2 is greater than
that of P1, in these last cases, the clustering process should not be carried out
lightly.

Also, although the silhouette can give us some clues about the performance
of P2, the clustering with the highest silhouette does not always provide the
best results for P2, especially when the silhouette values are low. For example,
it must be noted that the selection of many clusters, in some cases, indicates
the presence of many noisy days in the data. Isolating these series in separate
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clusters accounts for better results in P2 than in P1, but the quality of the
clustering, in these cases, is not good. This happens for example in section 32,
where the silhouette is not very high but the results for P2 outperform the ones
in P1 in many cases. As such, this index alone should not be used to decide
which clustering will provide the best result for P2, and visual inspection of
the data or application of other quality measures is highly recommendable.

5.5 Conclusions

In this chapter we have analyzed the effect of applying a time series clustering
pre-process for short term travel time prediction. The first conclusion that we
extract from this analysis is that, as expected, time series clustering can be
beneficial for travel time prediction. Indeed, it has been shown in our experi-
mentation that this type of clustering is especially beneficial when using naive
methods based on historical means. Historical models are simple and efficient
and so this conclusion should be taken into account especially for longer term
predictions, when historical predictors show their best performance.

However, even if time series clustering shows some benefits, it is clear from
our experimentation that it should not be applied lightly, without a previous
profound study of the data. The clustering process adds another source of
error to the model and is computationally more expensive. Therefore, if there
are no clear patterns present in the data or the quality of the clustering is bad,
it may not be worth it or may even affect the results negatively. In this line,
the distance measure applied strongly affects the travel time predictions and,
therefore, it should be individually and carefully selected for each database.
In view of this, in Chapter 6, a method that automatically selects the most
suitable distance measure(s) from a set of candidates is proposed.

Additionally, the assignment of new days to a given cluster can be under-
stood as a problem of early classification of time series [237]. In this chapter, a
naive approach has been adopted to solve this issue, but in Chapter 7 a more
sophisticated early classification method will be presented and validated.





6

A contribution to distance measure selection in
time series clustering

In the past few years, clustering has become a popular task associated with
time series. However, the clustering of time series databases typically requires
the definition of a distance measure which will estimate the level of similarity
or dissimilarity between time series. As demonstrated on more than one oc-
casion in the literature, the choice of a suitable distance measure is crucial to
the success of the clustering process. Particularly, in the specific case of travel
time prediction, we have shown in Chapter 5 that, effectively, the selection of
a suitable distance measure has a deep impact on the obtained forecasts.

Previous experiments [228] suggest that the specific characteristics of each
database make some distance measures more suitable than others. However,
the choice of an adequate similarity measure is not easy because it is necessary
to find a relationship between the characteristics of the time series databases
and the properties of the different distance measures.

To the best of our knowledge, in the context of time series clustering, no
formal methodology is available in the literature that supports the choice of
one distance measure over another. As such, the common strategy is to exper-
iment with a set of different distances and to choose the best performer. Due
to the large number of available time series distance measures and the time
complexity of many of them, this strategy is computationally very expensive
and intractable in practice.

With the objective of simplifying this task, we propose a multi-label clas-
sification framework that provides the means to automatically select the most
suitable distance measures for clustering a time series database. This classi-
fier is based on a novel collection of characteristics that describe the main
features of the time series databases and provide the predictive information
necessary to discriminate between a set of distance measures. In order to test
the validity of this classifier, we conduct a complete set of experiments using
both synthetic and real time series databases and a set of 5 common distance
measures. The positive results obtained by the designed classification frame-
work indicate that the proposed methodology is useful to simplify the process
of distance selection in time series clustering tasks.
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This chapter is organized as follows. In Section 6.1 we present the set of
features that will be used to describe the time series databases. Section 6.2
introduces our classification framework, and Section 6.3 presents a method
to define the class labels of the training set that will be used to build this
classifier. We empirically validate our ideas in Section 6.4, and Section 6.5
provides a summary of the most relevant results. Finally, in Section 6.6 we
extract the main conclusions and propose some insights on future work.

6.1 Time series database characterization

In this section we define a novel set of features that quantifies certain char-
acteristics of time series databases and will be used as predictive information
for choosing a suitable distance measure. A summary of these characteristics
is shown in Table 6.1. It should be noted that these characteristics do not de-
scribe a single time series but an entire database of time series. For this reason,
for features describing a single series, we use a set of statistics to generalize
the result to the entire database: we use the mean, the standard deviation
and the 5% and 95% percentiles in most cases, together with some additional
statistics for some particular features, which we comment on separately in
each case.

The databases considered in this chapter only contain series of the same
length so we will not study the cases with series of different lengths or sam-
pling rates in detail. However, the calculation of the features can be extended
directly to databases of this type in most cases. If specific techniques are
necessary, we will make an explicit mention.

6.1.1 Dimensionality of the database

It has been empirically demonstrated in the past few years that, in time
series classification, the dimensionality of the time series has an impact on
the accuracy of some similarity measures. For example, the accuracy of rigid
distance measures such as Euclidean Distance (ED) improves as the number of
time series in the database increases [228]. Besides, not all distance measures
provide good results when working with very long time series [64]. These
claims have not been assessed or analyzed in the clustering framework, but
could also be relevant in some cases. As such, the number of time series in the
database and the average length of these sequences are the first two variables
that we will use to describe a time series database.

6.1.2 Shift

It is very common that the time series in a database are shifted in the time
axis and, as commented in Section 3.2, not all distance measures are able to
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deal with this type of similarity. For this reason, quantifying the level of shift
in a time series database can be highly relevant.

To calculate the shift present in a database of time series D = {X1, X2, ...,
XN}, where Xi is a time series, we calculate the correlation of each pair of
time series in the database at different lags and select the time lag in which
this correlation yields its maximum. In this case, we define the correlation
value of two series X = {x0, x1, ..., xn−1}, Y = {y0, y1, ..., yn−1} at lag t
using a slightly modified version of the common cross correlation formula,
which avoids penalization at higher lags and considers both the positive and
negative lags:

rt(X,Y )=


1
n−t

n−1−t∑
i=0

(xi−x̄+)(yi+t−ȳ+)

√
V ar(x+)

√
V ar(y+)

if t = 0, 1, 2, 3, ...

1
n−t

n−1−t∑
i=0

(yi−ȳ−)(xi+t−x̄−)

√
V ar(y−)

√
V ar(x−)

if t = −1,−2,−3, ...

(6.1)

where x̄+ and ȳ+ are the mean values of X+ = {x0, x1, ..., xn−1−t} and
Y+ = {yt, yt+1, ..., yn−1} respectively, and V ar(x+) and V ar(y+) refer to the
sample variances of these series. For negative lags, the same is applied for
series X− = {xt, xt+1, ..., xn−1} and Y− = {y0, y1, ..., yn−1−t}, respectively.
It must be noted that Equation 6.1 is only directly applicable for series that
are sampled in the same timestamps. Nevertheless, this calculation may be
extended by applying more specific methods that obtain correlation values
between unevenly sampled series [173].

Based on equation 6.1, we can easily compute the maximum correlation
value and its corresponding lag value:

rmax(Xi, Xj) = max
t

(rt(Xi, Xj)) (6.2)

lag(Xi, Xj) = argmax
t

(rt(Xi, Xj)) (6.3)

At this point, it must be stressed that, while it is interesting to quantify
the shift between a pair of similar time series, this operation does not make
sense for series with completely different shapes. In this context, a simple
method must be provided that attempts to discard the correlation and lag
values obtained from dissimilar pairs of time series. The solution we propose
is to simply consider the pairs of series with a high enough correlation value,
and to provide the average of their absolute lag values as an approximation
of the total shift level present in the database:

Shift level =

 1

|Sδ∗ |
∑

(Xi,Xj)∈Sδ∗

|lag(Xi, Xj)|

× 100

l
(6.4)
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where l is the mean length of the time series of the database. As can be seen
in the formula, we define the shift value of a database as a percentage of l,
directly enabling the comparison of the values obtained for different datasets.
Also, we define Sδ∗ as follows:

Sδ∗ =

{
(Xi, Xj) | i > j ∧ rmax(Xi, Xj)− r∗

r∗ − r∗
> δ∗

}
(6.5)

r∗ = max
Xi,Xj∈D

rmax(Xi, Xj) (6.6)

r∗ = min
Xi,Xj∈D

rmax(Xi, Xj) (6.7)

We note that in the calculation of Sδ∗ , each pair of series in D is only
considered once. The reason for this is that the value of rmax is equal for
(Xi, Xj) and (Xj , Xi), and the value of lag only differs in the sign (see equa-
tions 6.1,6.2 and 6.3). As can be seen in equation 6.4, in the calculation of
the shift feature, only the absolute phase difference between two series is of
interest and, as such, it is not necessary to check the pairwise correlations
between the series in both senses.

In order to define the threshold δ∗ of equation 6.5, we order the normalized
correlation coefficients between the series in the database into an ascending
sequence R. We recall that this study is set in a clustering framework and
therefore the existence of several underlying groups in the databases is as-
sumed. The series from the same cluster are supposed to be similar to each
other, whereas those that belong to different clusters are dissimilar in some
sense. In this context, if all the clusters are sufficiently different from each
other, we will observe a clear jump that will separate the high correlations
(intra-cluster) from the low correlations (inter-cluster), as shown in Figure 6.1.
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Fig. 6.1. Normalized correlations between pairs of series in a 3-cluster database.

Based on this, the first step is to calculate the first point after this jump
occurs:



6.1 Time series database characterization 75

δ = max{ r̂i ∈ R | (r̂i − r̂i−1) > 0.01} (6.8)

If the clusters are different enough from each other, δ∗ will be directly defined
by δ. However, the clusters in a time series database are not always very
different from each other and in some cases the jump may be situated at very
low correlation values or may not be present at all. Also, it is possible that the
number of correlation values above this jump is too low to obtain significant
information. As such, if δ is lower than 0.95, or if the pairs of series with a
correlation value above δ are less than 5% of all the pairs of series, we set δ∗

to a fixed value of 0.95:

δ∗ =

{
δ if δ ≥ 0.95 and |Sδ| ≥ 0.05 · N(N−1)

2
0.95 otherwise

(6.9)

The previous formulation includes some predefined thresholds and param-
eters such as the lower limit of δ∗, set to a fixed value of 0.95. It must be
noted that we have set these parameters, and any others that appear in the
formulations of the other characteristics defined in this section, based on the
preliminary experiments explained later in Section 6.1.10.

It is easy to prove that the correlation, as formulated in Equation 6.1,
between two identical but shifted linear series is always 1 and does not depend
on the phase difference. Because of this, the procedure explained above is not
useful to find the lag between two linear series. We consider a series linear if the
Adjusted Root Mean Squared Error (ARMSE) of its fitted linear regression is
lower than a user defined threshold, 0.1 in this case. If both of the series that
are being compared (X and Y ) are linear, the lag between them will be given
by the median (med) of the difference between their fitted linear regressions
X̂ = {a · t+ b, t = 0, ..., n− 1} and Ŷ = {a′ · t+ b′, t = 0, ..., n− 1}:

lag(X,Y ) = med({(a− a′)t+ (b− b′), t = 0, 1, ..., n− 1}) (6.10)

The correlation between the two original series controls whether they come
from the same linear trend or not. As in the previous case, the correlation
between a pair of series must be higher than δ∗ in order to be considered, so
we will only keep the pairs of linear series with a similar slope. In the special
case of constant series, the correlation can not be calculated. However, this is
not problematic because constant series are invariant to shift, and do not give
any useful information about the shift level of the database. As such, we will
discard them before calculating the shift level of the database.

6.1.3 Correlation

Another feature that can be used to describe a time series database is the
95% percentile of the rmax(Xi, Xj) values obtained in the calculation of the
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shift (see Section 6.1.2). This feature analyzes the level of correlation present
in the database after removing the shift. It is a quite general feature that can
be affected by various factors. For example, factors such as noise, outliers or
local warp present in the database will be responsible for lower correlation
values. Only some of the distance measures are able to deal with these issues
and, therefore, this characteristic can be useful to discriminate between them.

In the same manner, the 5% percentile, the mean and standard deviation
of the rmax(Xi, Xj) values can be calculated. Contrary to the 95% percentile,
these values provide information about the level of similarity between the
clusters present in the database.

6.1.4 Seasonality

A time series has a seasonal component if it contains a pattern that repeats
itself periodically. It is a basic characteristic of time series and it is interesting
to study its influence in the performance of different distance measures. The
methodology used to quantify this characteristic is based on the framework
used in [229].

The first step is to find out whether the time series contain a seasonal
component or not. If the collection frequency of the series is unknown, we
use the spectral density function to find the frequency which has the greatest
contribution to the variance of the series. If the contribution of this maximum
value is higher than a user specified threshold (10, in this case), then the series
has a seasonal component in that frequency. If no such frequency is found, we
declare the seasonal component of the series null.

Finally, if the seasonal component is not null, we decompose the series
using the Seasonal-Trend decomposition procedure based on local polynomial
regression (STL) [40] and then quantify the seasonality in the following man-
ner:

Seasonality level = 1− V ar(Xt − St − Tt)
V ar(Xt − Tt)

(6.11)

where Xt is the time series and St and Tt are its seasonal and trend compo-
nents respectively.

To characterize an entire database, in addition to the basic statistics
(mean, standard deviation and 5% and 95% percentiles) of all the seasonality
levels, we save the percentage of series in the database that have a seasonality
level higher than 0.5 as a feature. This last feature represents the number of
series which have an important component of seasonality.

6.1.5 Trend

The trend of a time series is described as the long term behavior that does
not include seasonal or random effects. The first way to characterize the trend
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level of a time series is by following the same methodology presented in the
previous section:

Trend level = 1− V ar(Xt − St − Tt)
V ar(Xt − St)

(6.12)

This value will be calculated for each series and summarized using the four
basic statistics (mean, standard deviation and the 5% and 95% percentiles).

Moreover, to describe the trend more in detail, we propose the following
additional features: number of local maxima (peaks) and minima (valleys),
mean distance between the peaks (and valleys) in the time domain normalized
by the length of the time series, mean distance between the values of the peaks
(and valleys) normalized by the maximum and minimum values of the series,
number of jumps higher than 0.1 ∗ (max value of series−min value of series)
and mean size of jumps normalized by the maximum and minimum values of
the series. We identify the peaks and valleys in the time series by means of
the findPeaks and findValleys functions in the quantmod package of R [181].
These functions are based on finding the timestamp in which the trend of the
series changes from positive to negative, and outputting the next timestamp
after the peak/valleys occurs. In order to obtain the exact peak value, we
take the points immediately previous to those given by the findPeaks and
findValleys functions.

To describe the entire database, we only consider the mean values in this
case to avoid an excessive number of characteristics.

6.1.6 Noise

The amount of noise in the time series database may be relevant when choosing
one distance over another, because some measures have a more robust behavior
when noise is present [64]. To quantify the noise in a database, the idea is to
remove it from each time series by applying several techniques reviewed in
[108], and to calculate the standard deviation of this removed part. After
calculating the noise level for each time series, we obtain an overall noise
value by using the basic statistics (mean, standard deviation and the 5% and
95% percentiles). Additionally, we also save the median in order to reduce the
effect of series with a strongly deviating noise level.

The first technique we have used to quantify the noise level of a time series
database is a moving average filter. This method moves a fixed-sized window
along the series and substitutes each point with the average of the values
in the window. In order to try to find a balance between eliminating local
fluctuations and over-smoothing the series, we have chosen the window size
to be 3% of the length of the series in the database. For short series, where
%3 of the length is less than 2 points, we set the window size to a fixed value
of 2 points.

The second technique is an exponential moving average filter. In this case,
each point is replaced by the weighted average of all its previous points in
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the time series. The weights are defined by an exponential function that de-
creases as the data points get older. We have chosen a parameter of 0.7 after
preliminary experiments.

The third method is called linear Fourier smoothing. The idea is to cal-
culate the Discrete Fourier Transform of the time series and to eliminate the
components that correspond to frequency values higher than a user prede-
fined cut-off frequency. By using the inverse transformation, we obtain the
smoothed time series and the noise can be quantified. In this case, we remove
components referring to the highest 10% of the frequencies to try to smooth
only the fast fluctuations in the time series.

The last two denoising techniques applied are variations of the nonlinear
wavelet shrinkage, which is based on the Discrete Wavelet transform. Unlike
the Fourier Transform, the Wavelet transform uses wavelet functions, in this
case D2 Daubechies and C6 Coiflets, which are wave-like oscillations but of
finite length. We have implemented this denoising method with the wavshrink
function of the wmtsa package [45] in R by modifying only the parameter cor-
responding to the choice of the wavelet functions. With its default parameters,
this R function calculates the decimated discrete wavelet transform of the se-
ries and then, the coefficients whose magnitude is below a threshold delta are
set to 0. This noise threshold is calculated by using the universal threshold
function which is defined so that if the original time series only contained
Gaussian noise, then the hard thresholding function would correctly elimi-
nate all the noise contained in the series. Once the shrinkage is performed, by
means of a synthesis operation, the new wavelet coefficients are transformed
again into the time domain, obtaining the new de-noised series.

6.1.7 Outliers

Outliers, or data points that deviate notably from the rest of the data, greatly
affect some distance measures [64] and should be included in the characteri-
zation of time series databases. For this reason, we calculate the proportion
of outliers in each series with two different methods. Next, we generalize the
results to the entire database as in the case of the noise.

The first method consists of building a box-plot for each time series and
calculating the percentage of points that lie outside the whiskers of the plot.
In order to remove the effect of trend and seasonality in the distribution of
the data, the application of this technique must be performed after the se-
ries is detrended and deseasonalized using the STL method as explained in
Section 6.1.4. Standard box-plots are designed to represent symmetric distri-
butions and time series do not always fulfill this condition. Therefore, we use
the adjustment proposed in [94] and implemented in the robustbase package
[179] in R to build the plots. This approach makes use of the medcouple co-
efficient (MC) to measure the skew and modify the limits and whiskers of
the plot to better capture the behavior of a non-symmetric distribution. Pre-
cisely, the MC coefficient takes values between -1 and 1, where the positive
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values correspond to right-skewed distributions and the negative values to
those that are left-skewed. Symmetric distributions take a MC value of 0. In
the robustbase package, the whiskers of the box-plot are defined based on an
exponential function of the MC coefficient. Specifically, all points outside the
intervals shown in Equation 6.13 will be catalogued as outliers.

{[
Q1− 1.5e4MC · IQR , Q3 + 1.5e3MC · IQR

]
if MC ≥ 0[

Q1− 1.5e3MC · IQR , Q3 + 1.5e4MC · IQR
]

if MC < 0
(6.13)

where Q1 and Q3 are the first and third quartiles respectively, MC is the
medcouple coefficient and IQR is the interquartile range. For symmetric dis-
tributions, Equation 6.13 is reduced to the formulation of a common box-plot.

The second method is an adaptation of the Local Outlier Factor (LOF)
method presented in [18] to time series data. LOF is based on calculating the
local density of each point by using the proximity to its neighbors and finding
points that have a notably lower density than their neighbors. The method
builds a ranking of the data points, and the outliers are identified as the points
that have high LOF factors. This algorithm is defined for regular datasets and,
therefore, a neighborhood is defined as a set of points that have similar values.
However, in time series, the points are temporally correlated with each other
and the definition of neighborhood must capture this behavior. As such, we
have combined the LOF method with a sliding window of size 11. In each
window, the LOF technique is applied by using the DMwR package [206] in
R and we identify the points with a score higher than 5 as outliers for that
window. In order to discard jumps or sudden changes, we finally consider a
point an outlier if we have identified it as such in the majority of the windows
that contain it (90% in this case, based on exploratory trials).

6.1.8 Skewness and kurtosis

These two characteristics are related to the shape of the probability distribu-
tion of the data and can provide some insights about the shape of the time
series. Skewness is a measure of the asymmetry of the data around the mean
value and is calculated as follows:

Skewness =

n−1∑
i=0

(xi − x̄)3

nσ3
(6.14)

x̄ is the mean of the time series and σ is the standard deviation. On the con-
trary, kurtosis is a measure of how peaked or flat the probability distribution
of the data is:

Kurtosis =

n−1∑
i=0

(xi − x̄)4

nσ4
− 3 (6.15)
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These features only represent one time series and, so, we generalize them in
the usual way (mean, standard deviation and 5% and 95% percentiles).

Table 6.1. Summary of all the characteristics. %95Q and %5Q correspond to the
%5 and %95 quantiles.

C
h
a
r
a
c
t
e
r
is

t
ic

S
t
a
t
is

t
ic

s
Q

u
a
n
t
ifi

c
a
t
io

n
m

e
t
h
o
d
/
s

N
u
m

b
e
r

o
f

v
a
r
ia

b
le

s

D
im

e
n
si

o
n

o
f

d
a
ta

b
a
se

N
u
m

b
e
r

o
f

se
ri

e
s

in
th

e
d
a
ta

b
a
se

M
e
a
n

le
n
g
th

o
f

se
ri

e
s

in
d
a
ta

b
a
se

2

S
h
if

t
M

e
a
n

M
e
th

o
d

b
a
se

d
o
n

c
ro

ss
c
o
rr

e
la

ti
o
n
s

1

C
o
rr

e
la

ti
o
n

M
e
a
n
,

S
t

D
e
v
,

%
9
5
Q

,
%

5
Q

C
ro

ss
-c

o
rr

e
la

ti
o
n
s

b
e
tw

e
e
n

se
ri

e
s

4

S
e
a
so

n
a
li
ty

M
e
a
n
,

S
t

D
e
v
,

%
9
5
Q

,
%

5
Q

%
o
f

se
ri

e
s

w
it

h
h
ig

h
se

a
so

n
a
li
ty

S
T

L
d
e
c
o
m

p
o
si

ti
o
n

5

T
re

n
d

M
e
a
n
,

S
t

D
e
v
,

%
9
5
Q

,
%

5
Q

S
T

L
d
e
c
o
m

p
o
si

ti
o
n

4

T
re

n
d

M
e
a
n

N
u
m

b
e
r

o
f

p
e
a
k
s

M
e
a
n

d
is

ta
n
c
e

in
ti

m
e

b
e
tw

e
e
n

p
e
a
k
s

M
e
a
n

d
is

ta
n
c
e

b
e
tw

e
e
n

v
a
lu

e
s

o
f

p
e
a
k
s

#
o
f

v
a
ll
e
y
s

M
e
a
n

d
is

ta
n
c
e

in
ti

m
e

b
e
tw

e
e
n

v
a
ll
e
y
s

M
e
a
n

d
is

ta
n
c
e

b
e
tw

e
e
n

v
a
lu

e
s

o
f

v
a
ll
e
y
s

#
o
f

ju
m

p
s

M
e
a
n

si
z
e

o
f

ju
m

p
s

8

N
o
is

e
M

e
a
n
,

S
t

D
e
v
,

%
9
5
Q

,
%

5
Q

,
M

e
d
ia

n

M
o
v
in

g
a
v
e
ra

g
e

E
x
p

o
n
e
n
ti

a
l

S
m

o
o
th

in
g

F
o
u
ri

e
r

sm
o
o
th

in
g

N
o
n
-l

in
e
a
r

W
a
v
e
le

t
S
h
ri

n
k
a
g
e

w
it

h
D

2
N

o
n
-l

in
e
a
r

W
a
v
e
le

t
S
h
ri

n
k
a
g
e

w
it

h
C

6

2
5

O
u
tl

ie
rs

M
e
a
n
,

S
t

D
e
v
,

%
9
5
Q

,
%

5
Q

,
M

e
d
ia

n
A

d
ju

st
e
d

b
o
x
-p

lo
ts

L
O

F
a
d
a
p
te

d
to

ti
m

e
se

ri
e
s

1
0

S
k
e
w

n
e
ss

M
e
a
n
,

S
t

D
e
v
,

%
9
5
Q

,
%

5
Q

S
k
e
w

n
e
ss

fo
rm

u
la

4

K
u
rt

o
si

s
M

e
a
n
,

S
t

D
e
v
,

%
9
5
Q

,
%

5
Q

K
u
rt

o
si

s
fo

rm
u
la

4

A
u
to

c
o
rr

e
la

ti
o
n

M
e
a
n
,

S
t

D
e
v
,

%
9
5
Q

,
%

5
Q

B
o
x
-P

ie
rc

e
st

a
ti

st
ic

4

T
o
t
a
l

7
1



6.2 Automatic distance selection for time series databases 81

6.1.9 Autocorrelation

We obtain the level of autocorrelation of a single series X, from a modification
of the Box-Pierce Statistic [229]:

AC(X) =
1

h

h∑
i=1

ri(X)
2

(6.16)

where ri(X) is the autocorrelation value of the series at lag i, and h is chosen
to be 15% of the length of the series. As the randomness in the series grows,
the temporal correlation becomes weaker and the Box-Pierce statistic pro-
vides lower values. We generalize the autocorrelation values as usual (mean,
standard deviation and 5% and 95% percentiles).

6.1.10 Parameter tuning in the definition of the characteristics

As commented previously, most of the characteristics presented above to
describe time series databases require the definition of some parameters or
thresholds. We have chosen these parameters after a set of exploratory ex-
periments carried out by using the Synthetic control [162] and the CBF [103]
synthetic databases. Firstly, we have modified the characteristics of these two
databases by tuning them synthetically and univariately and obtaining a set
of databases with different and previously known features. The details on how
to artificially tune the features of these time series databases can be stud-
ied in Appendix A. Secondly, we have measured the characteristics of these
artificially generated databases by using the methods proposed in the previ-
ous sections, using some different parameter combinations. In a last step, we
choose the parameters that yield the most accurate correspondence between
the synthetically introduced ground truth characteristics and those that are
measured. The combination of parameters that we have considered is not ex-
haustive and thus, the method does not ensure optimality in any way. In
this context, more sophisticated parameter search strategies could be applied,
which could improve the results.

6.2 Automatic distance selection for time series
databases

In this section we use the characteristics defined in Section 6.1 to create a
multi-label classifier that is able to automatically choose the most suitable
distances from a set of candidates. The proposed classification framework
is shown in Figure 6.2: the predictive variables are defined by the features
described in Section 6.1 and the class labels declare which distance measures,
from the set of options, are the most appropriate for clustering each database.
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The reason for choosing a multi-label framework is that if we compare the
behavior of different distance measures when clustering a time series database,
it is common to find measures that yield equally good clustering results. In-
stead of providing only one solution, the multi-label framework enables the
selection of the entire set of most suitable distance measures for each time
series database. This increases the value of the distance selection tool because
it allows the user to choose between equally good solutions based on the com-
putational efficiency of the distance measures or other possible reasons.

After various preliminary tests, we have chosen two algorithms to train
the proposed multi-label classifier, although any other choice could be used
within the framework directly. The first is based on the Classifier Chain algo-
rithm (CC) [172], which decomposes the multi-label problem into an ordered
chain of binary classification problems [250]. Each of these binary classifica-
tion problems corresponds to one of the class labels, and incorporates the class
predictions from all the previous classifiers in the chain into its feature space.
Since the single stand-alone CC classifier is strongly affected by the order of
the labels, an ensemble approach is used in this case, as proposed in [172]: the
Ensemble Classifier Chain (ECC) method. The second multi-label classifier
used in this chapter is the Random-k-labelsets classifier (RkL) [208], which
transforms the multi-label problem into a multi-class framework.

Both these methods are high-order problem transformation methods, be-
cause they transform the multi-label problem into a set of simpler more com-
mon classification tasks, which consider complex relations between all the
labels. As such, they require the selection of an algorithm that solves the un-
derlying classical classification problems. Pruned C4.5 trees [165] have been
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Fig. 6.2. Multi-label classification framework for the selection of the most suitable
distance measure to cluster a time series dataset. If d∗ candidate distance measures
are considered and L is the label set that includes all these measures, a subset Li
of L is assigned to each time series database which represents the most suitable
measures for the given dataset.
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chosen because of their inherent feature selection ability, which adapts per-
fectly to this framework because it provides the means to automatically select
a relevant set of features for each underlying classification problem.

In order to train these multi-label classifiers, we need the predictive vari-
ables and class labels of the training set of time series databases. We can
obtain the predictive variables directly by simply calculating the features in-
troduced in Section 6.1. However, the definition of the class labels is not so
simple.

In a typical classification task, the class values of the set of training in-
stances are usually provided by a set of experts or by the data generation
process itself. In our case, recall that the class labels declare which distance
measures are the most suitable to cluster each time series database. We do not
have the labels of any publicly available time series datasets and, consequently,
we will have to calculate them for a set of training instances by assessing and
comparing the performance of the candidate set of distance measures when
clustering them. This can be done if the ground truth clustering is known in
advance, which is the case for the databases used in this study. However, to
the best of our knowledge, there is no complete and statistically sound frame-
work to perform this evaluation in the time series clustering context. In the
following section, we propose a procedure to carry out this task.

6.3 Selection of the most suitable distance set

As mentioned in the previous section, in order to build the training set, we
must define the class labels for each time series database by selecting the most
suitable distance measures from the set of options. For this, we will replicate
a common clustering procedure where different clustering solutions will be
built, evaluated and compared. In the following sections, these three steps are
explained in more detail:

6.3.1 Clustering phase

In this first phase we cluster each training time series database in various ways
by combining different options of distance measures, parameter settings and
clustering algorithms (see Figure 6.3):

• Distance measures: We select a set of candidate distance measures from
which the most suitable will be chosen. Note that, the larger the candidate
distance set, the more complex the multi-label classification problem will
become.

• Parameters for the distance measures: If the distance measures require
the selection of a parameter, we perform the clustering separately for each
parameter option.
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• Clustering algorithms: We use several clustering algorithms to mitigate
the influence that these may have on the performance of the distance mea-
sures. We choose the partitional K-medoids clustering algorithm with 15
different initializations and the agglomerative hierarchical algorithm with
different options of linkage criteria: maximum or complete linkage, mini-
mum or single linkage, mean linkage (UPGMA) or Ward’s criterion.

Given the characteristics of the databases used in this study, the number
of clusters is known beforehand and will be used directly.

CLUSTERING 

PROCESS

INPUT OUTPUT

Fig. 6.3. Clustering phase of the most suitable distance measure selection process.

6.3.2 Evaluation phase

In this second phase, we evaluate all the clusterings performed in the previous
stage in order to enable the comparison between them. As aforementioned,
the ground truth clustering for all the databases that have been used in this
study is known. This enables the calculation of the F-measure for clustering,
which is used as an evaluation metric in this process [226]:

F(C∗, C) =
1

N

k∗∑
i=1

Ni max
j=1,...,k

{
2|C∗i ∩ Cj |
|C∗i |+ |Cj |

}
(6.17)

where N is the number of series in the database, Ni is the number of time
series in the i-th cluster of the ground truth solution, k∗ is the number of
clusters present in the ground truth clustering (C∗) and k is the number of
clusters in the clustering that is to be evaluated (C). C∗i and Cj represent the
i-th and j-th cluster in the ground truth clustering and the clustering that is
being evaluated respectively. In this study k∗ and k are always equal.

We group the results as shown in Figure 6.4. For each database (D) and
each combination of distance measure (d) and parameter (p), we obtain an
array of F-values that includes 15 values relative to the K-medoids algorithm
({c1, ..., c15}) and 4 values obtained from the variations of the hierarchical
clustering algorithm ({c16, ..., c19}).
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Fig. 6.4. Evaluation phase of the most suitable distance measure selection process.

6.3.3 Comparison and selection phase

In this last phase, the aim is to choose the most suitable distances for the
time series database. The different parameter options have a deep impact on
the performance of the distance measures. In this context, before comparing
the results of different measures, the most appropriate parameter has to be
identified for each case. For each distance measure, we analyze all its F-arrays
(one for each parameter) together, comparing their 19 values row by row. The
most suitable parameter is that which has the best F-value for the highest
number of rows. If there is a tie, we choose one of the winning parameter
options randomly.

Once we have selected the best parameter for each distance measure, we
discard all the other options and can focus on comparing the 5 different dis-
tance measures. In order to do this, we compare the F-value arrays associated
to each distance measure using various consecutive statistical tests (see Fig-
ure 6.5).

First, we apply the Friedman rank sum test [66] to discover if there are
any overall statistically significant differences between the performances of the
distance measures. If the null hypothesis for this test is not rejected (p-value>
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Fig. 6.5. Distance measure selection and label creation.
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α), no significant differences can be assumed and we consider all the candidate
distance measures equally suitable for the given time series database.

In contrast, if the null hypothesis is rejected (p-value≤ α), we identify the
first distance in the ranking built by the test, d, as one of the most suitable. In
this case, the process continues with a comparison of every pair of distances
using the Wilcoxon signed rank test [231]. In order to account for the multiple
comparisons and control the family-wise error rate, we modify the p-values ob-
tained from the Wilcoxon tests following the Holm post-hoc method. Finally,
using these modified p-values, we determine the distance measures whose per-
formance is statistically equal to d-s and add them to the set of most suitable
distance measures. We set the significance level α to 0.05 in all the statistical
tests applied in this phase.

6.4 Experimental setup

In this section, the experiments carried out are summarized. The objective
is to evaluate the accuracy of the automatic distance measure selection tool,
built as explained in Section 6.2.

6.4.1 The data

In this chapter we use three types of time series databases: datasets from the
UCR archive, synthetic datasets, created specifically for this contribution, and
datasets built from the PAMAP dataset.

Notice that z-normalization is a procedure which is typically applied be-
fore clustering or classifying time series data, with the aim of removing scale
differences that could exist within the classes or clusters. However, in this
case, we have not z-normalized any of the datasets given the small, or almost
non-existent, scale difference between the series therein.

UCR datasets

Specifically, the 46 databases from the UCR time series database archive [103].
This archive collects the majority of the publicly available synthetic and real
time series databases and, since its creation, has provided the baseline for
evaluating new classification, clustering and indexing proposals.

We have calculated the characteristics introduced in Section 6.1 for all
these 46 databases to be used as predictive information. Furthermore, one of
the advantages of the UCR archive is that the ground truth clustering of the
databases is provided together with the data. This enables the calculation of
the class variables, as explained in Section 6.3.
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Synthetic datasets

Recall that each time series database becomes an instance in our classification
framework and the number of databases in the UCR archive is not very large.
In view of this, we have complemented the set of databases with 555 synthetic
datasets, generated specifically for this study. The details for the generation
of the databases are included in Appendix A.

As can be seen there, the synthetic databases used in this study are divided
into 8 distinct groups, depending on the baseline functions used to generate
the series therein. The baseline functions range from simple piecewise constant
functions or linear series to more complex ARMA formulations, combinations
of sinusoidal functions, random functions, etc. From each type of database,
several different instances have been generated by synthetically modifying and
tuning the dimension of the database, the level of noise, outliers, shift and local
warp. The idea is to introduce databases with different characteristics that will
cover the feature space and will enable the construction of a general classifier,
applicable to new databases.

Once we have generated the 555 synthetic databases, in order to use them
as training instances of the classification framework presented in Section 6.2,
the characteristics described in Section 6.1 have been calculated for each
of them. Additionally, since the ground truth clustering of these artificial
databases is directly obtained from the database generation process (see sup-
plementary material mentioned previously for details), we obtain their corre-
sponding class labels as explained in Section 6.3.

PAMAP database

The PAMAP database [174, 175] consists of the sensorial monitorization of 8
subjects while they perform several physical activities. The database is divided
into 2 different parts, one corresponds to outside activities, such as running or
rope jumping, and the other to inside activities, such as ironing or vacuuming.
Each part consists of a set of multivariate streams of data (one stream for each
subject), which record the measurements obtained during the experimentation
by means of 3 Colibri wired IMUs (inertial measurement units) situated on the
hand, chest and shoe of the subjects and a Heart-Rate monitor. In total, for
each subject, there are two sets of streams of 45 variables, one for the outside
activities and one for those activities performed inside. The specific activity
that the subject is performing in each instant is also provided together with
the sensor data, and this information will be used to define the ground truth
clustering, necessary to evaluate the results obtained by our method.

In this chapter we focus on the outdoor activity data, which is available for
7 of the 8 subjects. The total number of activities that the subjects perform in
this case is also 7. For the sake of simplicity, from the 45 variables collected in
the data streams, we choose 3 variables (z-accelerometer on hand, chest and
shoe) and analyze them separately: from each of the selected variables we will
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obtain a different time series database. This choice has been made based on
[168] but, of course, choosing other variables is also possible. In fact, selecting
the most representative variable or variables, or applying the method to the
multivariate stream itself, could be an interesting subject of study, but its
outside the scope of this experimentation.

In order to be able to cluster these databases, we first have to pre-process
the streams to obtain a set of finite-length time series, each one corresponding
to one of the classes (defined by the different activities). As such, we separate
the sections corresponding to each activity and each subject, and we segment
them using a sliding window, as proposed in [175] and [168]. The width of
the window is chosen to be 1000 data points (10 seconds) and we allow 50%
overlap between the windows as shown in [175].

After applying this pre-process to the three selected variables separately,
we obtain three databases with 2923 series of length 1000 each. We calculate
the characteristics of these databases, as shown in Section 6.1. Additionally,
we also obtain the ground truth labels for each dataset by using the infor-
mation about the ground truth clustering, and applying the process shown in
Section 6.3.

6.4.2 The distance measures

To validate our proposal, from all the time series similarity measures available
in the literature, we have chosen the five explained in detail in Section 3.2:
Euclidean distance (ED), Dynamic Time Warping (DTW), Edit Distance for
Real Sequences (EDR), TQuest and the Fourier coefficient based distance. We
have made this selection with the idea of including measures with different
characteristics and considering their performance in previous publications.
However, the distance selection method that is proposed in this chapter could
be applied to other similarity measures, including metric learning proposals.

All the distance measures introduced above, except ED, require the se-
lection of a parameter. In these experiments, we have considered the options
summarized in Table 6.2 for each distance. We have defined the range of the
parameters based on the experimentation shown in [228], but have augmented
the step size in all cases because of the extra computational effort when work-
ing with the large number of databases included in this study.

6.4.3 Evaluation of the multi-label classifier.

In order to validate the performance of our proposal, we perform a complete
set of experiments that we will explain in the following paragraphs.

To begin with, we have selected five different evaluation scenarios, sum-
marized in Table 6.3, and have studied the behavior of our method in each of
these contexts.

In the first scenario we only use the synthetic databases to evaluate the
multi-label classifiers, within a 10x5-fold cross validation framework. In the
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Table 6.2. Parameter options for the distance measures. l is the length of the time
series in the database, and avg and sd are the average and the standard deviation
of the series in the dataset.

Distance

Measure
Parameter

Min.

value

Max.

value
Step size

DTW Window size (w) 0.04 · l 0.32 · l 0.04 · l
EDR Threshold (ε) 0.20 · sd sd 0.20 · sd
TQuest Threshold (τ) avg − sd avg + sd 0.40 · sd
F Number of coefficients (f) 0.04 · l 0.32 · l 0.04 · l

second scenario we use both the synthetic databases and the databases from
the UCR archive together, also within a 10x5-fold cross validation scheme.
The third scenario concentrates on the databases of the UCR archive and
discards the synthetic databases. Finally, the fourth and fifth scenario apply
a train/test validation methodology where one group of databases (synthetic
or UCR) is used for training and the other for testing.

Table 6.3. Summary of validation scenarios.

Evaluation
Scenario

Training time
series databases

Testing time
series databases

Validation
Technique

Experiment 1 Synthetic Synthetic 10x5-fold CV

Experiment 2 Synthetic + UCR Synthetic + UCR 10x5-fold CV

Experiment 3 UCR UCR 10x5-fold CV

Experiment 4 Synthetic UCR Train/Test

Experiment 5 UCR Synthetic Train/Test

To provide a baseline for comparison, we have included three additional
naive multi-label classifiers in this first experimentation round. The first is a
Random Classifier (RC) which divides the problem into 5 independent binary
classification problems, each one associated to a distance measure. Each of
these binary classifiers will output a value of 0 (distance not present in the
label set) or 1 (distance present in the label set) randomly but respecting
the univariate probabilities of presence/absence observed in the training set
for each distance. The performance values of this classifier can be exactly
calculated if the class distribution of the testing set is assumed to be equal to
that of the training set. However, this condition does not necessarily hold in all
cases. Based on this, and given the randomness of RC, we have simulated this
classifier 1000 times and then averaged the performance values of all rounds
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in order to provide reliable results. The second one is denominated zeroR,
following the notation in MEKA, and uses a constant classifier that simply
selects the most common label as the base classifier of the RkL algorithm.
The third classifier, called Majority label set (MLS), simply assigns the most
common label set in the training set to all the test instances.

We have evaluated the performance of all these classifiers using three met-
rics. The first is the Exact Match (EM) metric, which measures the proportion
of correctly classified instances:

Exact Match =
1

NTe

NTe∑
i=1

I(L̂i = Li) (6.18)

where NTe is the total number of instances in the testing set, Li is the true
set of class labels for instance i and L̂i is the predicted set of labels for this
same instance. I takes a value of 1 if the condition is true and 0 otherwise. It
must be noted that EM is the strictest among the evaluation metrics in the
multi-label framework because it only considers the instances whose predicted
label set is identical to the ground truth label set [250].

The second metric is the accuracy, which is not as strict as the EM metric
and is calculated as [250]:

Accuracy =
1

NTe

NTe∑
i=1

|Li
⋂
L̂i|

|Li
⋃
L̂i|

(6.19)

The third performance measure we have chosen is the macro F1-measure
calculated as [172]:

F1macro =

L∑
i=1

F1(i) (6.20)

where L is the maximum number of possible labels and F1(i) is the F1-score
calculated for label i as:

F1 =
2 · TP

2 · TP + FN + FP
(6.21)

where TP is the number of true positives and FP and FN are the number of
false positives and false negatives, respectively.

As can be seen in Equations 6.18 and 6.19, the exact match and the ac-
curacy are example-based metrics, where the performance of the classifier is
calculated individually for all the instances in the database and then averaged
to obtain a global value [250]. On the contrary, the F1-macro measure is a
label-based metric, where the performance is evaluated for each label sepa-
rately and then averaged across all the class labels. By using these two types
of measures we will analyze the classifiers from two different points of view.

As additional metrics, and in order to study the behavior of some classifiers
more specifically, we calculate the multi-label precision and recall [250]:
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Precision =
1

NTe

NTe∑
i=1

|Li
⋂
L̂i|

|L̂i|
(6.22)

Recall =
1

NTe

NTe∑
i=1

|Li
⋂
L̂i|

|Li|
(6.23)

The comparison of these two metrics will provide some insights into the re-
lation between the cardinality of the predicted class labels and the true class
labels.

Note that we have not used the databases obtained from PAMAP in this
first set of experiments. The reason is that the objective is to evaluate the over-
all performance of the method, and the small number of databases obtained
from the PAMAP data (only 3), do not allow to yield conclusive results. How-
ever, some additional experiments have been performed using the PAMAP
databases, with the objective of applying our method to databases different
from the typical benchmark datasets. These experiments do not require ex-
tensive explanations and will be directly introduced in Section 6.5.

In all the proposed experiments, we have implemented the RkL and ECC
classifiers proposed in Section 6.2 with MEKA [171], a multi-label extension
to WEKA. In the case of RkL, we employ the parameter combination recom-
mended in [172]: k = 3 and m = 2L, where L is the number of possible labels.
Finally, for the ECC classifier, since the training sets are not very large, we
set the only parameter, the number of iterations, to 50 as proposed in [172].
In both these classifiers, we use a unique threshold for all labels by leaving
the default option PCut1 in MEKA.

With respect to the parameters of the pruned C4.5 trees, in Experiments 3
and 5, we directly adopt the default parameters provided by the J48 function
in WEKA, which implements this type of model. In these cases, the pruning
strategy applied by WEKA is subtree raising with the confidence level set on a
fixed value of 0.25. In order to obtain more generalizable results, reduced error
pruning can be applied, which holds out part of the training set to estimate
this confidence factor. However, this implies that the initial tree structure
is learned with only part of the training set. In Experiments 3 and 5, the
training set is already quite small so this option is not appropriate. However,
in all the rest of the experimentation, we have enabled this option. All the
other parameters have been left in default mode.

6.5 Results

In this section, we summarize the results obtained from the experimentation.
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Table 6.4. Exploratory analysis of label distribution in the synthetic and UCR
databases.

UCR datasets Synthetic datasets

Number of labels per instance
Mean 1.370 1.986
Standard Deviation 0.771 1.228

Presence of each class label
(%)

DTW 50.00 68.30
EDR 45.70 69.20
TQUEST 19.60 7.40
ED 10.90 22.00
F 10.90 3.17

Concurrent presence of two
class labels (%)

ED & F 8.70 21.40
DTW & TQUEST 6.50 6.50
DTW & F 6.50 26.30
ED & DTW 4.30 19.80
ED & EDR 2.20 18.20
ED & TQUEST 2.20 3.60
EDR & TQUEST 2.20 6.70
EDR & F 2.20 24.90
TQUEST & F 2.20 4.30
DTW & EDR 1.30 41.40

6.5.1 Exploratory analysis of the data

Before dealing with the results obtained from the experimentation, it is im-
portant to have some information about the characteristics of the databases
that have been used. The goal is to analyze the features and the labeling and
to find the similarities and differences that could exist between the two types
of databases.

To begin with, in Table 6.4, some statistics and percentages are shown that
provide information about the label distribution in the synthetic databases
and the databases from the UCR archive.

It is obvious that the distribution of labels differs from one set of databases
to the other. While the synthetic databases tend to have more than one label,
the databases from the UCR archive generally admit only one distance as the
most suitable. As evidence of this, the mean number of labels per instance is
much closer to one in the case of the UCR distances than with the synthetic
databases. Furthermore, the standard deviation is much lower in the UCR
databases, and the concurrent appearances of pairs of distances are much less
frequent in this case. Taking into account that the distance selection process
is based on statistical tests, this suggests that many of the databases from the
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UCR archive have very specific characteristics that only fit with the properties
of one distance measure. For example:

• Many of the databases from the UCR archive have very similar clusters,
some are even very difficult to discern by visual criteria. By setting very
small values to the ε parameter of the EDR distance, this measure is able to
magnify the small differences between the series, becoming an ideal distance
measure for this type of databases.

• TQuest is among the most suitable distance measures much more frequently
with the UCR databases than with the synthetic databases. As commented
initially, this distance measure is not usually suitable for general databases
and only provides good results in some specific cases where a certain thresh-
old has a special relevance.

In relation to the feature space, after an exploratory analysis, it can be
said that the synthetic databases cover a larger part than the databases from
the UCR. As can be seen in Figures 6.6a and 6.6b, the noise and outlier
levels are restricted to very small values in the databases of the UCR. Also, as
commented previously, there is a large presence of databases with very similar
clusters in the UCR archive. This results in a much higher mean correlation
value in the databases of the UCR in comparison with the synthetic databases
(see, Figure 6.6c).
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Fig. 6.6. Comparison of the mean noise level, mean outlier level and mean correla-
tion level in the synthetic and UCR databases. Noise level obtained by the moving
average method and outlier level calculated using the adjusted box-plot method.

Finally, variables related to trend, such as number of peaks, number of
jumps, kurtosis and skewness, are generally higher in the synthetic databases.
However, these variables are strongly influenced by the presence of random-
ness, noise and outliers and it is complicated to extract additional conclusions
from exploratory univariate plots.
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6.5.2 Evaluation of the classifiers

We will now focus on the results obtained by the classifiers proposed in Sec-
tion 6.2: in Table 6.5, the exact match, accuracy and F1-macro values are
provided for the 5 proposed evaluation scenarios.

The first clear conclusion is that, in the first two validation scenarios, the
classifiers that use the characteristics introduced in Section 6.1 clearly outper-
form the other three naive classifiers for all the three performance measures.
Furthermore, the high performance values obtained confirm the usefulness of
the two classifiers as automatic distance selection tools.

In the third validation experiment, the RkL and the ECC classifiers also
obtain superior results for all performance measures except the exact match,
which is slightly superior for the MLS classifier. The reason for this is that,
the labels of the databases in the UCR archive are very unbalanced. The
most common labelset in the UCR archive only contains one label, the EDR
distance, and this choice appears in almost a third of the databases. As such,
the MLS classifier obtains good results in exact match, but very low values for

Table 6.5. Exact Match, Accuracy and F1-macro values for the multi-label classi-
fiers.

EXACT MATCH

ECC RkL RC MLS zeroR

Experiment 1 0.45 0.46 0.10 0.25 0.17
Experiment 2 0.42 0.44 0.10 0.24 0.16
Experiment 3 0.28 0.28 0.13 0.29 0.11
Experiment 4 0.07 0.13 0.09 0.30 0.09
Experiment 5 0.23 0.23 0.10 0.23 0.17

ACCURACY

ECC RkL RC MLS zeroR

Experiment 1 0.70 0.71 0.40 0.41 0.56
Experiment 2 0.68 0.69 0.39 0.41 0.55
Experiment 3 0.45 0.44 0.28 0.36 0.41
Experiment 4 0.39 0.40 0.32 0.37 0.44
Experiment 5 0.48 0.48 0.30 0.39 0.56

F1-macro

ECC RkL RC MLS zeroR

Experiment 1 0.71 0.64 0.40 0.16 0.33
Experiment 2 0.69 0.62 0.39 0.16 0.32
Experiment 3 0.30 0.26 0.27 0.12 0.23
Experiment 4 0.38 0.30 0.31 0.13 0.26
Experiment 5 0.33 0.30 0.31 0.16 0.33
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the F1-macro measure, because it only guesses the label of the EDR distance.
This same behavior also appears in scenario 4, where the MLS classifier obtains
very high exact match values but low values in other performance measures.

In the fourth experiment, the classifiers obtained by the ECC and RkL
algorithms obtain low exact match values. A first possible explanation for
this phenomenon is that there are large differences between the feature space
of the databases from the UCR and the synthetic databases (see Section 6.5.1).
In view of this, the results obtained are somewhat as expected.

Moreover, some additional conclusions can be obtained if the precision and
recall values are studied (see Table 6.6). In the fourth validation scenario, the
classifiers obtained from the RkL and ECC algorithms obtain much higher val-
ues of recall than precision, which suggests that these classifiers tend to assign
more labels than necessary. This behavior is expected because, as observed
in Section 6.5.1, the databases from the UCR generally admit fewer class la-
bels than the synthetic databases. In this context, although the accuracy and
precision values for the ECC and RkL classifiers do not differ too much from
those obtained from the MLS classifier, the exact match values become worse
on account of the excess of labels. Nevertheless, given the high results that the
ECC and RkL classifiers obtain for the F1-macro and accuracy measures in
this experiment, we can say that, although they are more conservative, these
classifiers are still useful to reduce the size of the candidate distance set.

Finally, in the fifth scenario, the ECC and RkL methods obtain exact
match values which are similar (and slightly superior in the case of ECC) to
the MLS classifier, and very superior to those obtained by the Random and

Table 6.6. Precision and Recall values for the multi-label classifiers.

PRECISION

ECC RkL RC MLS zeroR

Experiment 1 0.79 0.80 0.54 0.69 0.68
Experiment 2 0.77 0.78 0.53 0.67 0.67
Experiment 3 0.53 0.51 0.33 0.46 0.46
Experiment 4 0.46 0.47 0.36 0.46 0.48
Experiment 5 0.67 0.70 0.45 0.68 0.69

RECALL

ECC RkL RC MLS zeroR

Experiment 1 0.85 0.84 0.60 0.41 0.81
Experiment 2 0.84 0.82 0.59 0.41 0.81
Experiment 3 0.58 0.55 0.41 0.36 0.66
Experiment 4 0.74 0.67 0.56 0.37 0.76
Experiment 5 0.60 0.58 0.41 0.39 0.81
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ZeroR classifiers. With respect to the other metrics, only the zeroR classifier
obtains slightly higher results than the ECC and RkL classifiers.

The reason for this is that, in all the validation scenarios, the zeroR classi-
fier always tends to assign the two most common distances, DTW and EDR,
to all the test instances. Given the unbalanced nature of the label sets (see
Table 6.5.1), especially those of the UCR databases, the F1-macro score and
the accuracy are quite high for this classifier in all cases. However, the exact
match value is very low in all cases. If we study Table 6.6, we can see that
the recall values are generally very high for the zeroR classifier. In contrast,
the precision values are very similar to or even lower than those obtained by
other classifiers such as RkL or ECC. The big difference between these two
performance scores implies that this classifier always tends to assign more la-
bels than necessary. Moreover, since the two distance measures that the zeroR
classifier systematically selects are the most expensive in terms of computa-
tional cost, we can say that this classifier is not very useful as a distance
selection tool.

In summary, from the results shown, it may be concluded that the char-
acteristics proposed to describe the time series databases are useful to dis-
criminate between distance measures. This is deduced from the fact that the
proposed classifiers obtain overall good performances for all evaluation scores
in comparison to the naive classifiers, which obtain better results only on
some occasions and for some specific evaluation scores. Furthermore, in view
of the results obtained we can say that the proposed framework is useful to
automatically select the most suitable distance measure for new time series
databases.

6.5.3 Visual assessment of the results

As a second attempt to validate our method, we focus on the databases from
the UCR and visually represent some of the obtained results. To do this,
first, we obtain a label prediction for each dataset in the UCR archive using
a ECC multi-label classifier trained using all the synthetic sets and all the
UCR datasets except the one of interest. Then, we plot the obtained results
in different manners, that will be explained directly in Section 6.5.

The Texas sharpshooter plot [8] was designed to evaluate distance mea-
sures in the context of time series classification. The aim of this plot is to assess
when a new distance measure is better than a given baseline (ED, generally),
and, additionally, if the databases in which it performs better can be identified
in advance. For this, the expected gain in accuracy obtained by the proposed
distance is calculated by using only a training set and then compared to the
true gain, obtained by using a testing set.

In our case, we do not propose a unique distance measure, but a distance
measure selecting tool. Furthermore, we focus on clustering, where there are
no training and testing sets. In this context, the Texas sharpshooter plot is



6.5 Results 97

not directly applicable. However, we retain the underlying idea, take the ED
as the baseline distance and calculate these two values for each database:

Fobtained =

Best F-measure obtained by the distance
measures selected by the multi-label classifier

F-measure obtained by using
the ED

(6.24)

Ftrue =

Best F-measure obtained by the true
most suitable distance measures

F-measure obtained by using
the ED

(6.25)

Note that the true most suitable distance measure set is obtained as ex-
plained in Section 6.3. Once we have obtained these values, we plot them and
obtain the following conclusions:
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Fig. 6.7. Variation of the Texas sharpshooter plot for the databases in the UCR
archive.

• Points close to the diagonal: The points that lie close to the diagonal
represent databases for which our method obtains a F-measure similar to
the F-value obtained by the most suitable distance measure(s). Specifically,
for the databases that are situated exactly on the diagonal, our method has
provided at least one of the most suitable distances among its choices. Note
that there are a few databases that obtain a higher F.Obtained value than
the F.True value (points below the diagonal). The reason for this is that
the most suitable distance sets are selected by means of statistical tests (see
Section 6.3) whereas in Figure 6.7 we focus only on the individual highest
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F-values. There are only three cases that deviate notably from the diago-
nal: the FaceFour, TwoPatterns and fish databases. In the first case, our
classifier chooses the Fourier distance instead of the EDR distance, which
is the most suitable for this dataset. The database is quite noisy and both
these distance measures are able to deal with noise, to some extent. Fur-
thermore, the shift in the FaceFour dataset is very small, which is possibly
why the multi-label classifier chooses the F distance over the EDR distance.
In the case of Two patterns, the classifier chooses the EDR distance when
the DTW distance is the most suitable. In this database, some sections of
the series are noisy (generated by a Gaussian distribution), which is prob-
ably why the EDR distance was chosen. However, these noisy sections are
alternated with piecewise constant functions, which are essentially the parts
which provide relevant information about the different classes. This behav-
ior can not be detected by the common denoising methods and so, it is
difficult for the multi-label classifier to predict the correct class label. Fi-
nally, in the fish database, the DTW distance is chosen by the classifier,
when the EDR is the most suitable. In this case, it is difficult to extract
any intuitive reasons for the choice made by the classifier as it is probably
due to a complex combination of features.

• Points to the right of the vertical line: The datasets that lie to the
right of the vertical line are those in which our method has provided useful
information, resulting in an improvement over the ED distance. It is obvious
that most of the UCR databases shown in the plot lie in this area.

• Points to the left of the vertical line: These are the cases in which
the ED performs better than any of the distance measures selected by our
multi-label classifier. For the 5 databases that lie in this area, the accuracy
obtained by the selected distance is not much lower than that obtained
by ED. However, the ED is computationally very cheap, so using a more
complex measure to cluster our database when ED provides good results,
is a waste of computational effort. For two of the databases in this area,
our classifier chooses the Fourier distance, which is not computationally very
expensive. However, in the other three databases, DTW or EDR are chosen.
In these cases, clustering the databases with the distances chosen by our
classifier will yield similar accuracy results, but will result in a significant
increase in computational cost compared to applying ED.

To finish with our visual analysis, we show two examples (Figures 6.8 and
6.9) of the improvement that can be obtained by using the distances proposed
by our classifier instead of the baseline ED. In the CBF database, the shift-
ing and warping between the series in the same class is quite large, and in
this context, DTW gives much better results than ED. In the DiatomSizeRe-
duction database, the similarity between the clusters makes EDR the most
suitable distance measure because, by choosing a very small epsilon, it is able
to magnify the tiny differences between the clusters, that ED is not able to
capture correctly.
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Fig. 6.8. The cluster solution obtained for a subset of the CBF dataset by using
ED and the distance selected by our multi-label classifier. The true cluster of each
series is represented by the number on its left and the clustering obtained by the
distance measure is represented by the lines on the right.
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Fig. 6.9. The cluster solution obtained for a subset of the DiatomSizeReduction
dataset by using ED and the distance selected by our multi-label classifier.

6.5.4 Performance of the method in the PAMAP database case
study

Finally, in order to show the applicability of our method in a real context, we
perform some final experiments using the PAMAP dataset [174, 175]. Note
that the objective of this experiment is simply to show a supplementary ex-
ample of the usage and performance of the proposed method with a set of
unprocessed data. After calculating the characteristics and class values for
the three databases created from the PAMAP data, we introduce the ob-
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tained predictive variables into an ECC multi-label classifier, trained by using
all the synthetic databases and the UCR databases and we analyze the differ-
ences between the predicted class labels and the true most suitable distance
set directly.

The label predictions obtained for the three databases (z-accelerometer on
hand, chest and shoe) built from the PAMAP data are shown in Table 6.7.
Together with this, the true most suitable distance measures for each database
are also shown. Additionally, in Figure 6.10, we plot the results by using the
variation of the Texas sharpshooter plot, introduced in Section 6.5.3.

Table 6.7. Predicted and true most suitable distance sets for the three databases
built from the PAMAP data.

Predicted most suitable

distance measures

True most suitable

distance measures

z-acc. in hand DTW, EDR DTW

z-acc. in chest DTW, EDR DTW

z-acc. in shoe DTW, EDR, F DTW, F
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Fig. 6.10. Variation of the Texas sharpshooter plot for the databases obtained from
the PAMAP database.

As can be seen in Table 6.7, our method always includes all the most suit-
able distances among its choices. The improvement over ED is clearly shown in
the variation of the Texas sharpshooter plot shown in Figure 6.10, because all
the points are situated to the right of the vertical line. Furthermore, the exact
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match between the predicted distances and the true most suitable distances
is almost obtained, and only EDR is chosen erroneously (false positive). It
is probable that this distance is chosen due to the large amount of shift and
noise present in the PAMAP data. Additionally, note that although EDR does
not obtain the best values overall (recall that true labels are obtained using
statistical tests), for the database obtained from the z-accelerometer situated
on the hand, this distance obtains the best individual F-measure, which is
why one of the points in Figure 6.7 appears below the diagonal line.

6.6 Conclusions and future work

In this chapter, a multi-label classifier for the automatic similarity measure
selection has been proposed for the task of clustering time series databases.
The classifier receives a set of characteristics that describe the database as
input and returns the set of most suitable distance measures from a set of
candidates. The positive results obtained in the experimentation for various
multi-label classification performance measures demonstrate that this tool is
useful to simplify the distance measure selection process, crucial to the time
series database clustering task.

An important by-product of this chapter is the introduction of the labeling
process introduced in Section 6.3. With the definition of this process, we have
proposed a distance measure evaluation method based on statistical tests for
the task of clustering. We believe that, a method of this type has not been
proposed before.

The first obvious future research direction is to include new distance mea-
sures in the proposed framework. In this line, a more extensive study could
be performed introducing new features, that would describe other aspects of
the time series databases that have not been considered in this chapter. For
this purpose, some of the features presented in [68] could be considered.

Another proposal for future work includes an optimization of the tempo-
ral costs associated with the calculation of the characteristics. Some of the
features introduced in this study, such as the shift, are computationally quite
expensive to calculate, which could be an inconvenience when working with
particularly large databases. Since only means, medians, standard deviations
and other general statistics are calculated, strategies such as sampling the
time series database could be applied to reduce this computational cost. In
the same line, reducing the number of parameters associated to the charac-
teristics could also improve the applicability of the proposal.

Finally, some insights into the definition of the parameters of the distance
measures have been included throughout the chapter, but no extended ex-
perimentation has been carried out on this topic. Studying the relationship
between the characteristics of the databases and the parameters that define
each distance could be useful to simplify the selection of a distance measure
even more.





7

A contribution to early classification of time
series

We have seen in Chapter 5 that, in travel time prediction, using a combined
model based on time series clustering shows an improvement in performance
in comparison to the general model trained with all the data, especially when
using naive historical travel time prediction models. However, we have also
seen that, in order to predict the travel time values for new incoming data
points, the days they belong to must be assigned to one of the existing clusters
or “day types”. Since the objective is to provide online travel time predictions,
these assignments must be made using only the data available at the time the
prediction is made.

In Chapter 5 we have used a naive 1NN based strategy to make this class
assignment, but this method entails several inconveniences. The main problem
is that the class allocations are made every time a new data point arrives,
and are based simply on the proximity to the cluster centroids. As such,
these models do not consider the typology of the classes and can not measure
the quality or accuracy of the predicted outcomes. Note that, if the class
assignments are erroneous, the quality of the travel time predictions might
deteriorate, because we will be using a model specifically trained for another,
and possibly very distinct, traffic pattern.

Bearing all this in mind, we can say that we are interested in using specific
models for each pattern whenever possible, but when the risk of making a
mistake in the class assignment is high, we prefer to be safe and to simply use
a general model trained with all the data.

It is easy to imagine that the earliness of the class predictions may affect
their accuracy. As a general rule, the more data points that are available, the
more accurate the class predictions become because the information about
the time series is more complete. In view of this, the aim is to find a trade-
off between two conflicting objectives: the accuracy of the predictions and
their earliness. Class predictions should be given as early as possible while
maintaining a satisfactory level of accuracy [237]. In the literature of time
series data mining this task is denominated early classification of time
series.
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This problem arises in contexts where the data is collected over time and
it is preferable, or even necessary, to predict the class labels of the time se-
ries as early as possible. For example, in medical informatics, the patient’s
clinical data is monitored and collected over time, and the early diagnosis of
some diseases is highly correlated with a positive prognosis. For example, for
tamponade, a critical medical condition that is best detected by examining
photoplethismography (PPG) time series, researchers have long noted “the
critical role of early diagnosis” [21], with just tens of seconds separating fatal
from benign outcomes [194].

In this chapter, we present an Early Classification framework for time se-
ries based on class DIscriminativeness and REliability of predictions (EC
DIRE). As its name implies, in its training phase, the method analyzes the
discriminativeness of the classes over time and selects a set of time instants
at which the accuracy for each class begins to exceed a pre-defined threshold.
This threshold is defined as a percentage of the accuracy that would be ob-
tained if the full length series were available and its magnitude is selected by
the user. The information obtained from this process will help us decide in
which instants class predictions for new time series will be carried out, and it
will be useful to avoid premature predictions. Furthermore, ECDIRE is based
on probabilistic classifiers (PC) so, the reliability of the predicted class labels
is controlled by using the class probabilities extracted from the classification
models built in the training process.

The rest of the chapter is organized as follows. In Section 7.1, we introduce
the problem of early classification in more detail and summarize the related
work. Section 7.2, presents the main contribution of the chapter: the ECDIRE
framework. In Section 7.3, we briefly introduce Gaussian Process classification
models, the specific probabilistic models used in this chapter, and present
an adaptation for the task of time series classification. In Section 7.4, the
experimentation and validation of this method is carried out using a set of
benchmark time series databases and, in Section 7.5, we present a case study
on a real-world problem regarding the early identification of bird calls in a
biodiversity survey scenario. Finally, in Section 7.6, we summarize the main
conclusions and propose some future research directions.

7.1 Early classification of time series: related work

As shown in Chapter 3, time series classification [236] is a supervised learning
problem where the objective is to predict the class membership of time series as
accurately as possible. Due to its popularity, over the years, many extensions of
the time series classification problem have been studied and early classification
of time series [237] is one of the most notable and that which will be studied
in this chapter. This problem consists of predicting the class labels of the
time series as early as possible, preferably before the full sequence length is
available.
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This problem appears in many domains in which data arrives in a stream-
ing manner and early class predictions are important. The most obvious appli-
cations are in medical informatics where the patient is monitored and tested,
the clinical data is obtained over time and diseases must be identified as soon
as possible. Other examples range from online fault detection in an industrial
plant [17] to early detection of chemical spills or leaks by using data collected
continuously from a set of sensors [82].

The earlier a prediction is made, fewer data points from the time series
will be available and, in general, it will be more difficult to provide accurate
predictions. However, as commented previously, in early classification of time
series, the class predictions should be carried out as early as possible. In this
context, the key to early classification of time series is not only to maximize
accuracy, but rather to find a trade-off between two conflicting objectives:
accuracy and earliness. The aim is to provide class values as early as possible
while ensuring a suitable level of accuracy.

The solutions proposed in the literature are varied. Some methods simply
learn a model for each early timestamp and design different mechanisms to
decide which predictions can be trusted and which should be discarded. To
classify a new time series, predictions and reliability verifications are carried
out systematically at each timestamp and the class label is issued at the first
timestamp in which a reliable prediction is made. For example, in Ghalwash
et al. [72], a hybrid Hidden Markov/Support Vector Machine (HMM/SVM)
model is proposed and a threshold is set on the probability of the class mem-
bership to try to ensure the reliability of the predicted labels. In Hatami and
Chira [82], an ensemble of two classifiers is proposed which must agree on
the class label in order to provide a prediction. Lastly, Parrish et al. [160]
present a method based on local Quadratic Discriminant Analysis (QDA). In
this case, the reliability is defined as the probability that the predicted class
label using the truncated time series and the complete series will be the same.
At each timestamp, the method checks if this probability is higher than a user
pre-defined threshold and gives an answer only if this is so.

A slightly different strategy can be found in Ghalwash et al. [71], Xing et al.
[238] and He et al. [83], where the authors propose methods to discover a set
of shapelets which are useful to discriminate between the classes early in time.
The concept of shapelet was first introduced by Ye and Keogh [241] and refers
to a subsequence or subpattern of a time series that can be used to represent
and identify a given class. To classify a new time series in an environment
where the data is collected over time, each time a new data point arrives, the
series is compared to the library of shapelets and is classified if a match is
found [71]. The matching condition depends on the required reliability level
and is determined in the training process.

Finally, we must mention the Early Classification on Time Series (ECTS)
method presented by Xing et al. [237]. This work formally defines the prob-
lem of early classification for the first time, and analyzes the stability of the
nearest neighbor relationships in the training set as the length of the series is
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truncated. In its training phase, the ECTS method calculates the Minimum
Prediction Length (MPL) for each time series in the training set. This value
represents the earliest timestamp in which the given training series begins to
provide reliable nearest neighbor class predictions. To predict the class label
of a new unclassified time series, at each early timestamp t, all the training
series are truncated to the corresponding length and a simple nearest neighbor
classifier (1NN) is applied. However, once the nearest neighbor is found, if its
MPL is larger than t, the prediction is considered unreliable, no class label is
provided and the method simply waits until the next data point arrives.

In this chapter, we will design an early classification method that will focus
on two aspects. Firstly, note that a clear disadvantage of the early classifica-
tion methods in the literature is that, when trying to predict the class label
of a new time series, forecasts must be made and checked at all timestamps.
Only the ECTS method can avoid a few predictions at the initial early in-
stants, when the MPLs of absolutely all the training series are larger than the
given timestamp. This results in many unnecessary calculations that could be
avoided if the typology of the different classes were taken into account. The
synthetic CBF database [103] is a clear example of the disadvantage of issuing
and checking the predictions at each timestamp. This database is identified
by three shapes, each of which represents a class (see Figure 7.1). The series
that belong to each class are obtained by translating, stretching and com-
pressing an initial shape and adding noise at different levels. As can be seen,
the three shapes are identical until one point and, thus, it makes no sense to
make predictions until this time has arrived. In order to deal with this issue,
our method incorporates a mechanism to initially decide, for each class, after
which time instant it makes sense to make predictions and when we can avoid
unnecessary calculations. Additionally, as will be shown in Section 7.5, this
mechanism will also provide a direct way to apply ECDIRE to the problem of
early pattern identification in streams of unknown and possibly infinite length.

Secondly, our method is based on probabilistic models and includes a pro-
cedure that controls the reliability of the class forecasts. We note that some
proposals such as the ECTS method, which is based on the NN classifier, sim-
ply lack a strategy to control the reliability of the issued class labels. As such,
for example, if an outlier series arrives, it will inevitably be assigned to one of
the classes. More adequate solutions such as Ghalwash et al. [71; 72], Hatami

(a) Cylinder. (b) Bell. (c) Funnel.

Fig. 7.1. The idealized shapes that define the CBF synthetic database. The actual
items are distorted by random noise and warping.
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and Chira [82], Parrish et al. [160], Xing et al. [238] and He et al. [83] try to
uncover those situations by means of different mechanisms. However, most of
these methods are not able to provide a quantitative and interpretable mea-
sure of the uncertainty of their predictions. As commented in Ghalwash et al.
[71], the ability of providing such measures is a desirable property of early
classification methods because it helps the users to assess the quality of the
responses they receive. Our early classification method includes a strategy to
discard unreliable responses, and it directly provides a quantitative measure
of the goodness of the issued predictions.

7.2 Early Classification framework for time series based
on class DIscriminativeness and REliability of
predictions (ECDIRE)

As previously commented, early classification has to deal with two conflicting
objectives: earliness and accuracy. In this section, we introduce the ECDIRE
method, which takes these two objectives into account.

7.2.1 Learning phase

The learning stage of the ECDIRE method is divided into three steps. In the
first step, we focus on designing a mechanism that will identify the timestamps
from whence it makes sense to make forecasts, for each class. In the second
step we will design a reliability condition that will control the goodness of
the predictions and will directly provide a measure for the uncertainty of the
predictions. Finally, once this is done, we train a set of probabilistic classifiers
(PC), which will be used to issue the class predictions for the new time series.

Step 1: Analysis of the discriminativeness of the classes

In the first step of our early classification framework, we propose analyzing
the database and the classes therein with the objective of deciding from which
instant on it makes sense to make predictions, and when we can avoid unnec-
essary calculations when predicting the class label of a new time series.

We propose building a timeline that describes in which moment each class
becomes safe. This concept of safety refers to the moment in which we can
begin to discriminate a certain class from all the rest of the classes with a
certain degree of accuracy.

Figure 7.2 shows an example timeline with four relevant timestamps:
t1,t2,t3 and t4. These instants are ordered in time and, in each of them, a
class or set of classes becomes safe. For example, at instant t3 we can begin
to discriminate class C5 from the rest of the classes. If we consider the classes
that have appeared earlier in the timeline, we can conclude that at timestamp
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t3, classes C2, C4, C1 and C5 can be predicted accurately. As will be shown in
the next steps, predictions will only be provided at the timestamps that ap-
pear in the timeline or later and, by means of this mechanism, a large number
of calculations can be avoided when making predictions for new time series.

t1 t2 t3 t4 Time

ClassesC2 {C4,C1} C5 C3

Fig. 7.2. An example timeline built to represent at which instant each class becomes
safe.

The problem is now reduced to finding a method to discover the times-
tamps which constitute the timeline of each database. In order to do that,
at each possible timestamp, a multi-class PC, which considers all the classes
in the training set, is trained. As will be explained in Section 7.3.1, in this
chapter Gaussian Process classifiers are used, but any other classifier that
provides probabilistic outputs could be used. Then, we check at which instant
the accuracy becomes good enough for each class. Training a classifier at a
given early time instant simply implies learning the model using only the data
points collected up to that instant. We recall that in early classification prob-
lems the time series are collected over time and, so at each early timestamp,
only the corresponding first points of each series are available.

In this context, we will analyze the overall trends that can be observed in
the accuracy of the classifiers as more data is available. At the beginning, the
data is scarce and, with every new additional data point, the accuracy of the
classifiers generally increases rapidly. However, as time goes by, the number
of available data points becomes larger and the improvement in accuracy
becomes slower and tends to stabilize (see Figure 7.3a). On some occasions,
the accuracy might even drop slightly after a point due to noise that the
additional data may introduce (see Figure 7.3b). In these two cases, which
are the most common, it is possible to classify the time series early in time
without downgrading the accuracy that would be obtained if the full series
were available (full acc.). A third possible case occurs when the behavior of
the accuracy is strictly monotonous (see Figure 7.3c). In this case it will not
be possible to obtain the accuracy achieved with the full series earlier in time
and, if early predictions are desired, the accuracy requirements will have to
be downgraded.

In practice, although they are more uncommon, there are other possible
trends that the accuracy may follow. Nevertheless, these can essentially be
reduced to these three cases. For example, the case where the accuracy is con-
stant can be considered equivalent to the first case, and the strictly decreasing
case can be included within the second trend type, because the practical im-
plications regarding early classification are the same.
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Fig. 7.3. Illustrative examples of the most common behaviors of the accuracy of a
classifier as the number of available data points increases. The x axis refers to the
percentage of the series available at the time of prediction and the y axis refers to
the accuracy obtained by the classifier.

Also note that when we reduce the possible behaviors of the accuracy into
these three cases, we are talking about the overall trend of the accuracy over
time. In practice, the raw behavior of the accuracy tends to be noisy, with
peaks and outliers that disturb these perfect trends. As such, when choosing
the timestamps at which we can make early predictions, we require some sort
of stability in the behavior of the accuracy. In the following paragraphs the
procedure followed to build the timeline is explained in more detail.

As we have mentioned, in a first step, a multi-class PC is trained within
a stratified 10x5-fold cross validation framework, following the recommenda-
tions of Rodŕıguez et al. [178]. This is done by using the full length time series
and considering all the classes. Once this is carried out, the accuracy of the
model is estimated separately and locally within each class. Subsequently, the
classes that yield an accuracy lower than 1/|C| are identified, C being the
set of different classes in the database. If a random classifier, which assumes
that the classes are equally distributed, were applied to the training data,
the accuracy that would be obtained within each class would tend to 1/|C|.
In this context, the predictions obtained for the identified classes are worse
than those that would be obtained by the random classifier. If we consider
this random classifier the baseline, these class values can not be predicted
with enough accuracy, even when the whole series is available. Because of
this, their corresponding labels will never be given as a prediction in our early
classification framework.

Of course, if desired, this condition could be modified or removed by the
user. For example, note that, if the classes are unbalanced, the baseline pre-
sented above is stricter with smaller classes than with larger ones. In this
case, the class frequencies in the training set could be used to define a differ-
ent baseline accuracy value for each class. Of course, this could result in very
low baselines for some classes, which might result in more unreliable class pre-
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dictions. In this sense, one could also consider 1/|C| a very low baseline and
require higher accuracy values for all classes. Finally, these baseline accuracy
values could also be set manually using some sort of domain knowledge or
based on domain specific demands.

For the rest of the classes (c), a percentage (perc accc) of the accuracy ob-
tained with the full length series (full accc) is chosen and, with this, the de-
sired level of accuracy is defined for each class as accc = perc accc ∗full accc.
The goal will be to preserve this accuracy while making early predictions.
With this information, the timeline can be built by following these steps:

1. Select a wide set of early timestamps. In our case, they are defined as
a sequence of percentages of the length of the series in the database:
E = {e1%, e2%, e3%, . . . , 100%}

2. For each early timestamp ei ∈ E:

a) Truncate the time series in the training set to the length specified by
ei, starting from the first point.

b) Train an early PC within a stratified 10x5-fold cross validation frame-
work using these truncated sequences.

c) For each class (c), save the mean of the accuracies obtained in all
the repetitions and folds (accei,c). For a more conservative solution,
choose the minimum or a low percentile of the accuracies obtained in
all the repetitions and folds.

3. For each class c, choose the timestamp e∗c ∈ E as:

e∗c = min{ei ∈ E | ∀j ≥ i , accej ,c ≥ accc} (7.1)

These e∗c values are the timestamps that appear in the timeline and will be
crucial to avoid useless predictions because, as will be shown in the next sec-
tions, forecasts will only be made at these instants or later. Furthermore, the
timeline provides valuable information about each class and, thus, incorporat-
ing it into the ECDIRE method improves the interpretability of the model,
which is a desirable property in early classification [71]. Finally, as we will ex-
plain in Section 7.5, the timeline obtained in this first step provides the means
to directly apply the ECDIRE method to another scenario: the early detection
of significant patterns in streams of unknown length (possibly infinite).

Step 2: Prediction reliability

In this step, we concentrate on the second crucial aspect of our method: de-
signing a mechanism to control the reliability of the class predictions issued
by the classifiers. As commented previously, in this work we use classifiers
which provide probabilistic outputs. These values can be used to ensure the
reliability of the class forecasts and to provide a quantitative measure of the
quality of our predictions. The idea is to set a threshold to the differences
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between the probabilities assigned to the different classes with the aim of re-
quiring a sufficiently large difference between the predicted class and the rest
of the classes.

A separate threshold (θt,c) is defined for each class (c) and early timestamp
(t) and, for this, we use the set of classifiers built within the 10x5-fold cross
validation framework presented in the 2(b) item of the previous step. We recall
that each classifier corresponds to one early timestamp and, since a different
threshold is sought for each early time instant, we analyze each one separately.

First, the predicted class probabilities of all the correctly classified test in-
stances are extracted from all the folds and repetitions and they are grouped
depending on the class of the test instance. Within each group, the differences
between the predicted class probability of the pertinent class and the rest of
the classes will be computed and the minimum of these differences will be
saved for each instance. These values represent the distance in terms of differ-
ences in class probabilities of the winning class and the next most probable
class for all the test instances in the group. Finally, to define the threshold
for the given early timestamp and class, the minimum of all these values is
taken within each group. It must be noted that choosing the minimum in this
last step leads to a very loose threshold that will only discard very uncertain
predictions. For a more conservative threshold or when many outlier series are
present, the mean or median could be chosen by the user in this last step (see
example in Section 7.5).

Step 3: Training the set of classifiers

In this last step, we will train a set of PCs, which will later be used to classify
new time series. To begin with, a classifier is built for each timestamp that
appears in the timeline constructed in the previous section. Contrary to Step
1, where the PCs are learnt within a 10x5-fold cross validation scheme, in this
case, the models are built by using all the training instances. Additionally, if
the last timestamp in the timeline (e∗k) does not coincide with 100% of the
length of the series, the ensemble of classifiers will be complemented with
classifiers built at all the posterior timestamps in E, namely in T = {ei ∈ E :
(ei > e∗k)}. This means that, after timestamp e∗k, our method becomes similar
to those in the literature but, until this point, many unnecessary models will
be discarded. As for the models built in Step 1, in this case, all the classifiers
will also consider all the classes in the database.

In Figure 7.4, an example of the ECDIRE model obtained for a database
with four classes is represented. In this case, the last timestamp in the timeline
is e∗3. As can be seen, PCs are only available at the timestamps that appear
in the timeline and later. Furthermore, in each case, only the classes which
are safe are considered.
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Fig. 7.4. An example of the ECDIRE model obtained from the three steps that
conform the learning phase.

7.2.2 Prediction phase

In this phase, the objective is to make early class predictions for new unclas-
sified time series. As commented previously, PC models are only available at
the timestamps that appear in the timeline obtained in Step 1 and at all the
timestamps after the last point in the timeline, so predictions will only be
made at these time instants. Furthermore, although the classifiers are built
including all the classes, only those that are safe will be considered at each
instant. If the classifier assigns a non-safe label to a given test series, the an-
swer will be ignored and the time series will continue in the process and wait
until the next time step, when more data will be available.

Moreover, the series that are assigned to a safe class must pass the test
of the prediction reliability. The differences between the predicted class prob-
abilities obtained from the classification will be compared to the thresholds
extracted in Step 2. Only if they are larger, will a final class be given. If not,
the series will not be classified and will continue in the process and wait until
enough new data points are available.

Finally, the class probabilities obtained for the classified test instances can
be used as an estimate of the uncertainty of the prediction. As commented
previously and as stated by Ghalwash et al. [71], the availability of measures
of this type is a desirable property for early time series classification problems,
and providing these values may be useful and informative for users.

7.3 Probabilistic classifiers in the ECDIRE framework

Based on the general design of our early classification framework, any classi-
fication algorithm with probabilistic outputs could be used to build the clas-
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sifiers in Sections 7.2.1. In this case, we have chosen Gaussian Process (GP)
models.

GP models are probabilistic models and, unlike other kernel based models
such as SVMs, they output fully probabilistic predictions, which are directly
applicable in our framework. Although they have been extensively applied
in many domains, they are not commonly used in time series classification
and, to the extent of our knowledge, have never been applied to the task of
early classification. However, these models are well known for their ability
to obtain good generalization results in the presence of few labeled instances
[197], which is common when working with time series. Also regarding this,
when working with GP models, the parameters of the kernel function can
be learnt from the data within the Bayesian inference framework, whilst in
SVMs this is generally done by using cross validation. Finally, in some cases,
these models have shown superior performance for time series classification
compared to other kernel based models such as SVMs [197].

7.3.1 Gaussian Process classification

A Gaussian Process (GP) [170] is an infinite collection of random variables
that, when restricted to any finite set of dimensions, follows a joint multivari-
ate Gaussian distribution. A GP is completely defined by a mean function
m(x) and a covariance function k(x, x′):

f(x) ∼ GP (m(x), k(x, x′)) (7.2)

In machine learning, GPs are used as priors over the space of functions
to deal with tasks such as regression and classification by applying Bayesian
inference. The idea is to calculate the posterior probability of the classification
or regression function, departing from a GP prior and applying Bayes’ rule.

In this chapter, we are interested in the use of GPs to solve classification
tasks. The idea is similar to that of the logistic or probit regression. First, a
continuous latent function f with a GP prior is introduced, which is a linear
combination of the input variables. This function is then composed with a link
function (σ) such as the logistic or probit function which transfers the values
to the [0, 1] interval. The resultant function π is the function of interest, and
a prediction for a given test instance can be obtained by calculating [170]:

π̄∗ = p(y∗ = +1|X,y,x∗) =

∫
σ(f∗)p(f∗|X,y,x∗)df∗ , (7.3)

where

p(f∗|X,y,x∗) =

∫
p(f∗|X,x∗, f)p(f |X,y)df , (7.4)

and f∗ is the value of the latent variable for the test instance and {x∗, y∗}
and {X,y} are the input and class values of the test instance and train-
ing instances respectively. Contrary to the case of regression, this problem
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is not analytically tractable because the class variables are discrete and a
non-Gaussian likelihood appears when calculating the posterior of the latent
variable (p(f|X,y)). In any case, many methods have been proposed to find a
solution to this inference problem, and some examples and relevant references
can be found in Rasmussen and Williams [170].

Specifically the proposal shown in Girolami and Rogers [74], which is valid
for both binary and multinomial classification, has been applied in this case to
train the GP models. Departing from a probit regression model, these authors
apply a data augmentation strategy, combined with a variational and sparse
Bayesian approximation of the full posterior. They first introduce a set of mk

variables, similar to the f introduced above but associated to each one of the
possible class values k. Additionally, they augment the model with a set of
auxiliary latent variables yk = mk+ε, where ε ∼ N(0, 1). In probit regression,
this strategy enables an exact Bayesian analysis by means of Gibbs sampling,
but the authors additionally propose a variational and sparse approximation
of the posterior which improves the efficiency of the method. The details of
this numerical approximation can be studied in the cited reference [74].

7.3.2 Gaussian Process for time series classification

A straightforward way to apply GP classification to temporal data is to include
the raw time series directly into the model as input vectors. In this case, the
covariance function could be defined by any commonly used kernel function
(see [170]). The main drawback of this approach is that these common kernels
are not specifically designed for time series and, as such, they are not designed
to deal with shifts, warps in the time axis, noise or outliers, features that are
commonly present in temporal databases. Indeed, many of these kernels are
based on the Euclidean distance (ED), and it has been proven in the past few
years that this distance measure does generally not provide the best results
when working with time series databases [228].

In view of this and as shown in Pree et al. [163] and Wang et al. [228], it
seems interesting to be able to include different time series distance measures
into the classification framework. A simple way of including different distance
measures into a GP classification framework is to directly replace the ED that
appears in other common kernel functions by the distance measure of interest
[163]. However, this solution is problematic for many time series distance mea-
sures because the resultant kernel function does not necessarily create positive
semi-definite covariance matrices, which are a requirement when working with
GP models [170]. Thus, to deal with this issue, we propose the methodology
shown in Figure 7.5.

In a preliminary step, a distance matrix is calculated by using any distance
d of interest. Each position of this matrix holds the distance (dij) between
two series TSi and TSj . This new feature matrix will be the input to the GP
classification framework and, now, any typical kernel function may be used
and the problem of non-positive semi-definite covariance matrices will not be
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Fig. 7.5. Classification framework

encountered. Additionally, this procedure also allows us to combine different
distance measures by concatenating the distance matrices obtained from each
of them [102] or by combining them using some operation such as a weighted
sum, used in Stathopoulos and Jones [197].

This idea of building classifiers by using distance matrices was first in-
troduced by Graepel et al. [75] and can be used to easily introduce different
distance measures into common classification models. Some applications of
this methodology to time series databases can be found in Stathopoulos and
Jones [197] and Kate [102], where the popular Dynamic Time Warping dis-
tance is included into GP models and SVMs, respectively.

7.4 Experiments

In this section, the performance of the ECDIRE method is evaluated in terms
of accuracy and earliness. The complete code of the experimentation is readily
available in the Downloads section of our web page 1.

7.4.1 The Data

In this chapter, all the time series databases from the UCR archive available
at the time of the experimentation are used for validation (see Section 6.4.1 for
more information on these datasets). Some datasets from this archive have also
been used to validate most previous early time series classification proposals,
but, to the best of our knowledge, no previous early classification method has
been validated with so many databases.

7.4.2 Parameters of the early classification framework

The early classification framework presented in this chapter requires the def-
inition of two parameters. First of all, the number of early timestamps that

1 http://www.sc.ehu.es/ccwbayes/isg/index.php?option=com remository&Itemid
=13&func=startdown&id=23
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ECDIRE considers have to be chosen. In this case, in order to avoid exces-
sive computational costs, we have chosen E={5%,10%,15%,...,85%,90%,95%,
100%}. However, choosing a finer granularity could result in earlier predic-
tions.

Additionally, recall that the desired level of accuracy (accc) must be tuned
by the user. This parameter was defined as a percentage of the full accuracy
(full accc) for each class. In this case, 100% of full accc is chosen for all
classes. Namely, perc accc = 100%, ∀c ∈ C

7.4.3 Parameters and implementation of the GP models

As commented in Section 7.3.1, the GP classifiers in the ECDIRE method
have been trained following the method proposed in Girolami and Rogers [74]
and, specifically, based on its implementation available in the vbmp package of
R [112]. This package is designed for multinomial GP classification and only
works with datasets that have more than 2 classes. In view of this, we have
completed the code in order to also enable binary classification by following
the formulation shown by Girolami and Rogers [74]. The parameters for the
vbmp function have all been set to their default values except the convergence
threshold, which has been lowered to a stricter value (10−8), and the maxi-
mum iteration number (set to 24), which has been lowered in order to reduce
computational costs. Furthermore, after a set of preliminary experiments, the
inner product kernel has been chosen as the covariance function. In this case,
the hyperparameter of the kernel function is a scaling factor which assigns
a weight to each of the dimensions of the input data. We recall that each
dimension of the input distance matrix corresponds to one of the series in the
training set (see Figure 7.5), so the hyperparameter is initialized to a vector
of ones, giving equal importance to all the dimensions. However, the hyper-
parameter estimation option (bThetaEstimate) is set to TRUE in order to
remove the effect of any irrelevant or outlier series.

In some cases, depending on the dimension of the training data and
the magnitude of its values, the hyperparameter estimation method imple-
mented in this package results in some numerical errors. This is the case of
the 50words and the two NonInvasiveFatalECG Thorax (NIFECG Thorax)
datasets. These errors are due to the difficulties that arise when dealing with
very small values and, hence, scaling the training set with a big enough scaling
factor will enable the estimation of the hyperparameter. However, a different
and adequate scaling factor has to be sought for each database. Since search-
ing for a method to automatically find this factor is outside the scope of this
dissertation, we have chosen to use a fixed and uninformative hyperparame-
ter in these three databases, a vector of ones, by setting bThetaEstimate to
FALSE.

The distance measure used to built the input matrix is another parameter
to be chosen when building the GP classifiers. As explained in Section 7.3.2,
any time series distance could be used. Nevertheless, the evaluation of the
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performance of the different time series similarity measures is not the objective
at hand and, with this in mind, the basic ED has been used in the experiments
presented.

7.4.4 Comparison to other early classification methods

In order to validate our proposal, we have compared its performance with the
1NN algorithm which uses the full length series and 3 state-of-the-art early
classification methods with available source codes 2 3.

The first early classification method is the ECTS method [237]. We com-
pare our method to two variants of this proposal, the strict (ECTS1) and the
loose (ECTS2) version, setting the only parameter (minimumSupport) to 0,
as the authors have shown in their experiments. The second method used for
comparison is the Early Distinctive Shapelet Classification (EDSC) method
[238]. The authors propose two variants that show similar results in their ex-
perimentation but, in this experimentation, only the one based on the Cheby-
shev Inequality is considered because of code availability. The parameters are
set to the same values shown in their experimentation. The third method is
the reliable early classification method proposed by Parrish et al. [160]. The
values for the reliability threshold τ are taken from the experimentation shown
by the authors: 0.001, 0.1, 0.5 and 0.9 (RelClass1,2,3 and 4, respectively from
now on). Furthermore, in this last method, the local discriminative Gaussian
dimensionality reduction has been enabled because it reduces computational
costs and can reduce noise and yield higher accuracy values [160].

7.4.5 Evaluation method

The databases from the UCR archive used in this study are provided with
pre-specified training and testing sets. In order to enable reproduction of the
results, it is common in the literature to directly use these training and testing
sets in the experimentation and, in view of this, these sets have also been
respected in this case. As such, the evaluation of the classification framework
has been done following a train/test validation methodology.

Two evaluation measures are given, each one corresponding to one of the
conflicting objectives of the early classification problem. The accuracy is cal-
culated in terms of the percentage of the correctly classified test instances:

Accuracy =
1

N

N∑
i=1

I(Ĉi = Ci) (7.5)

Ci being the true class value for test instance i and Ĉi its predicted value. I(·)
takes a value of 1 if the condition is true, and 0 otherwise.

2 ECTS and EDCS: http://zhengzhengxing.blogspot.com.es/p/research.html
3 RelClass: http://www.mayagupta.org/publications/Early Classification For Web.zip
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The earliness is measured by calculating the mean of the time instances ti
in which the test examples are classified. In order to give a more interpretable
result, this value is normalized by the full length of the series in the database
(L) and given as a percentage:

Earliness =
1

N

N∑
i=1

ti
L
× 100 (7.6)

All the early classification methods are evaluated by using these two mea-
sures. However, in the case of the full 1NN method, as it always uses the full
length of the series, we only provide the metric regarding the accuracy.

Apart from giving the raw values of these two performance measures, in
order to assess the statistical differences between the different methods in
each objective, we perform a set of statistical tests for each objective. First,
the Friedman test is applied to conclude if there are any overall statistical
differences and to obtain a ranking of the methods. Then, the Holm posthoc
procedure [51] is applied to make pairwise comparisons between the methods
in each objective. The results will show if there are statistically significant
differences between each pair of methods in each of the objectives.

Finally, for a more global evaluation and comparison between our proposal
and the other state-of-the-art early classification methods, we take the multi-
objective nature of the early classification problem into account. The Pareto
optimality criterion states that a solution dominates another solution if it
obtains better results in at least one of the objectives while not degrading
any of the others. Based on this criterion, by counting the times in which
our method dominates the others and vice versa, we provide a multiobjective
comparison of the ECDIRE method with the rest of the early classification
methods considered in this experimentation.

7.4.6 Results

In Tables 7.1 and 7.2 the accuracy and earliness results obtained from the ex-
perimentation can be observed respectively. It must be noted that the results
for the StarlightCurves, NIFECG Thorax1 and NIFECG Thorax2 databases
are ommited for the EDSC method, because after more than a month and a
half of computation, the method was not capable of providing any results. The
results issued from Friedman’s test and Holm’s method are summarized in Fig-
ures 7.6 and 7.7. These tests are performed by removing the StarlightCurves,
NIFECG Thorax1 and NIFECG Thorax2 databases due to the lack of results
for the EDSC method.

If we analyze the accuracy results, it can be seen that the ECDIRE
method obtains the best results in 17 databases, only preceded by the Rel-
Class4 method which obtains the best accuracy in 18 databases. The worst
values are obtained by the ECTS and the ECDS methods which beat all the
other methods in only 3 cases. Furthermore, it should be noted that, contrary



7.4 Experiments 119

Table 7.1. Accuracy values for ECDIRE, strict and loose versions of the ECTS,
EDSC, RelClass with 4 parameter settings and the full 1NN method. For the
ECDIRE method the percentage of classified series are included between paren-
theses. The method/s with the highest accuracy in each database are shown in bold.
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50words 0.55 (100%) 0.58 0.57 0.42 0.65 0.65 0.66 0.66 0.61
Adiac 0.63 (100%) 0.61 0.40 0.13 0.62 0.63 0.63 0.64 0.61
Beef 0.47 (96.67%) 0.53 0.50 0.20 0.40 0.40 0.57 0.67 0.53
CBF 0.89 (100%) 0.85 0.85 0.88 0.35 0.46 0.80 0.87 0.85
ChlorineConcentration 0.58 (100%) 0.62 0.62 0.53 0.82 0.82 0.82 0.82 0.65
CinC ECG torso 0.71 (89.06%) 0.87 0.87 0.56 0.80 0.84 0.85 0.86 0.90
Coffee 0.89 (96.43%) 0.79 0.75 0.39 0.71 0.89 0.89 0.89 0.75
Cricket X 0.58 (100%) 0.57 0.56 0.46 0.60 0.62 0.61 0.61 0.57
Cricket Y 0.62 (100%) 0.63 0.63 0.55 0.65 0.68 0.68 0.68 0.64
Cricket Z 0.60 (100%) 0.59 0.59 0.43 0.66 0.66 0.66 0.66 0.62
DiatomSizeReduction 0.85 (97.39%) 0.80 0.80 0.85 0.94 0.94 0.94 0.94 0.93
ECG200 0.87 (100%) 0.89 0.89 0.82 0.88 0.89 0.89 0.89 0.88
ECGFiveDays 0.94 (99.65%) 0.62 0.62 0.76 0.57 0.51 0.52 0.77 0.80
FaceAll 0.88 (100%) 0.74 0.76 0.67 0.69 0.69 0.69 0.69 0.71
FaceFour 0.64 (75.00%) 0.77 0.82 0.78 0.84 0.83 0.83 0.86 0.78
FacesUCR 0.74 (99.17%) 0.72 0.71 0.68 0.76 0.76 0.77 0.77 0.77
fish 0.80 (100%) 0.75 0.75 0.62 0.80 0.79 0.79 0.79 0.78
Gun Point 0.92 (100%) 0.87 0.87 0.95 0.91 0.91 0.91 0.91 0.91
Haptics 0.45 (96.75%) 0.37 0.37 0.34 0.30 0.41 0.41 0.40 0.37
InlineSkate 0.26 (96.55%) 0.33 0.33 0.21 0.25 0.28 0.27 0.27 0.34
ItalyPowerDemand 0.93 (100%) 0.94 0.94 0.87 0.67 0.79 0.85 0.95 0.96
Lighting2 0.54 (88.52%) 0.70 0.70 0.79 0.62 0.64 0.62 0.67 0.75
Lighting7 0.53 (97.26%) 0.58 0.58 0.62 0.70 0.68 0.68 0.67 0.58
MALLAT 0.80 (99.70%) 0.85 0.85 0.64 0.44 0.70 0.73 0.80 0.91
MedicalImages 0.73 (100%) 0.68 0.68 0.64 0.65 0.67 0.67 0.68 0.68
MoteStrain 0.85 (100%) 0.88 0.88 0.80 0.58 0.58 0.58 0.58 0.88
OliveOil 0.40 (100%) 0.90 0.90 0.77 0.43 0.80 0.77 0.83 0.87
OSULeaf 0.55 (100%) 0.49 0.49 0.59 0.49 0.49 0.48 0.48 0.52
SonyAIBORobotSurface 0.84 (99.00%) 0.69 0.69 0.74 0.81 0.79 0.79 0.78 0.70
SonyAIBORobotSurfaceII 0.74 (100%) 0.84 0.85 0.83 0.87 0.88 0.88 0.88 0.86
StarLightCurves 0.96 (100%) 0.85 0.15 NA 0.94 0.95 0.95 0.95 0.85
SwedhLeaf 0.86 (100%) 0.79 0.78 0.39 0.84 0.83 0.83 0.83 0.79
Symbols 0.74 (91.86%) 0.83 0.81 0.44 0.47 0.67 0.71 0.79 0.90
synthetic control 0.96 (99.67%) 0.89 0.88 0.88 0.84 0.97 0.98 0.98 0.88
Trace 0.82 (100%) 0.74 0.74 0.84 0.76 0.84 0.86 0.86 0.76
TwoLeadECG 0.86 (99.82%) 0.73 0.73 0.84 0.73 0.72 0.72 0.72 0.75
Two Patterns 0.87 (100%) 0.86 0.86 0.81 0.93 0.93 0.93 0.93 0.91
uWaveGestureLibrary X 0.78 (100%) 0.73 0.73 0.37 0.75 0.75 0.75 0.75 0.74
uWaveGestureLibrary Y 0.70 (100%) 0.63 0.63 0.31 0.60 0.67 0.68 0.68 0.66
uWaveGestureLibrary Z 0.71 (100%) 0.65 0.65 0.42 0.71 0.71 0.71 0.71 0.65
wafer 0.98 (100%) 0.99 0.99 0.98 0.97 0.99 0.99 1.00 1.00
WordsSynonyms 0.51 (97.49%) 0.59 0.59 0.42 0.64 0.65 0.65 0.65 0.62
yoga 0.85 (99.83%) 0.81 0.81 0.68 0.82 0.83 0.83 0.83 0.83
NIFECG Thorax1 0.90 (100%) 0.82 0.81 NA 0.87 0.87 0.87 0.87 0.83
NIFECG Thorax2 0.92 (100%) 0.88 0.88 NA 0.88 0.88 0.88 0.88 0.88

to the other methods, in the ECDIRE method, it is common that at the end
of the process some series remain unclassified, due to the unreliability of their
class label (see values between parentheses in Table 7.1). In this work, we
choose the worst possible validation scenario for our method and include un-
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classified examples as incorrectly classified instances. This includes the series
that, at the end of the prediction process, do not pass the reliability tests but
also includes those that are assigned with one of the initially discarded classes
(see Step 1 of Section 7.2.1). However, it is possible that in some cases, the
cost of making an error is larger than that of not providing a class value. Also,
in some real contexts, outliers series that do not belong to any class could be
present. In these cases, if a cost sensitive measure were applied, the results of
the ECDIRE method regarding the committed error would further improve.

Figure 7.6 enables us to conclude that, with respect to accuracy, the best
results are obtained by the RelClass2, RelClass3 and RelClass4 methods, the
Full 1NN method and the ECDIRE method. The results of all these meth-
ods can not be said to be significantly different from each other. Moreover,
the worst accuracy results are obtained by the EDSC, ECTS2 and RelClass1
methods.

8 7 6 5 4 3

RelClass4

RelClass3

Full1NN

RelClass2

EDSC

ECTS2

RelClass1

ECTS1

ECDIRE

Fig. 7.6. Results from statistical tests for accuracy. The ranking is issued from the
Friedman test and shows the goodness of the methods from better to worse (right to
left). The bold lines show the results issued from the Holm procedure, and joins pairs
of methods that do not yield statistically significant differences, for a significance
level of α = 0.05.

If the results for earliness are observed in Table 7.2, it can be seen that
ECDIRE obtains the lowest value in 24 databases out of 45, with the other
methods trailing far behind. Additionally, our method obtains the best value
in the ranking issued by Friedman’s test (see Figure 7.7). If we observe the
results from the pairwise statistical tests, all the methods obtain significantly
worse values in earliness than ECDIRE, except EDSC and RelClass1.

Although RelClass1 and EDSC obtain good results in terms of earliness,
it must be said that they are among the worst with regards to accuracy,
which implies that they strongly lean towards one of the objectives (earliness)
and do not seek the tradeoff between earliness and accuracy, which is the
final objective of early classification. Specifically, in some databases such as
CBF, ECGFiveDays, ItalyPowerDemand, MALLAT and Symbols, where all
other methods easily obtain very high accuracy values, the RelClass1 gravely
compromises the accuracy by choosing extremely low earliness values. The
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Table 7.2. Earliness values for ECDIRE, strict and loose versions of the ECTS,
EDSC and RelClass with 4 parameter settings. The method/s with the lowest ear-
liness value in each database are shown in bold.
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50words 41.84 77.10 72.86 70.14 84.95 90.79 92.20 95.45
Adiac 40.71 64.05 59.09 87.94 91.20 95.41 96.04 98.03
Beef 68.79 77.67 76.50 91.94 00.21 07.30 25.70 71.97
CBF 26.64 71.5 71.50 35.03 00.80 06.71 35.02 52.02
ChlorineConcentration 16.57 67.01 66.07 42.67 96.02 97.29 97.59 98.32
CinC ECG torso 44.97 59.91 00.58 51.81 45.96 54.12 56.58 64.62
Coffee 85.00 84.93 83.94 58.38 05.53 30.96 38.44 63.72
Cricket X 46.83 73.26 71.80 62.17 62.71 76.01 78.68 84.86
Cricket Y 40.38 67.47 66.49 55.55 67.90 79.99 82.36 87.90
Cricket Z 46.95 69.21 67.86 67.24 72.05 78.57 80.36 84.60
DiatomSizeReduction 15.34 14.88 14.88 23.56 25.35 31.64 33.49 40.59
ECG200 48.25 77.13 60.11 25.81 41.71 63.70 68.81 84.77
ECGFiveDays 83.60 63.82 63.82 50.95 00.74 01.63 15.84 73.24
FaceAll 56.38 68.25 63.85 42.44 92.33 95.54 96.27 97.92
FaceFour 27.50 89.51 72.26 40.62 24.58 31.25 34.22 45.14
FacesUCR 58.26 89.24 87.21 64.33 82.89 90.80 92.71 96.65
fish 58.23 65.81 60.94 54.46 75.39 83.34 85.42 90.51
Gun Point 32.47 46.92 46.92 46.20 62.14 69.42 71.33 79.67
Haptics 71.21 93.90 93.87 28.07 02.12 43.45 57.89 78.91
InlineSkate 34.04 86.42 85.08 50.02 72.41 85.10 87.31 92.70
ItalyPowerDemand 67.90 79.33 79.33 75.99 05.09 27.10 35.92 64.19
Lighting2 07.50 89.01 89.01 63.97 37.91 57.89 61.16 71.89
Lighting7 27.11 86.98 86.97 81.65 76.65 83.74 85.23 89.72
MALLAT 45.13 69.32 69.32 58.58 13.97 35.92 44.01 67.43
MedicalImages 32.96 54.85 53.87 45.64 75.04 86.64 88.96 93.78
MoteStrain 15.08 84.86 79.06 41.42 82.72 89.36 90.94 95.49
OliveOil 30.00 87.34 87.34 37.45 00.33 12.09 18.76 43.18
OSULeaf 48.99 78.20 76.59 65.33 93.58 96.44 97.10 98.48
SonyAIBORobotSurface 60.08 68.49 68.49 37.91 36.51 53.54 57.7 76.59
SonyAIBORobotSurfaceII 17.66 55.81 54.54 35.17 50.97 66.97 70.86 80.31
StarLightCurves 29.41 82.83 82.25 NA 85.08 88.86 90.02 93.59
SwedhLeaf 41.78 77.63 76.27 68.92 84.96 90.57 91.96 95.44
Symbols 24.65 46.23 51.30 78.17 10.08 38.18 45.82 61.85
synthetic control 60.17 89.97 87.88 55.60 37.66 65.83 71.54 85.11
Trace 41.10 51.98 50.72 44.97 49.98 71.31 77.82 86.32
TwoLeadECG 68.44 64.43 64.43 48.49 73.63 81.40 83.63 89.57
Two Patterns 96.35 86.79 86.52 64.32 86.87 90.72 91.82 94.80
uWaveGestureLibrary X 84.01 86.90 85.98 79.60 78.92 88.04 90.09 94.90
uWaveGestureLibrary Y 97.09 86.91 86.29 81.32 56.14 77.86 81.96 90.58
uWaveGestureLibrary Z 74.84 85.98 85.03 76.83 77.26 89.46 91.80 96.39
wafer 11.37 44.38 44.38 27.59 12.65 25.48 30.75 49.60
WordsSynonyms 63.56 83.40 82.51 77.86 85.48 90.19 91.40 94.60
yoga 100.0 70.74 69.41 52.15 78.67 85.62 87.28 91.65
NIFECG Thorax1 62.54 81.54 78.22 NA 89.39 92.59 93.47 95.95
NIFECG Thorax2 54.17 79.83 76.84 NA 86.97 91.06 92.16 95.33

only database where the accuracy of the ECDIRE method drops so drastically
in comparison to the other methods is OliveOil.
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Fig. 7.7. Results from statistical tests for earliness. The ranking is issued from the
Friedman test and shows the goodness of the methods from better to worse (right to
left). The bold lines show the results issued from the Holm procedure, and joins pairs
of methods that do not yield statistically significant differences, for a significance
level of α = 0.05.

To conclude, in Table 7.3 we provide a summary of the domination counts
for the pairwise comparison between ECDIRE and the rest of the early clas-
sification proposals considered in this study. As commented previously, this
last table gives us a multi-objective comparison of the methods, and is helpful
to assess the overall goodness of our method. Based on the results shown in
Table 7.3, it can be said that ECDIRE dominates the other methods much
more often than it is dominated by them. From this, we conclude that our
proposal improves the results obtained by the other state-of-the-art methods
in many cases, and is thus a good solution for performing reliable and early
classification of time series.

Table 7.3. Summary of domination counts for ECDIRE versus ECTS, EDSC and
RelClass. The first number corresponds to the number of times ECDIRE dominates
the other method, the second number refers to the times the comparison method
dominates ECDIRE and the third number counts the cases in which the Pareto
optimality criterion gives us no information (draws).

Compared methods Domination counts

ECDIRE vs. ECTS (strict) 20/0/25

ECDIRE vs. ECTS (loose) 20/1/24

ECDIRE vs. EDSC 17/1/24

ECDIRE vs. RelClass1 (τ = 0.001) 16/4/25

ECDIRE vs. RelClass2 (τ = 0.1) 15/3/27

ECDIRE vs. RelClass3 (τ = 0.5) 15/4/26

ECDIRE vs. RelClass4 (τ = 0.9) 17/3/25
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7.5 Case study: Early classification of bird songs

In addition to the experiments shown for the UCR archive, and taking into
account the ubiquity of streaming data, we consider it imperative to show how
our system could be applied to this type of data, which is of unknown and
possibly infinite length. As a case study, we have used a small size dataset
that does not allow forceful statistically significant claims. Our intention is
simply to show the utility of our ideas outside of a lab setting.

In various parts of the world, automatic audio and video monitoring sta-
tions are set up in an attempt to record targeted species. For example, in
Myanmar (Burma), the Myanmar Jerdon’s babbler, Chrysomma altirostre
[44], was believed to be extinct, but in 2015 a small population was dis-
covered [50]. Discovery of such tiny populations is often made with a tar-
geted search, placing ruggedized video monitoring stations in the field. Since
such devices have limited computational resources, especially memory and
battery-life, they are often designed to be triggered by sound. A simple vol-
ume threshold is not suitable because it is easily tricked by wind noise or
non-target species. Clearly, it would be better for the video recording to be
triggered by the target species call. This appears to offer a paradox, how can
one get a recording of a bird that may be extinct? In many cases, it is possi-
ble to get the recoding of a closely related species. For example, in the above
case, there is a closely related species, the Sind Jerdon’s babbler (Chrysomma
altirostre scindicum) that is common in the Indus basin of Pakistan.

Given this, we can approximately learn the typical call of the target species,
and use it to trigger image/video recording. This is a natural domain for early
classification; we would like to begin recording as soon as possible, before the
bird can flit away.

Note that this problem setting differs slightly from the common early clas-
sification problem. In this case, we have a unique stream of data of unknown
and possibly infinite length, and the aim is to detect certain significant pat-
terns within the stream as early as possible. Nevertheless, the specific design
of the ECDIRE framework provides a direct extension to this very common
problem setting, unlike most early classification methods proposed in the lit-
erature.

To demonstrate this, we performed the following experiment. We select two
different birds from the same species, namely the White Crowned Sparrow
species (Zonotrichia leucophrys pugetensis) from the Xeno-Canto database
[234]. Although the calls of birds from the same species are similar to each
other, there are clear differences between the calls of each individual bird.
As such, provided a stream containing forest noise and some occasional bird
calls, the goal is to try to detect and identify each bird call as early in time
as possible.

We exploit the fact that we can convert high-dimensional (44,100Hz) audio
into a low dimensional Mel-Frequency Cepstral Coefficients (MFCC) space
(100Hz). It has long been known that the MFCC space is amenable to bird
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song classification [107, 213]. While most classification algorithms attempt to
use up to twelve coefficients, for simplicity and visual intuitiveness we consider
only one here. As Figure 7.8 shows, a single MFCC coefficient does suggest
that little interclass variability is present, which bodes well for the task at
hand.
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Fig. 7.8. Three example calls from each class.

To apply the ECDIRE method, we build a training set consisting of 5
and 8 calls from each of the birds of length 200, respectively. As shown in
Section 7.2.1, we apply a cross validation process to this data and build the
corresponding timeline. From this process, we obtain one safe timestamp for
each class, with values of 15% (t1) and 20% (t2) of the length of the bird calls,
respectively. Additionally, we calculate the reliability thresholds as explained
in Section 7.2.1 for these early timestamps.

Now, we use the information obtained from this process to obtain class
predictions of a new testing stream of data. In this experiment, the length
of the stream is of 1600 points, but the method could be applied identically
to a stream of unknown or even infinite length. As previously commented,
this stream will contain a few bird calls and background noise from the forest
in between the calls. Although the ECDIRE method is initially defined to
classify finite time series, the set of safe timestamps for each class provides a
direct way to apply it to this other problem setting. This is because the safe
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timestamps directly define suitable sizes for the sliding windows that will be
used to analyze the incoming stream.

Thus, to identify the call of the first bird, we analyze the stream with a slid-
ing window of size t1 (15% of the length of the pattern, thus 30 data points).
Every time a new data point arrives, we slide the window one position, and,
by using a GP classifier built with all the training data for the corresponding
earliness value t1 (see Section 7.2.1), we obtain a class prediction for the data
section enclosed within. Note that since the test stream is 1600 data points
long and the sliding window is 30 points wide, we will perform 1571 class
predictions. To finish, as shown in Section 7.2.2, we apply the reliability test
and decide whether we make a final prediction or choose to abstain. In this
case, given the high level of noise present in the incoming testing stream, in-
stead of using the minimum to calculate the reliability thresholds, we decide
to use a stricter threshold and calculate the mean of the differences between
the posterior probabilities of the target class and the next most probable class
obtained in the training phase. In Figure 7.9 we show the results obtained for
the first bird.

Detected!

Fig. 7.9. Detection and identification of the first bird by using the ECDIRE method,
using the mean to calculate the reliability threshold. The presence of this bird in
the stream is represented by an image of a bird, and the first window in which the
bird is identified is shown by a bold line. The arrows indicate the length of the call
and the portion used to detect it, respectively (from top to bottom).

It can be seen in Figure 7.9 that the first bird is identified perfectly and very
early in time, with a window size of only 15% of the length of the pattern.
Additionally, for this bird, our method issues no false positives. Given the
large number of class predictions that we carry out, these results are indeed
impressive.

For the second bird, we follow the same procedure, but take the sliding
window of size t2 (20% of the length of the patterns, thus 40 data points),
provided by the ECDIRE method. Note that with this setting, in this case,
we make 1561 class predictions. By using the mean difference between the
posterior probabilities of the target class and the next probable class obtained
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in the training phase to calculate the reliability threshold, we obtain the result
shown in Figure 7.10.

Detected! Detected!

Fig. 7.10. Detection and identification of the second bird by using the ECDIRE
method, using the mean to calculate the reliability threshold. The presence of this
bird in the stream is represented by an image of a bird, and the first window in
which the bird is identified is shown by a bold line. The arrows indicate the length
of the call and the portion used to detect it, respectively (from top to bottom). False
positives are represented by round points in the stream. Note than when the method
issues a false positive, it usually commits the same mistake in several consecutive
windows. In the image, for the sake of clarity, only the first window is marked.

This bird is also identified correctly in all cases, with a window size of
only 20% of the length of the bird call. However, contrary to the first case, for
this bird we obtain many false positives. The results obtained are still better
than those that would be obtained by a simple volume threshold, which would
not be able to distinguish between birds and would constantly be triggered
by the background forest noise, but they could be improved by better tuning
the reliability threshold. For example, if we take the median instead of the
mean, we obtain a stricter reliability threshold and, thus, the results shown
in Figure 7.11. In this case, the number of false positives is much lower but
the method fails to identify the bird on one of its appearances.

We insist on the fact that the aim of this section is to simply demonstrate
the utility and direct application of ECDIRE to a problem of this type, and
that the small size of the training set does not allow us to make any claims
regarding the results. Specifically, recall that the reliability thresholds are cal-
culated based on the differences between the posterior probabilities obtained
in the training process. The extremely small number of training instances
make the mean and median values not very robust in this example, which
is why the results change so drastically. However, with a larger training set,
we would be able to better tune the reliability thresholds in order to remove
the false positives while retaining the correct class identifications. Optimally
tuning the reliability threshold based on the level and type of noise in the
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Detected!

Fig. 7.11. Detection and identification of the second bird by using the ECDIRE
method, using the median to calculate the reliability threshold. The presence of this
bird in the stream is represented by an image of a bird, and the first window in
which the bird is identified is shown by a bold line. The arrows indicate the length
of the call and the portion used to detect it, respectively (from top to bottom). False
positives are represented by round points in the stream. Note than when the method
issues a false positive, it usually commits the same mistake in several consecutive
windows. In the image, for the sake of clarity, only the first window is marked.

incoming stream could be an interesting area of study, which is proposed as
future work.

7.6 Conclusions and Future Work

In this chapter, we have proposed a method for early classification of time se-
ries based on probabilistic classifiers. Our proposal incorporates two strategies
that deal with two of the main issues that arise with other early classification
methods published in the literature. On the one hand, in order to avoid exces-
sive calculations in the prediction phase, the discriminativeness of the classes
is analyzed at different time intervals and a methodology is proposed to iden-
tify the time instant at which we can begin to make accurate predictions for
each class. This procedure allows a direct application to infinite streams of
data, which had not been dealt with in other early classification works. On
the other hand, the goodness of the issued class labels is controlled, discarding
predictions that do not yield a sufficiently large class probability.

Contrary to the other early classification methods used for comparison,
the proposal fulfills the three desirable characteristics for early classification
methods recommended by Ghalwash et al. [71]. First, the method obtains
competitive results with respect to the earliness of the prediction in com-
parison with other state-of-the-art early classification methods. Indeed, the
few methods that obtain similar results in earliness are weaker than ECDIRE
with respect to accuracy. When evaluating the methods from a multi-objective
point of view, it can be concluded that the ECDIRE method dominates the
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rest of the methods much more frequently than it is dominated. All this proves
the usefulness of the method to obtain reliable and early classifications of time
series.

Secondly, with regards to understandability, this method is able to dis-
cover at which time instant each class can be reliably discriminated from other
classes. This information is valuable and may help the user to understand the
underlying patterns in the data. Additionally, the method can be applied by
simply setting a grid of early timestamps to consider and the perc accc param-
eter. These parameters can easily be understood and fixed by any user, expert
or otherwise. More experienced users may modify other parameters such as
the distance measure d, the kernel function, etc. but this is not a require-
ment. In this line, an obvious proposal for future work consists of studying
the behavior of different distance measures and kernels within this framework.

As a last point, a straightforward measure for uncertainty of the pre-
dictions issued by our framework is provided by the probabilities extracted
from the classifiers employed within the framework. A more informative uncer-
tainty measure could incorporate additional knowledge acquired in the learn-
ing phase, such as information about the discriminativeness of the classes in
the database in different time intervals. The design of this measure is proposed
for future elaboration.
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Automatic distance measure selection and
early classification for the problem of travel
time prediction

In this last chapter, we return to the task of travel time modeling, and specifi-
cally to the problem of travel time prediction. We focus again on the combined
travel time prediction models based on time series clustering pre-processes. Re-
call that these models initially apply a time series clustering process to identify
the different long term patterns in the data (in our case, daily patterns). Then,
a different travel time prediction model is used for each cluster.

As concluded in Chapter 5, these combined models give rise to a couple of
non-trivial problems: the selection of a suitable distance measure to cluster the
database, and the assignment of new incoming days to specific clusters using
incomplete information. These two general time series data mining problems
have been addressed in Chapters 6 and 7 respectively, and a possible solution
has been proposed for each of them.

Now, in this chapter, the aim is to analyze the performance of these two
time series data mining contributions, within the particular scenario of travel
time prediction. Note that, as seen in Chapter 5, the naive historical predic-
tor is the model that benefits the most from applying time series clustering
pre-processes. As such, in this chapter, we will restrict our analysis to this
prediction model. Accordingly, the intention is not to propose a model that is
competitive with the state-of-the-art. Instead, we just want to analyze the ef-
fect of applying the two main methodological contributions of this dissertation
to this specific problem.

8.1 Summary of the proposal

The strategy followed in this chapter is very similar to that applied in Chap-
ter 5. However, in this case we want to validate the two contributions from
Chapters 6 and 7, so we compare the performances of five different procedures.

The first procedure (P1) is the baseline procedure, where no time series
clustering is performed, and the historical predictor (see Section 4.2.1) is ap-
plied directly. This procedure is equivalent to P1 from Chapter 5.
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The other four procedures (P2, P3, P4, P5) are more complex and consist
of two phases, the learning phase and the prediction phase, which are explained
in detail in the following sections.

8.1.1 Learning phase

The learning phase of P2, P3, P4 and P5 consists of three steps, and is carried
out using only a training set of historical travel time measurements, arranged
in daily time series (see Figure 8.1). In the first step, a distance measure is
selected. In the second step, by using the selected distance measure (d) and the
K-medoids algorithm, the days that conform the historical data are clustered
into a set of different daily patterns. Finally, based on the clustered training
set, we build an early classifier.
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Fig. 8.1. Summary of the steps in the learning phase of the four non-naive proce-
dures.

The difference between the four non-naive procedures lies in two aspects:
the method we use to select the distance measure, and the type of early classi-
fier we build. In Table 8.1 the particular choices for each procedure are shown.
As commented in previous chapters, ED is the acronym used for the Euclidean
distance. ADMS refers to the automatic distance measure selector proposed
in Chapter 6. The 1NN early classification approach consists of comparing the

Table 8.1. Distance measure selector and early classifier used in the four non-naive
procedures.

Procedure Distance Measure Selector Early Classifier

Procedure 2 (P2) Always use ED 1NN

Procedure 3 (P3) ADMS 1NN

Procedure 4 (P4) Always use ED ECDIRE

Procedure 5 (P5) ADMS ECDIRE
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available data from the incoming day with the representatives or medoids of
the different clusters, using the distance measure selected in each case (see
Chapter 5). Finally, ECDIRE is the early classification method introduced in
Chapter 7.

Note that the 1NN early classifier does not require any real training, only
the identification of the medoids obtained in the clustering phase. On the con-
trary, the ECDIRE early classifier must be trained as shown in Section 7.2.1.

8.1.2 Prediction phase

Given a prediction time (t) and a forecast horizon (∆), the objective of this
phase is to provide a prediction of the travel time at time t+∆, by using the
clustered historical dataset and the early classifier obtained in the learning
phase. This will be done in two steps, which are shown graphically in Figure 8.2
for the 1NN early classifier and in Figure 8.3 for ECDIRE.

Suppose, instant t+∆ belongs to day D. If t and t+∆ do not belong to the
same day (for example when we want a 6-hour ahead prediction at 22:00), at
the time we make the travel time prediction (t) we do not have any travel time
information about day D. In this case, we can not assign D to any day type,
so we directly use the basic historical model that uses all the training data to
provide a travel time prediction at time t+∆. On the contrary, if t and t+∆
belong to the same day D, then we try to assign D to a particular day type.
This will be done by introducing the travel time measurements available from
that day (TTD,1, TTD,2, ..., TTD,t) into the early classifier built in the learning
step. The procedure will differ depending on the type of early classifier chosen
in each case.

In the case of 1NN, the available data from day D is compared with the
medoids obtained from the clustering process, and the closest cluster is se-
lected. Accordingly, if t and t + ∆ belong to the same day, we will always
obtain a class prediction. As such, only the training data that belongs to that
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Fig. 8.2. Summary of the prediction phase when using the 1NN early classifier.
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Fig. 8.3. Summary of the prediction phase when using the ECDIRE early classifier.

cluster will be used within the historical model to provide a prediction of
travel time at time t+∆.

However, in the case of ECDIRE, as explained in Chapter 7, class predic-
tions will only be issued when they are reliable. So, in some cases, the ECDIRE
classifier will abstain and we will have to use the basic historical predictor to
provide the travel time predictions. In some other cases, a class output will be
provided by ECDIRE and hence, the travel time predictions will be obtained
by using the historical model that considers only the training data from the
corresponding cluster. The reader can access Figure 7.4 and Sections 7.2.1 and
7.2.1 for more information on why ECDIRE does not always provide a class
prediction.

Finally, we must emphasize that, although the basic historical model is
not affected by the prediction horizon (∆), when we combine it with a time
series clustering pre-process and an early classifier, the results for different
prediction horizons usually vary. This is because the instant in which the
travel time prediction is made (t) determines the quantity of travel time data
(TTD,1, TTD,2, ..., TTD,t) that is available from the current day. This infor-
mation is used to find out the type of day which D belongs to and, in this
context, different prediction horizons will have to be evaluated separately.

8.2 Experimentation

In this section, we extend the experiments shown in Chapter 5, with the aim of
testing whether the proposed automatic distance selection method (Chapter 6)
and the ECDIRE early classifier (Chapter 7) are useful for the problem of
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travel time prediction. For this, we evaluate and compare the performance of
the four non-naive procedures explained in the previous section.

8.2.1 The data

The data used in this experimentation is once again obtained from the RTA
competition held at Kaggle. Recall that the data consists of travel time mea-
surements taken every 3 minutes from February 2008 to July 2010 (see Chap-
ter 5 for more information on this data). The data is pre-processed in the
same manner as in the experimentation carried out in Chapter 5. However,
in this case, we consider all the road sections available, 59 in total (all except
sections 18 and 57, for which not all the historical data is provided).

As in Chapter 5, the datasets are also divided into train/test validation
sets following a proportion of 70%/30% and respecting the chronological order.
This results in a database of 344 days for training purposes and 147 for testing
for each road section.

8.2.2 Experimental setup

In the following sections the parameter selection and other choices made dur-
ing the learning and prediction phases are explained in detail, as well as the
evaluation measures used in the experimentation.

Setup for the learning phase

In the first step of the learning phase, a distance measure is selected to clus-
ter the training set. For procedures 2 and 4, the Euclidean Distance (ED)
is used directly, so no further explanations are necessary. On the contrary,
for procedures 3 and 5, we use the multi-label classifier that automatically
selects the distance measures (ADMS, from now on) proposed in Chapter 6.
This classifier is trained using the ECC algorithm [172] and the UCR and
synthetic databases (see Section 6.4.1), and it considers the same 5 distance
measures introduced in the mentioned chapter (ED, DTW, EDR, TQuest and
the Fourier Coefficient based distance) with the same parameter values. The
reason why we don’t use any traffic data for training the ADMS is the lack
of ground truth clustering results for these databases (see Section 6.3 for an
explanation on why this information is necessary).

In order to apply the ADMS, we calculate the characteristics of the training
sets obtained from Kaggle as explained in Section 6.1 for the 59 road sections,
and we introduce each of them as input into the classifier, obtaining the most
suitable distance set for each route. From this set of distances we choose only
one by using the silhouette and Dunn indices obtained from the different
clustering results and following a method similar to that proposed in [4].
These two measures are well known cluster validation indices, and the measure
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with the best sum of ranks for both indices is chosen as the most suitable. If
there are ties, one option is selected uniformly at random. Furthermore, the
parameter for the selected distance measure and the number of clusters are
also picked in the same way. The number of clusters considered are 2, 3, 4 and
5, as in Chapter 5.

The second step in the training phase consists in clustering the training
set. As commented above, the clustering of the training sets is carried out with
the K-medoids algorithm. As in Chapter 5, this algorithm is always applied
with 15 different initializations, and the solution with the highest silhouette
is selected in order to avoid local minima.

Finally, we also need to specify the parameters used to train the early clas-
sifiers. As commented previously, the 1NN method requires no real training, so
no parameters must be specified. In the construction of the ECDIRE classifier,
all the parameters are defined as in Chapter 7, except the threshold for the re-
liability test. Given the large quantity of noise and outlier series present in the
data, instead of using the minimum of the differences between the two largest
posterior probabilities obtained in the training phase (see Section 7.2.1), we
try different quantiles {20%, 30%, 40%, 50%, 60%, 70%, 80%}.

Additionally, we have observed that in the presence of very unbalanced
classes, the probabilistic GP classifiers within ECDIRE tend to assign all or
most of the predictions to the majority class, especially when the series in
different clusters are very similar to each other at the beginning and the class
predictions are made early in time. Given the design of ECDIRE (see Chap-
ter 7) this precipitates the prediction of the majority class, preventing the
consideration of the other classes. To avoid this, we have added a naive con-
straint to the construction of the timeline of ECDIRE: If in a given timestamp,
the accuracies of all the classes except one are below 0.1, then we will continue
to the next timestamp and no classes will be added to the timeline.

Setup for the prediction phase

First, we must provide some specifications about the early classifiers used in
the prediction phase. Regarding the 1NN classifier, to reduce the computa-
tional cost and to enable a fair comparison with the ECDIRE method, which
can only output class predictions with a granularity of 5% of the length of the
series (see Chapter 7), the 1NN comparisons will not be performed every time
a new data point arrives, but instead they will be carried out with a frequency
of 5% of the length of the series.

Furthermore, in the case of both 1NN and ECDIRE, when calculating the
distances between the training series and the partial time series (subsequences)
obtained from new incoming days, in the case of the elastic measures (EDR
and DTW), we do not truncate the training series directly at the size of the
incoming subsequence before the comparison. With the aim of respecting the
elastic nature of the distance measures also in these partial comparisons, we
add an extra window of data points to the training series. The length of this
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window is obtained by calculating all the possibilities and choosing the best
choice, as explained in [207].

Finally, regarding the calculation of the travel time predictions, since the
historical model has no parameters, we only have to select a set of prediction
horizons. Contrary to the experimental setup of Chapter 5, in this case we
consider more prediction horizons, namely, 15-minute, 30-minute, 45-minute,
60-minute, 90-minute, 2-hour, 3-hour, 6-hour and 12-hour ahead predictions.

Evaluation method

As in Chapter 5, the Mean Absolute Percentage Error (MAPE) (see Equa-
tion 5.2) is used as a performance evaluation measure. Indeed, we take P1
as the baseline and for each procedure (Pi) and route (R) we calculate the
following value:

diffMAPEPi,R =
MAPEP1,R −MAPEPi,R

MAPEP1,R
∗ 100 (8.1)

The objective is to obtain large positive diffMAPE values.

Finally, in order to obtain additional information on the performance and
behavior of the procedures, we also calculate the following values:

• H∆,R=percentage of points (t,∆) for which no early class prediction is
provided by ECDIRE and the basic historical predictor needs to be used
(see Figure 8.3).

• ER=Mean time of the day in which the ECDIRE method provides a class
prediction for the testing days in route R. This measure is similar to the
mean earliness used in Chapter 7.

• MR=Percentage of testing days from route R that are never classified
early with the ECDIRE method because of lack of reliability.

8.2.3 Results

First, in Tables 8.2, 8.3, 8.4, 8.5 and 8.6 we show the diffMAPE results
obtained for all the routes. For the sake of clarity, we only show the results
for the 15-minute, 45-minute, 90-minute and 6-hour prediction horizons and
the 20% quantile for the reliability threshold. However, the results of the rest
of the prediction horizons and quantiles follow the same trend.

Considering the results shown in these tables, firstly, we note that, over-
all, the distance measures selected by the ADMS do not seem to yield better
clustering solutions than those obtained by ED. Indeed, note that the results
vary greatly from route to route. Additionally, note that as the prediction
horizon increases, the utility of applying clustering diminishes, and it is bet-
ter to simply use P1. Secondly, if we compare the results obtained by both
early classification methods considered, overall, we note that the results of



136 8 ADMS and ECDIRE for travel time prediction

ECDIRE are usually closer to 0 than those of 1NN. Indeed, for some routes,
and especially as the prediction horizon increases, the diffMAPE values are
exactly 0, which means that no improvement or deterioration is obtained in
comparison to P1. On the contrary, the results for 1NN are much more ex-
treme. When the prediction horizons are small, 1NN sometimes obtains very
good results. However, as the prediction horizon increases, the results tend to
get worse and worse.

Table 8.2. diffMAPE results for the routes 1-10 and for different prediction
horizons (∆). The values between parentheses correspond to H∆,R values. Finally,
the last column identifies the distance measure used in each case

R ∆=15min ∆=45min ∆=90min ∆=6h ER MR d

1 P2 8.01 4.62 3.23 -1.26 - - ED
P3 5.56 5.01 4.82 2.28 - - EDR
P4 -2.28 (92.95) -2.00 (93.71) -1.78 (94.86) 0.00(100.00) 19:12 36.73 ED
P5 1.88 (70.78) 1.74 (72.47) 1.65 (75.01) 1.23 (90.15) 15:08 80.95 EDR

2 P2 16.87 -11.52 -32.89 -17.23 - - ED
P3 20.49 -7.46 -20.43 -6.02 - - F
P4 -0.03 (86.70) -0.03 (88.15) -0.04 (90.30) 0.00(100.00) 19:12 69.39 ED
P5 0.06 (87.25) 0.02 (89.04) 0.01 (91.72) 0.00(100.00) 20:14 85.71 F

3 P2 28.19 17.17 10.85 8.03 - - ED
P3 -7.42 -18.52 -34.98 -33.99 - - DTW
P4 3.86 (79.25) 0.43 (81.32) -0.19 (84.40) 0.00 (99.93) 18:47 99.32 ED
P5 0.30 (82.40) -0.09 (83.75) 0.11 (85.78) -0.06 (97.89) 17:16 64.63 DTW

4 P2 16.24 13.48 3.94 -1.09 - - ED
P3 -2.29 -2.47 -1.61 -1.05 - - EDR
P4 -0.58 (84.84) -0.64 (86.82) -0.68 (89.78) 0.00(100.00) 19:58 95.24 ED
P5 -0.28 (85.20) -0.16 (86.48) -0.10 (88.40) 0.00 (99.87) 18:00 61.22 EDR

5 P2 9.92 3.32 -0.16 -1.10 - - ED
P3 -0.11 -12.42 -20.01 -29.40 - - F
P4 0.39 (95.95) 0.34 (96.39) 0.35 (97.05) 0.00(100.00) 19:12 21.09 ED
P5 -0.13 (87.33) -0.17 (88.70) -0.17 (90.77) 0.00(100.00) 19:12 65.99 F

6 P2 12.82 -89.56 -92.81 -133.98 - - ED
P3 -22.28 -23.68 -30.80 -40.48 - - DTW
P4 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 ED
P5 14.53 (70.81) 8.98 (72.89) 2.11 (76.02) 0.10 (94.78) 16:48 100.00 DTW

7 P2 4.43 4.58 6.04 7.59 - - ED
P3 -5.05 -11.56 -11.44 -10.28 - - F
P4 0.12 (90.50) 0.08 (91.53) 0.04 (93.09) 0.00(100.00) 19:12 49.66 ED
P5 0.09 (88.92) 0.09 (90.12) 0.08 (91.91) 0.00(100.00) 19:12 57.82 F

8 P2 -4.23 -11.76 -114.45 -231.94 - - ED
P3 -43.38 -72.41 -77.06 -88.63 - - DTW
P4 3.21 (88.14) 0.81 (89.16) -0.05 (90.70) 0.00 (99.90) 18:00 48.98 ED
P5 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 DTW

9 P2 -7.02 -27.70 -62.96 -27.74 - - ED
P3 -34.45 -48.23 -67.36 -89.24 - - DTW
P4 -0.18 (86.89) -0.13 (88.38) -0.11 (90.58) 0.00(100.00) 19:23 71.43 ED
P5 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 DTW

10 P2 -6.73 -7.83 -7.57 3.72 - - ED
P3 -22.55 -26.90 -26.44 -31.43 - - EDR
P4 -0.07 (83.31) -0.07 (85.12) 0.00 (87.82) 0.00(100.00) 19:12 87.07 ED
P5 0.00 (95.30) -0.02 (95.81) 0.02 (96.58) 0.00(100.00) 19:12 24.49 EDR
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Table 8.3. diffMAPE results for the routes 11-24 and for different prediction
horizons (∆). The values between parentheses correspond to H∆,R values. Finally,
the last column identifies the distance measure used in each case

R ∆=15min ∆=45min ∆=90min ∆=6h ER MR d

11 P2 -50.19 -55.31 -43.93 -47.72 - - ED
P3 -15.63 -41.14 -17.83 -16.66 - - DTW
P4 -0.16 (90.73) -0.12 (92.43) 0.06 (94.99) 0.00(100.00) 21:04 81.63 ED
P5 0.23 (96.25) 0.04 (98.12) 0.00(100.00) 0.00(100.00) 22:48 89.80 DTW

12 P2 12.15 11.29 18.87 23.69 - - ED
P3 -53.93 -65.45 -99.41 -113.97 - - DTW
P4 0.11 (91.59) 0.09 (93.65) 0.06 (96.00) 0.00(100.00) 21:45 98.64 ED
P5 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 DTW

13 P2 10.10 6.46 7.84 6.86 - - ED
P3 -21.41 -50.64 -52.20 -74.84 - - DTW
P4 3.72 (77.03) 0.05 (79.10) 0.15 (82.22) 0.00 (99.83) 18:15 99.32 ED
P5 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 DTW

14 P2 1.13 -6.78 -33.52 -53.80 - - ED
P3 9.38 11.27 6.99 3.89 - - TQuest
P4 0.57 (80.30) -0.66 (82.00) -0.12 (84.56) 0.00 (99.83) 18:00 81.63 ED
P5 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 TQuest

15 P2 -1.71 -45.06 -67.07 -101.94 - - ED
P3 -85.79 -49.03 -73.45 -21.04 - - DTW
P4 4.10 (81.58) 0.20 (83.17) -0.13 (85.56) 0.00 (99.84) 18:00 76.19 ED
P5 -0.02 (99.22) 0.00 (99.30) 0.00 (99.43) 0.00(100.00) 19:12 4.08 DTW

16 P2 -6.75 -60.66 -30.48 -25.85 - - ED
P3 -4.31 -4.31 -4.06 -3.31 - - EDR
P4 -0.02 (85.07) 0.02 (86.70) 0.02 (89.13) 0.00(100.00) 19:13 78.23 ED
P5 -0.32 (91.25) -0.25 (93.24) -0.15 (96.22) 0.00(100.00) 21:36 95.24 EDR

17 P2 -1.27 0.67 -5.05 -1.65 - - ED
P3 6.35 -9.91 -8.50 3.14 - - EDR
P4 -0.29 (85.43) -0.05 (87.02) -0.02 (89.38) 0.00(100.00) 19:12 76.19 ED
P5 2.32 (16.08) 1.92 (18.17) 1.80 (21.28) 1.70 (39.95) 03:36 100.00 EDR

19 P2 93.84 93.84 88.87 69.49 - - ED
P3 93.84 93.84 88.87 69.49 - - EDR
P4 3.99 (95.83) 1.99 (97.91) 0.00(100.00) 0.00(100.00) 22:48 100.00 ED
P5 13.28 (86.10) 11.32 (88.14) 8.40 (91.21) 0.00(100.00) 20:24 97.96 EDR

20 P2 -20.86 -46.10 -49.21 -49.42 - - ED
P3 -1.30 -1.30 -1.03 -0.62 - - EDR
P4 2.95 (77.51) 0.48 (79.58) -0.14 (82.69) 0.00 (99.86) 18:22 99.32 ED
P5 -1.20 (9.11) -1.10 (11.17) -0.92 (14.26) -0.62 (32.69) 01:40 (98.64) EDR

21 P2 -217.42 -231.52 -260.77 -262.51 - - ED
P3 -0.69 -0.82 -0.52 -0.50 - - EDR
P4 -0.08 (99.84) -0.11 (99.85) 0.00 (99.87) 0.00(100.00) 18:00 0.68 ED
P5 -0.63 (8.70) -0.57 (10.75) -0.48 (13.81) -0.36 (32.15) 01:25 (97.96) EDR

22 P2 18.27 16.06 11.92 8.21 - - ED
P3 7.47 7.17 6.51 4.84 - - EDR
P4 -0.22 (91.83) -0.09 (92.78) -0.05 (94.20) 0.00(100.00) 19:30 45.58 ED
P5 6.35 (13.97) 5.75 (16.02) 4.99 (19.09) 4.81 (37.29) 02:40 (97.96) EDR

23 P2 -23.43 -75.34 -84.83 -103.01 - - ED
P3 -235.59 -328.60 -633.65 -1290.49 - - DTW
P4 14.34 (57.85) 14.29 (59.87) 14.29 (62.90) 14.68 (73.69) 13:22 97.28 ED
P5 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 DTW

24 P2 5.46 6.45 -32.77 -53.36 - - ED
P3 2.27 1.65 1.23 -0.81 - - EDR
P4 3.38 (80.82) 2.88 (82.90) 2.11 (86.01) 0.00(100.00) 19:12 100.00 ED
P5 4.88 (81.86) 5.72 (83.14) 6.49 (85.06) 1.34 (96.53) 16:41 61.22 EDR
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Table 8.4. diffMAPE results for the routes 25-37 and for different prediction
horizons (∆). The values between parentheses correspond to H∆,R values. Finally,
the last column identifies the distance measure used in each case

R ∆=15min ∆=45min ∆=90min ∆=6h ER MR d

25 P2 33.59 33.86 23.68 7.97 - - ED
P3 58.08 57.81 48.72 27.24 - - DTW
P4 23.23 (11.51) 18.37 (13.60) 12.52 (16.73) 9.50 (35.41) 02:30 100.00 ED
P5 39.44 (5.84) 36.65 (7.93) 30.53 (11.06) 18.01 (29.79) 01:12 100.00 DTW

26 P2 30.75 36.51 32.15 23.49 - - ED
P3 32.74 30.05 28.17 23.39 - - DTW
P4 2.10 (90.54) 1.02 (92.56) -0.16 (95.59) -0.27 (99.52) 21:27 96.60 ED
P5 32.53 (11.20) 30.11 (13.29) 27.31 (16.42) 18.55 (35.11) 02:25 100.00 DTW

27 P2 69.74 69.78 62.48 43.92 - - ED
P3 20.45 -82.89 11.26 -2.00 - - EDR
P4 0.59 (95.54) 0.00 (97.60) -0.16 (99.67) 0.00 (99.93) 22:43 98.64 ED
P5 7.54 (11.06) 1.92 (13.15) -3.10 (16.29) -3.96 (34.97) 02:24 100.00 EDR

28 P2 14.22 14.22 6.72 -3.40 - - ED
P3 -131.45 -195.39 -149.20 -151.96 - - EDR
P4 11.46 (14.73) 8.01 (16.69) 3.71 (19.63) -3.02 (37.20) 01:58 93.88 ED
P5 -3.79 (11.06) -7.41 (13.15) -11.59 (16.29) -11.55 (34.97) 02:24 100.00 EDR

29 P2 -4.98 -14.16 -14.46 -6.78 - - ED
P3 28.30 -1.69 17.88 1.37 - - EDR
P4 0.61 (86.33) -0.11 (87.52) -0.09 (89.31) 0.00 (99.88) 18:03 57.14 ED
P5 15.04 (11.06) 10.90 (13.15) 5.02 (16.29) 0.09 (34.97) 02:24 100.00 EDR

30 P2 -27.17 -43.87 -50.30 -26.63 - - ED
P3 12.40 -25.37 -28.40 -228.47 - - EDR
P4 29.20 (11.34) 27.73 (13.42) 26.00 (16.56) 24.90 (35.24) 02:27 100.00 ED
P5 -0.73 (95.37) -0.63 (97.41) -0.43 (99.47) -0.10 (99.72) 22:40 (97.96) EDR

31 P2 1.63 2.17 1.44 13.77 - - ED
P3 -18.72 -18.72 -16.55 -21.15 - - EDR
P4 8.85 (50.79) 8.82 (52.87) 9.04 (55.98) 0.99 (74.63) 11:55 99.32 ED
P5 -14.28 (63.23) -13.64 (65.21) -12.84 (68.16) -7.19 (85.79) 14:28 94.56 EDR

32 P2 26.12 26.09 22.34 13.50 - - ED
P3 32.42 32.35 37.20 34.26 - - EDR
P4 5.42 (80.96) 4.17 (83.04) 2.84 (86.15) 0.00(100.00) 19:13 100.00 ED
P5 0.06 (99.90) 0.06 (99.92) 0.06 (99.94) 0.00(100.00) 20:24 0.68 EDR

33 P2 25.97 25.97 15.53 5.79 - - ED
P3 29.97 29.67 17.09 7.44 - - EDR
P4 23.36 (12.08) 18.83 (14.06) 12.74 (17.01) 5.44 (34.58) 01:29 94.56 ED
P5 13.40 (11.06) 9.26 (13.15) 6.87 (16.29) 5.74 (34.97) 02:24 100.00 EDR

34 P2 42.37 40.54 30.65 -60.94 - - ED
P3 15.65 14.47 4.88 2.85 - - EDR
P4 36.87 (8.57) 33.53 (10.66) 28.55 (13.79) 22.00 (32.18) 01:51 100.00 ED
P5 2.03 (11.06) -0.52 (13.15) -0.95 (16.29) -0.29 (34.97) 02:24 100.00 EDR

35 P2 -22.78 -22.94 -34.05 -70.98 - - ED
P3 -168.91 -173.77 -181.68 -155.21 - - EDR
P4 22.05 (5.84) 19.09 (7.93) 14.11 (11.06) 10.05 (29.79) 01:12 100.00 ED
P5 6.49 (11.06) 4.66 (13.15) 2.80 (16.29) 2.92 (34.97) 02:24 100.00 EDR

36 P2 -20.07 -111.06 -111.87 -152.54 - - ED
P3 21.89 21.81 21.47 19.20 - - EDR
P4 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 ED
P5 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 EDR

37 P2 37.14 21.62 23.98 23.27 - - ED
P3 4.97 4.97 1.59 0.68 - - EDR
P4 1.91 (41.92) -0.17 (43.80) -0.08 (46.61) 0.08 (63.58) 08:24 90.48 ED
P5 1.02 (13.77) 0.45 (15.81) 0.06 (18.87) 0.59 (37.05) 02:37 97.96 EDR
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Table 8.5. diffMAPE results for the routes 38-50 and for different prediction
horizons (∆). The values between parentheses correspond to H∆,R values. Finally,
the last column identifies the distance measure used in each case

R ∆=15min ∆=45min ∆=90min ∆=6h ER MR d

38 P2 25.52 24.47 -13.30 -57.20 - - ED
P3 -3.66 -17.25 -59.49 -32.60 - - EDR
P4 41.85 (29.23) 37.40 (31.24) 25.47 (34.27) -1.24 (52.45) 06:20 97.28 ED
P5 28.92 (16.08) 28.92 (18.17) 28.84 (21.28) 0.50 (39.95) 03:36 100.00 EDR

39 P2 -50.86 -113.66 -135.60 -93.97 - - ED
P3 -0.46 0.34 -1.75 14.58 - - EDR
P4 -0.12 (99.20) -0.12 (99.23) -0.12 (99.27) -0.09 (99.52) 09:36 1.36 ED
P5 -2.98 (11.61) -2.89 (13.70) -2.40 (16.83) -1.05 (35.42) 02:31 100.00 EDR

40 P2 22.48 17.77 -35.56 -9.25 - - ED
P3 2.19 2.02 0.56 23.11 - - EDR
P4 0.01 (48.86) 0.01 (50.68) 0.09 (53.41) 0.00 (69.76) 09:49 87.76 ED
P5 0.00 (11.06) -0.39 (13.15) -0.53 (16.29) 0.21 (34.97) 02:24 100.00 EDR

41 P2 53.86 50.67 56.58 45.16 - - ED
P3 1.02 0.96 1.25 1.80 - - EDR
P4 0.02 (52.88) 0.06 (54.53) 0.08 (57.00) 0.12 (71.96) 09:36 79.59 ED
P5 0.46 (81.97) 0.37 (83.95) 0.22 (86.91) 0.00(100.00) 19:14 94.56 EDR

42 P2 47.97 47.43 48.59 34.31 - - ED
P3 -3.85 -8.22 -14.72 -43.75 - - EDR
P4 0.51 (50.86) 0.40 (52.58) 0.19 (55.16) 0.01 (70.76) 09:36 82.99 ED
P5 2.44 (5.84) 2.27 (7.93) 1.94 (11.06) 1.91 (29.79) 01:12 100.00 EDR

43 P2 10.91 -4.22 -8.87 -6.32 - - ED
P3 -9.75 -5.44 -15.61 -13.01 - - F
P4 0.05 (47.64) 0.02 (49.47) 0.00 (52.22) 0.00 (68.84) 09:36 88.44 ED
P5 0.02 (94.36) 0.02 (94.56) 0.02 (94.86) 0.03 (96.64) 09:36 9.52 F

44 P2 -252.35 -265.77 -433.70 -120.95 - - ED
P3 7.67 -24.11 -24.08 -21.83 - - EDR
P4 -0.16 (70.81) -0.08 (72.89) -0.09 (76.02) -0.23 (94.78) 16:48 100.00 ED
P5 -0.24 (97.38) -0.23 (97.47) -0.15 (97.59) -0.15 (98.36) 08:24 4.08 EDR

45 P2 -248.17 -261.38 -457.13 -156.93 - - ED
P3 15.76 11.81 -8.49 -11.23 - - EDR
P4 10.49 (36.89) 2.55 (38.97) -0.59 (42.08) -0.39 (60.83) 08:39 100.00 ED
P5 -0.10 (91.13) -0.02 (91.44) -0.02 (91.91) -0.04 (94.72) 09:36 14.97 EDR

46 P2 25.61 24.99 27.53 2.36 - - ED
P3 9.95 4.17 -16.47 -12.53 - - EDR
P4 -0.17 (71.59) -0.03 (73.50) -0.06 (76.38) 0.14 (93.60) 16:22 91.84 ED
P5 -2.36 (41.21) -1.70 (43.27) -0.78 (46.36) -0.88 (64.83) 09:31 98.64 EDR

47 P2 19.33 13.24 -16.41 -35.62 - - ED
P3 13.89 -6.14 -23.70 -10.67 - - DTW
P4 -1.00 (53.47) -1.61 (55.40) -1.62 (58.30) -1.67 (75.78) 11:49 93.20 ED
P5 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 DTW

48 P2 17.73 15.14 -5.75 -33.99 - - ED
P3 2.71 -5.36 -28.62 -22.50 - - EDR
P4 0.34 (49.83) -0.10 (51.67) -0.15 (54.44) 0.04 (71.19) 10:17 89.12 ED
P5 -0.16 (81.44) -0.15 (82.09) -0.14 (83.07) -0.08 (88.96) 09:36 31.29 EDR

49 P2 10.65 6.67 1.38 5.87 - - ED
P3 9.09 9.09 9.08 7.71 - - EDR
P4 -0.59 (49.72) -0.03 (51.49) 0.11 (54.13) 0.56 (70.10) 09:37 85.03 ED
P5 0.29 (96.82) 0.11 (98.41) 0.00(100.00) 0.00(100.00) 22:48 76.19 EDR

50 P2 32.71 25.11 6.60 -14.64 - - ED
P3 3.31 3.31 2.04 1.78 - - EDR
P4 -0.58 (42.69) -1.49 (44.76) -1.39 (47.88) -0.91 (66.66) 10:03 100.00 ED
P5 0.52 (91.94) 0.43 (93.79) 0.28 (96.54) 0.00(100.00) 21:37 88.44 EDR
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Table 8.6. diffMAPE results for the routes 51-61 and for different prediction
horizons (∆). The values between parentheses correspond to H∆,R values. Finally,
the last column identifies the distance measure used in each case

R ∆=15min ∆=45min ∆=90min ∆=6h ER MR d

51 P2 25.90 18.86 1.67 -17.04 - - ED
P3 15.36 -17.54 -16.31 -27.35 - - EDR
P4 2.08 (52.24) 0.70 (54.24) 0.52 (57.24) -0.15 (74.28) 11:56 96.60 ED
P5 -7.95 (72.04) -8.11 (73.20) -5.35 (74.95) -0.67 (83.32) 11:46 55.78 EDR

52 P2 30.55 10.90 4.56 -50.96 - - ED
P3 -27.08 -89.97 -114.94 -188.13 - - F
P4 -0.16 (61.71) -0.30 (63.06) -0.37 (65.08) -0.53 (77.23) 09:36 64.63 ED
P5 0.80 (63.15) 0.35 (64.50) 0.24 (66.51) -0.10 (78.53) 10:07 64.63 F

53 P2 30.33 -1.32 6.45 -10.14 - - ED
P3 -37.53 -62.29 -112.06 -149.67 - - F
P4 -0.33 (79.25) -0.30 (81.32) -0.30 (84.40) -0.01 (99.93) 18:47 99.32 ED
P5 -0.48 (68.25) -0.95 (69.42) -0.94 (71.17) -0.36 (81.62) 10:09 55.78 F

54 P2 25.54 25.29 12.52 1.04 - - ED
P3 25.49 25.23 12.53 0.97 - - F
P4 1.00 (42.02) 0.40 (44.06) 0.37 (47.10) 0.37 (65.51) 09:36 97.96 ED
P5 1.01 (43.10) 0.41 (45.11) 0.38 (48.11) 0.38 (66.19) 09:40 96.60 F

55 P2 12.33 12.46 1.09 -6.97 - - ED
P3 27.67 26.28 21.10 10.47 - - DTW
P4 6.84 (77.33) 3.02 (78.05) -0.97 (79.14) -1.74 (85.75) 08:24 35.37 ED
P5 0.00(100.00) 0.00(100.00) 0.00(100.00) 0.00(100.00) - 0.00 DTW

56 P2 1.49 1.42 1.46 1.31 - - ED
P3 46.78 45.61 42.96 31.61 - - DTW
P4 -0.05 (95.17) 0.00 (95.69) 0.03 (96.48) 0.00(100.00) 19:12 25.17 ED
P5 -0.22 (65.81) -0.21 (66.82) -0.19 (68.33) -0.09 (77.41) 06:49 48.30 DTW

58 P2 -7.13 -19.34 -21.75 -16.17 - - ED
P3 -0.40 4.00 -7.29 -4.22 - - DTW
P4 -0.18 (88.16) -0.05 (89.50) -0.01 (91.51) 0.00(100.00) 19:24 64.63 ED
P5 -0.20 (87.04) -0.06 (88.64) -0.01 (91.01) 0.00(100.00) 19:45 76.87 DTW

59 P2 10.92 9.89 9.77 9.14 - - ED
P3 4.42 4.35 4.25 1.97 - - EDR
P4 0.01 (96.77) 0.00 (98.23) -0.01 (99.71) 0.00(100.00) 22:41 70.07 ED
P5 2.01 (66.73) 1.76 (68.41) 1.47 (70.91) 0.55 (85.36) 13:51 80.27 EDR

60 P2 8.56 0.20 1.56 10.46 - - ED
P3 -11.67 -15.49 -19.25 -56.08 - - DTW
P4 -0.02 (84.68) -0.02 (86.35) -0.02 (88.84) 0.00(100.00) 19:13 80.27 ED
P5 0.01 (83.96) 0.01 (85.70) 0.01 (88.30) 0.00(100.00) 19:12 83.67 DTW

61 P2 -27.31 -48.78 -44.97 -39.81 - - ED
P3 4.55 4.31 4.20 1.64 - - EDR
P4 5.29 (28.05) 4.77 (29.74) 4.35 (32.28) 3.43 (47.38) 02:24 80.95 ED
P5 2.55 (64.91) 2.40 (66.79) 2.22 (69.61) 1.54 (85.79) 14:29 90.48 EDR

Now, taking these general conclusions into account, and by means of some
plots, we analyze two aspects in more detail: the effect of using the ADMS vs.
ED, and the impact of using ECDIRE vs. 1NN.

8.2.3.1 The effect of using ADMS vs. ED

Based on the results of Tables 8.2, 8.3, 8.4, 8.5 and 8.6, it does not seem
that applying the ADMS is very beneficial. However, in order to see if there
are any general trends, we compare the results obtained by P2 and P3 (see
Figure 8.4), and P4 and P5 (see Figure 8.5) considering all the routes together
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Fig. 8.4. Differences between using ED or applying the ADMS to select the distance
measure when the early classification is performed using 1NN.
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measure when the early classification is performed using ECDIRE.
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and plotting the distribution of the diffMAPE values using box-plots. With
these box-plots we confirm that, indeed, there is no evidence that the distance
measures selected by the ADMS have a better performance than ED overall.
The results depend strongly on the route at hand, and the specific clustering
result obtained in each case.

Now, in order to show some of the typical behaviors that appear in the
different routes, we analyze the results obtained for three example routes in
more detail. These specific routes have been chosen because they show very
different behaviors and are illustrative examples of the patterns that appear.
In the first example, the results for the distance selected by the ADMS are
better than those obtained by ED. In the second example, ED obtains better
results than the distance measure selected by ADMS. Finally, in the third
case, neither of the distance measures obtains good results, and using P1 is
better than using any of the four non-naive procedures.

In Route 1 and when using the 1NN as an early predictor (see result for
P2 in Table 8.2), the ED has a very good performance for the first predic-
tion horizons, but subsequently, the diffMAPE values deteriorate rapidly,
becoming negative in the last prediction horizons. When using ECDIRE with
ED the results are always negative (see result for P4 in Table 8.2). Contrarily,
the EDR distance measure does not obtain such good results at the begin-
ning but does not deteriorate as much either (see results for P3 and P5 in
Table 8.2).

To better understand why this happens, in Figure 8.6 we compare the
cluster medoids obtained in the clustering process when using the distance
measure selected by the ADMS (EDR) and the ED. Each line represents
a cluster medoid, which consists of the travel time measurements collected
over an entire day. Note that the two clusters identified by ED can not be
distinguished until more than half of the sequence is available. Then, one of the
patterns changes very drastically. In this context, when the prediction horizons
are small and very recent measurements are available, the 1NN method is able
to detect the peak of traffic without much delay. However, as the prediction
horizon increases, the identification of the clusters obtained by ED becomes
impossible. This is reflected, for example, in the fact that the ECDIRE method
with ED issues no class predictions in more than 90% of the cases (see H∆,R

values in Table 8.2) and also in the mean earliness value, which ascends to
19:12 in this case. Contrarily, EDR separates two clusters that are very distinct
from each other (see Figure 8.6b) and which can be discriminated earlier in
time (mean earliness value is 15:08).

This behavior is repeated in other routes such as 14, 22, 24, 29 or 36.
Threshold based distances such as EDR or TQuest tend to isolate very rare
patterns into separate clusters. These patterns do not usually appear again
in the testing days, and are therefore not useful to obtain good travel time
predictions. Applying the EDR distance is a way of identifying and separating
these series automatically. Furthermore, when these patterns are very different
from the rest of the patterns, as in the case of Route 1, they are usually never
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Fig. 8.6. Cluster representatives for the ED and the EDR for Route 1.

selected by the early classifiers, and are thus discarded from the travel time
prediction phase in many cases, resulting in lower errors.

However, if the isolated patterns are not very different from each other,
the behavior can be completely opposite. As a second example we analyze the
results obtained in Route 28 (see first four rows of Table 8.4). In this case, ED
obtains better results than the distance measure selected by ADMS (EDR).
Indeed, if we use EDR in this route, the results are worse than applying the
basic historical predictor. In this case, the two patterns obtained by ED are
easily identifiable from the beginning of the sequence (see Figure 8.7a). EDR,
on the contrary, identifies 5 clusters, some of them very extreme and rare, but
which can be easily confused with the others at the beginning of the day (see
Figure 8.7b). In this case, if we apply the 1NN method with the EDR distance,
the cluster assignments become very volatile and random, resulting in very
bad travel time predictions (see results for P2 in Table 8.4). The ECDIRE
method, as will be explained later, slightly mitigates this by controlling the
reliability of the predictions and initially discarding the very rare patterns
(see results for P5 in Table 8.4). Similar behaviors can be seen for example in
Routes 6, 7, 12, 13 or 23.
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Fig. 8.7. Cluster representatives for the ED and the EDR for Route 28.

Finally, in some cases, the clustering pre-process is not beneficial with
either ED or the distance measure selected by the ADMS. Observe for ex-
ample the results and cluster medoids obtained for Route 9 in Table 8.2 and
Figure 8.8, respectively. The diffMAPE values are always negative for all
non-naive procedures. With ED, the only difference between the clusters is
the size of the peak. In this sense, the clusters can not be identified until very
late in time (the ER value for P4 on this route is 19:23) , and even then, in
practice it is difficult to discern between them, because the border between
the clusters is not very clear, and in many occasions no reliable predictions
can be made (note that MR=71.43% for P4, so the number of unclassified
days in the testing set is almost 30%). With DTW, there are five clusters.
One of them (the purple line) is a rare pattern which can be identified quite
easily. However, the rest of the patterns are very similar to each other during
a large part of the day, and can thus be confused easily. Since some of these
patters are quite extreme, making errors in the clusters assignations results
in large prediction errors. In both these cases, it it better to simply use the
basic historical predictor.
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Fig. 8.8. Cluster representatives for the ED and the DTW for Route 9.

In essence, with the observed results it is difficult to make conclusive state-
ments about the goodness of using the ADMS, because the behavior varies a
lot from route to route. However, there are several factors that we would like
to underline:

• It is noticeable that, when the prediction horizon is very long, time se-
ries clustering ceases to be beneficial, because the patterns change very
abruptly and it is risky to lean towards specific patterns.

• The objective of the ADMS is to select the most suitable distance measure
for clustering a time series database. However, in this case, the final ob-
jective is not clustering, but prediction. In this context, we wonder if some
clustering solutions are more suitable than others for the task of forecast-
ing. If this were so, it could be interesting to train the ADMS taking this
final objective (forecasting) into account.

• The ADMS does not only provide one distance measure, but a set of the
most suitable distances. In this case, we have only selected one of them
by using the silhouette and Dunn indices as explained in Section 8.2.2.
Furthermore, the most adequate parameter and the number of clusters
for the selected distance measure has also been chosen using these indices.
However, it is questionable whether this method is adequate, especially
if we are comparing clustering results obtained from different distance
measures.
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• Recall that the automatic distance selector has been trained using the
synthetic datasets and the datasets from the UCR. ED is not frequently
part of the most suitable distance set of these time series datasets, and
consequently it is never predicted in this case (see column d of Table 8.2).
However, it seems that in this case it is indeed a suitable distance measure
on more than one occasion. As such, it may be necessary to train the au-
tomatic distance measure selector with databases which are more similar
to these from Kaggle.

8.2.3.2 The effect of using 1NN vs. ECDIRE

In this section, we analyze the performance of the two early classifiers consid-
ered in more detail: ECDIRE and 1NN. If we compare the performances of P3
and P4 (see Figures 8.9), and P3 and P5 (see Figure 8.10)) using box-plots
to find any overall trends as in the previous section, we confirm that, overall,
ECDIRE obtains a slight improvement over the baseline in the first prediction
horizons and, as the prediction horizon increases, the results tend towards the
baseline. On the contrary, in the case of 1NN, the predictions are quite good
in the first prediction horizons but, as the prediction horizon increases, the
results tend to deteriorate, rapidly becoming worse than the baseline. Also,
in the case of 1NN, there are quite a few very extreme negative values in all
prediction horizons. These are represented as outlier points in the box-plots
and correspond to some routes (i.e. 21, 23, 44, 45) in which the predictions
obtained by P2 and P3 are always much worse than the baseline.

If we analyze the results and the data more in depth, we identify three
different causes which explain these results. We explain these three causes in
detail in the following paragraphs and, additionally, we also provide a graph-
ical and illustrative example for each of them.

To begin with, in many routes the series in different clusters have a very
similar and constant trend in a substantial part of the series. Then, in the
afternoon, one or more patterns change drastically and unpredictably. In this
context, the cluster assignments become more and more difficult as the pre-
diction horizon increases because no recent data is available. When t and t+∆
belong to the same day, 1NN always issues a class prediction, regardless of
the quality (see Figure 8.2), so on many occasions it makes mistakes, resulting
in very bad travel time predictions. On the contrary, ECDIRE analyzes the
classes and only provides class predictions when it is presumably safe to do
so. In this sense, it is much more conservative than 1NN and the results are
closer to 0. If we observe the H∆,R values in Table 8.2 we can see that they are
generally very high so, for many travel time predictions, the whole training
set is used and the model does not lean towards any specific model. This is
influenced by the fact that in many cases the class predictions are not issued
by ECDIRE until late afternoon, sometimes, after peak traffic is over (see ER
values in Table 8.2).
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Fig. 8.9. Differences between using 1NN or ECDIRE as an early classifier, when
the distance measure used is ED.
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Fig. 8.10. Differences between using 1NN or ECDIRE as an early classifier, when
the distance measure used is selected by the ADMS.
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A clear example of this can be seen in Route 15. When using the ED, three
patterns are identified which are identical until almost 18:00. Then two of the
patterns (the blue and red lines) change suddenly and drastically. In this case,
as the prediction horizon increases, the predictions for 1NN become worse and
worse, because the classes can not be discriminated reliably from each other
and the classifications of the 1NN method become almost random (see results
for P2 in Table 8.3). On the contrary, ECDIRE is much more conservative (see
results for P4 in Table 8.3). The mean earliness value is 18:00, which indicates
that the series are not classified until late in the afternoon. Furthermore,
many series are never classified due to reliability conditions (MR value for P4
is 76.19%). All this results in very high H∆,R values, that tend to 100% as
the prediction horizon increases and so, when the prediction horizon becomes
large enough, P4 becomes identical to P1.
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Fig. 8.11. Cluster medoids obtained with the ED for route 15.

A second factor to take into account is that, as commented previously,
sometimes, the clustering process tends to isolate some series with very specific
characteristics (very extreme patterns, erroneous values, noisy patterns) into
separate clusters. These patterns usually appear in very few series and are not
repeated in the testing set. However, if they are similar to the other patterns in
part of the sequence, they can cause large errors if we use the 1NN naive early
classification method. The ECDIRE method tends to discard these patterns
because of their unreliability, so the errors do not become very large.
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Route 23 illustrates this last situation. As can be seen in Figure 8.12, the
ED identifies five different patterns. Clusters 1 and 2 (blue and red lines, re-
spectively), which have the least extreme values, take almost all the training
set, although cluster 1 is larger. On the contrary, classes 3, 4 and 5 only contain
one series (the representative itself). However, note that all the clusters are
very similar in more than the first half of the series, except that represented
by the purple line. In this context, the cluster assignments with 1NN are car-
ried out almost randomly. Since mistakenly assigning one of the 3 extreme
clusters to a series results in very large MAPE errors, the behavior of P2 be-
comes very bad and degenerates even more as the prediction horizon increases
(see Table 8.3). On the contrary, the ECDIRE method, initially discards the
prediction of classes 3, 4 and 5 because of lack of reliability. With respect to
classes 1 and 2, based on the timeline built and the reliability condition, the
class assignments are carried out much later in time: the mean earliness for
P4 is 13:22 and some series are not predicted until 95% of the series is already
collected. All this results in a more conservative prediction that, in cases like
this, obtains better results (see results for P4 in Table 8.3). Similar behaviors
can also be seen in routes 6, 7, and 8, among others
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Fig. 8.12. Cluster medoids obtained with the ED for route 23.

Finally, as commented previously, in some cases, the clustering result is
not helpful at all. In these cases both P2 and P3 (the procedures based on
1NN) usually obtain very bad results. However, ECDIRE, based on reliability
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requirements, is able to detect this and barely provides any class predictions.
In this sense P4 and P5 become almost identical (or even identical in some
cases) to P1 and the diffMAPE results tend to 0.

This can be seen in Route 8, for example, where the diffMAPE results
for P3 are always negative and very large. However, the values for P5 are
always 0. Note that in this case no early classification is applied at all in
P5: the H∆,R values, are 100% in all cases (see Table 8.2). If we observe the
cluster medoids for Route 8 and distance DTW (see Figure 8.13) we observe
that they are almost identical in shape, but one has a higher peak than the
other. Cluster 1 contains series with a smaller peak, and Cluster 2 contains
series with a larger peak. However, in practice, the border between these two
clusters is not clear at all, which makes it very difficult or even impossible to
discern between them. In view of this, ECDIRE opts not to lean towards any
of the patterns and P5 becomes identical to P1.
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Fig. 8.13. Cluster medoids obtained with the DTW distance for route 8.

To conclude, although the ECDIRE method shows some benefits in com-
parison to 1NN, it also has some drawbacks:

• The ECDIRE method still slightly tends towards larger classes, especially
if the patterns are similar at the beginning. The naive method we have
proposed to mitigate this trend is certainly not optimal and, furthermore,
it is not adequate when certain classes always yield very low accuracy clas-
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sification results, even when the whole sequence is available. In this sense,
specific and more adequate methods to deal with unbalanced datasets
should be analyzed.

• The ECDIRE method is sometimes too conservative and makes the class
assignments very late in time, sometimes too late to obtain helpful infor-
mation for the task of travel time prediction, because peak traffic is already
over. In this sense, it would be better if it could adapt more rapidly to
the incoming patterns. A possible solution could consist in lowering the
reliability conditions and giving more importance to the earliness of the
predictions than to their accuracy. But then, we could encounter the same
problems that arise with 1NN.

The analysis of all these results and the identification of these different
behaviors gives way to many future research directions, mainly directed to
adapting the proposals of Chapters 6 and 7 to this specific problem and this
particular database. These are specified in the following section.

8.3 Conclusions and future work

In this chapter we have applied the contributions shown in Chapters 6 and 7
to the problem of travel time prediction. We have analyzed their performance
in this particular environment and we have discovered specific behaviors and
characteristics of the data that can lead to the design of some adaptations in
the proposed methods.

To begin with, we must emphasize the importance of the pre-process of
the training data. Since the travel time patterns within a specific road can
change permanently due to roadworks, new lanes, speed modifications, re-
strictions, etc. we think it is necessary to build a representative training set
which contains patterns which are similar to the new incoming testing days
before applying any travel time prediction model.

Also, we have seen that even if time series clustering is helpful in some
cases, for very long term prediction horizons it is not beneficial. In this context,
it could be useful to find out exactly when this procedure ceases to be useful.

Next, we must question the validity of the silhouette and Dunn indices for
the specific task of distance measure and parameter selection within a fore-
casting problem. Particularly, we should analyze if these indices allow a fair
comparison when the clustering results are obtained with different distance
measures and for the purpose of travel time forecasting. If not, we could try
to propose new measures of evaluation which take into account that differ-
ent distance measures are to be compared and which consider that the final
objective is forecasting.

Also in this sense, the training of the ADMS does not consider that the final
objective is travel time forecasting. As such, we could consider training this
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multi-label classifier directly with the traffic databases, using the predictive
power as the evaluation measure for the clustering results.

With respect to the ECDIRE early classifier, we have seen that one of the
principal problems that arises when it is applied to traffic data is the presence
of very unbalanced datasets. As such, an obvious research direction consists
in trying to analyze and include specific methods, such as those reviewed in
[84], to deal with this kind of datasets in our framework.

The optimization of several parameters of ECDIRE could also be an-
other future line of study. Particularly, depending on the characteristics of
the database, the threshold that controls the reliability test could be adapted.

Finally, in this chapter we have only included the historical models as
travel time predictors. However, the introduction of other models and the
combination of different types of predictors for different traffic patterns could
maybe improve the results.
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Conclusions and future work

In this last chapter we summarize the main conclusions obtained from all the
contributions that appear in this dissertation. Additionally, we also enumerate
some general future research directions that have emerged from the work
presented. These directions, along with more detailed and specific conclusions
are included in each chapter separately. Finally, in the last part of this section,
the publications that have resulted from this dissertation are shown.

9.1 Conclusions

This dissertation has been devoted to working on several time series data
mining problems: the selection of a suitable distance measure for clustering
time series databases and the problem of early classification of time series.
However, the starting point to or inspiration for these problems has been the
problem of travel time modeling.

As such, as a first contribution, a complete review of the literature on travel
time modeling has been provided, focusing on the problems of estimation and
prediction. Although these two tasks are frequently confused in the literature,
we have shown in Chapter 2 that they are separate concepts that require
different modeling strategies. Estimation models largely depend on the type of
data or sensors available on the trajectory under study. Contrarily, prediction
models differ mainly in the type of strategy used to build the model. Based on
this, a separate and detailed taxonomy of the existing approaches for travel
time prediction and estimation has been provided in Chapter 4.

From this literature review and taxonomy, the main conclusion that we
have extracted is that most of the models published in the literature are not
well adapted to the practical requirements of ATIS. To begin with, most of
them are only applied over small road sections and there are not many publi-
cations that extend their methodologies to entire road networks. Furthermore,
the type of data used in the proposed models is quite restrictive: generally only
one type of traffic sensor is used and contextual information such as weather
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is almost never considered. Also, not many effective solutions are provided to
deal with non-recurrent congestion, a crucial issue in travel time modeling. Fi-
nally, the great majority of proposals focus on providing punctual travel time
estimations and dismiss the fact that confidence intervals or the like allow the
users to assess the goodness of the predictions.

In this context, combined or hybrid models seem to be the most promising
future research direction, due to their adaptability, their capacity to combine
different sources of data and their ability to represent diverse traffic patterns
adequately. If we focus on prediction, a specific type of combined models
are those which, in order to identify different traffic patterns or behaviors,
apply clustering pre-processes to the data and then apply a (distinct) travel
time model to each pattern. Particularly, a not very common approach in
the travel time prediction literature is applying the paradigm of time series
clustering, which has some specific characteristics, such as the need for special
distance measures for time series. In time series clustering, instead of clustering
regular data points, the objective is to group entire sequences, for example,
measurements of travel time taken throughout an entire day.

Since the presence of different daily traffic patterns is unquestionable in
most study sites, this method seems to be a reasonable approach. However,
the real benefits of time series clustering in travel time prediction have not yet
been demonstrated in the literature. As such, in Chapter 5, we have performed
some preliminary experiments, using some basic distance measures, that prove
that, indeed, clustering can be beneficial for travel time prediction purposes.

Nevertheless, even if applying time series clustering pre-processes does
sometimes yield improved travel time predictions, it is very important to un-
derline that the specific distance measure chosen to quantify the similarity
between the time series is a crucial aspect of the process, and thus has a deep
impact on the obtained results. Due to the increasing popularity of time se-
ries data mining tasks, in the past few years, a vast quantity of time series
distance measures have been published. Also, it has been demonstrated in
the literature that there is not one best distance measure that is adequate
for all time series databases. In fact, the performance of the different existing
time series distance measures depends strongly on the specific characteristics
of each database. In this context, the selection of the most suitable distance
measure for clustering a time series database is not a trivial issue.

This is exactly what we have focused on in the second main contribution of
this dissertation. In Chapter 6, we propose a multi-label classifier which takes
a set of characteristics of the time series database as input, and outputs the
most suitable distance measures(s) from a set of candidates. The experiments
performed have shown that this approach is useful to simplify the distance
selection process in a time series database clustering task.

Finally, recall that when using the combined travel time model which we
have considered initially, a second problem that we encountered was that it is
necessary to assign the new incoming sensor measurements to a given cluster,
this is in order to find out which model we must use in the given case. This
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assignment must be done online, with the data available at the moment and
as early as possible.

This is exactly where the problem of early classification comes into play.
Early classification is a supervised learning task, where the objective is to
predict the class labels of time series as soon as possible, before the whole time
series is available, but respecting a pre-defined level of accuracy. In Chapter 7,
the third important contribution of this dissertation is presented: we provide
a method for early classification of time series based on probabilistic classifiers
that improves the results obtained by previous methods of the state-of-the-art
by dealing with some of the flaws of previously published techniques.

Finally, after presenting these two contributions on time series data mining,
in Chapter 8, we have returned to the problem of travel time prediction and
have analyzed the performance and usefulness of these two proposals within
this specific problem. From this last work, we extract some conclusions and
many future research lines, mostly directed at adapting the automatic distance
measure selector and the proposed early classifier to the particular scenario
and type of data issued from the problem of travel time prediction.

To sum up, in this dissertation we have departed from an analysis of the
problem of travel time modeling which has led the two main methodological
contributions to time series data mining: a method to automatically select the
most suitable distance measure/s to cluster a database, and an early classifier
based on probabilistic classifiers.

9.2 Future work

The contributions presented in this dissertation have led to many new research
directions, which we can divide into two groups: methodological research pro-
posals and applications or solutions to real-world problems.

Regarding the methodological research proposals we underline the follow-
ing points:

• As we have shown in Chapter 3, in the past few years, the research com-
munity has focused on creating new distance measures for time series.
Still, most of these are useful only for univariate sequences. In this con-
text, the creation of similarity measures for multi-variate time series is an
obvious future research direction. Specifically, the use of meta-distances
or combinations of distances could be an interesting path to follow in this
sense.

• Also, in Chapter 3, we have seen that model-based time series distance
measures fit a model to each time series and then calculate the distance be-
tween the models (usually, by computing the Euclidean distance between
its coefficients). Most model-based distances proposed in the literature are
based on simple parametric models, such as ARMA models and it is an
open question to find out if distances based on more complex models, such
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as Gaussian processes, could be created, and if these could be useful in
practice.

• In Chapter 6, we saw that many of the time series distance measures
available in the literature require the selection of one or more parameters.
Analyzing the effect of these parameters on the performance of the dis-
tance measures may be helpful to simplify the distance measure selection
process even more. Indeed, we consider the possibility of finding a relation
between the parameters of a distance measure and certain characteristics
of the database. As an example, the level of shift available in a database
could be used to determine the window size used in the DTW distance,
or the correlation level present in the database could be decisive when
choosing an ε value for the EDR distance.

• In Chapter 7, we introduced the problem of early classification and pro-
posed a method to solve this task, using probabilistic classifiers. The pro-
posed method is able to deal with multi-variate time series by using specific
distance measures designed for this type of sequences. However, it could
be interesting to provide more specific early classification solutions for this
type of temporal data.

• Although the method proposed in Chapter 7 includes a reliability test
aimed at discarding outlier series, adjusting the parameters of this method
automatically, by using some knowledge about the database, could be
very useful. Also, this method could be extended to perform the task of
detecting outliers or unusual series.

• In essence, early classification is a multi-objective optimization problem
which tries to find a trade-off between two conflicting objectives: earliness
and accuracy. However, it is not common to tackle the problem using
optimization techniques. As such, we propose analyzing the problem from
this point of view.

• In Chapter 8 we have mentioned that the early classifier proposed in Chap-
ter 7 shows very extreme behaviors in the presence of very unbalanced
classes, especially if the time series in different classes are very similar to
each other in a large section of their length. As such, as future work, we
propose an enhancement of this early classifier that takes this factor into
account.

• In Chapter 8 we have used the silhouette and the Dunn index to evaluate
and compare different clustering results, even those obtained using differ-
ent distance measures. However, it remains to be proved if these measures
are the most suitable ones for this purpose, especially if the final objective
is forecasting the future values of time series (travel time in this case).
Indeed, the creation of new and more appropriate measures could be an
interesting direction to follow.

From the second group of future research directions we propose the fol-
lowing topics:
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• Given the large number of travel time modeling problems available in the
literature and the proliferation of this area of study in the past few years
(see Chapter 4), we think that it would be very helpful for the community
to perform a complete empirical comparison of the available methods. This
could provide conclusive facts about the advantages and disadvantages of
each method and would help the users choose an adequate model for each
study site and traffic situation. This would also simplify the construction
of hybrid methods that combine different model types for different traffic
patterns.

• As shown in Chapter 4, there is a great number of complex travel time
prediction and estimation models available in the literature. However, we
think that it could be interesting to study the real improvement that is
obtained with these models, in comparison with other naive models such as
historical means or instantaneous predictors, depending on the real-time
and historical data available.

• Finally, the contributions shown in Chapters 6 and 7 could be useful in
other application scenarios. As an example, the problem of early clas-
sification appears naturally in the control of insuline administration for
patients with the Diabetes Mellitus disease. Diabetes Mellitus is a chronic
disease related to the inability of the pancreas to produce insulin, or the
resistance of the organism to react to insulin [86]. The result is an increase
in the glucose level in the blood that must usually be compensated with
the external administration of insulin. However, optimally controlling the
insulin doses is not a simple task, due to all the factors that affect the
glucose level in the blood (glycemia) of a patient [86]. As such, given the
patients temporal measurements of glycemia, sport activities, food intakes,
etc. early prediction could be used to calibrate the insulin doses and, es-
pecially, detect irregularities or abnormalities as soon as possible because
they may result in immediate danger or complications to the patient’s
health.

9.3 Publications

The research work carried out during this thesis has produced the following
publications and submissions:

9.3.1 Referred journals

• U. Mori, A. Mendiburu, Eamonn Keogh & J.A. Lozano (2015). Reliable
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time series similarity calculation. Journal of Machine Learning Research.
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• U. Mori, A. Mendiburu, M. Álvarez & J.A. Lozano (2014). A Review of
Travel Time Estimation and Forecasting for Advanced Traveller Informa-
tion Systems. Transportmetrica A: Transport Science, 11(2): 119:157.

9.3.2 Conference communications

• U. Mori, A. Mendiburu, & J.A. Lozano (2015).A preliminary analysis
on the effect of time series clustering on short term travel time prediction
models. In Proceedings of the International Work Conference on Time
Series (ITISE 2015), Granada, Spain, 1-3 July. Pp. 645-656

• U. Mori, A. Mendiburu, & J.A. Lozano (2013). Time Series Database
Characterization and Similarity Measure Selection. In Actas del VII Sim-
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Appendices





A

Generation of synthetic time series databases
with specific characteristics

In this appendix the generation process of the synthetic databases used in
Chapter 6 is explained in detail. With this information and the code available
in the Downloads section of our webpage, the readers can easily generate the
databases used in this chapter. Furthermore, the explanations included in this
appendix and the attached code enable the generation of new databases with
different characteristics that can be used in other research projects.

A.1 Overall synthetic database generation process

In this first section, the overall process for the generation of the synthetic
databases used in Chapter 6 is introduced. It must be noted that these
databases are designed to be used for time series clustering tasks. As such,
they contain several underlying groups or clusters, which are intentionally and
artificially generated. This fact will be one of the main points of the generation
process and will be explained in the following paragraphs.

To begin with, the synthetic databases presented in this appendix can
be divided into 8 distinct groups (see second column, ‘Database type’ in
Table A.1). In the experimentation of Chapter 6, for each type of database
we have generated various different examples by modifying the level of noise,
the level of outliers, the mean level of shift and the mean level of local warp
within the ranges shown in Table A.1. In order to avoid homogeneity, we
only generate one example database for each combination of categories and
each database type. Furthermore, we discard the databases with 0 values for
all options because they are too simple and unrealistic. An example of this
generation process for the databases of type CBF can be seen in Algorithm 1.
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Database type Noise level
Outliers

level
Shift level Warp level

Armas (k∗ = 8)

Synthetic control (k∗ = 6)

None=0

Low={1,2}
Med={3,4}
High={5,6}

None=0

Low={1,2}
Med={3,4}
High={5,6}

None=0

Low={1,...,5}
Med={6,...,12}

High={13,...,30}

None=0

Sines (k∗ = 5)

Rational (k∗ = 4)

Seasonal (k∗ = 4)

None=0

Low={1,2}
Med={3,4}
High={5,6}

None=0

Low={1,2}
Med={3,4}
High={5,6}

None=0

Low={1,...,5}
Med={6,...,12}

High={13,...,18}

None=0

CBF (k∗ = 3)

None=0

Low={1,2,3}
High={3,4,5}

None=0

Low={1,2,3}
High={3,4,5}

None=0

Low={1,...,5}
High={6,...12}

None=0

Low={1,...,5}
High={6,...,10}

Two Patterns (k∗ = 4)

Kohler & Lorenz (k∗ = 5)

None=0

Low={1,2,3}
High={3,4,5}

None=0

Low={1,2,3}
High={3,4,5}

None=0

Low={1,...,5}
High={6,...,10}

None=0

Low={1,...,5}
High={6,...,8}

Table A.1. Characteristic options for the generation of the synthetic databases.

Algorithm 1 Generation of the synthetic databases of type CBF.

1: for noise in {none, low, high} do
2: for outliers in {none, low, high} do
3: for shift in {none, low, high} do
4: for warp in {none, low, high} do
5: if noise 6= none or outlier 6= none or shift 6= none or warp 6= none

then
6: noise level ← value randomly chosen inside noise category.
7: outlier level ← value ranmdoly chosen inside outlier category.
8: shift level ← value randomly chosen inside shift category.
9: warp level ← value randomly chosen inside warp category.

10: dimension ← value randomly chosen from the second column of
Table A.2.

11: proportions ← value randomly chosen from the third column of
Table A.2.

12: Generate and save database of type CBF with selected options.

13: end if
14: end for
15: end for
16: end for
17: end for
18: return 80 databases of type CBF

If this same process is repeated for all the database types, it results in a
total of 555 synthetic databases (2× 4× 4× 4× 1 + 3× 4× 4× 4× 1 + 1× 3×
3× 3× 3 + 2× 3× 3× 3× 3− 8). Nevertheless, in order to be able to apply
Algorithm 1, some additional points must be specified.
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First, the meaning of the variables dimension and proportions must be
explained (see lines 10 and 11 of Algorithm 1). The first one represents the
dimension of the database and is specified by the number of series that it
contains and their respective length (N×L). To define the second variable we
must recall that we are working in a clustering environment. Because of this,
each synthetic dataset will be generated is such a way that it will contain a
predefined and previously known set of clusters. The series belonging to the
same cluster will have similar shapes. In this context, the proportion variable
represents the proportion of series belonging to each cluster.

Once this is explained, we must define a method to generate a database of a
given type and with some specific characteristics (see line 12 of Algorithm 1).
Each type of synthetic database included in this appendix is defined by k∗

predefined shapes, each shape representing one cluster. For example, in the
classical Cylinder-Bell-Funnel (CBF) database [103], the three shapes that
can be seen in Figure 7.1 are used to represent three different clusters. For
the details about the basic shapes of the other types of synthetic database
see Section A.2. In this context, to create a synthetic database of a certain
type (e.g., CBF) and with some specific characteristics, first the dimension
and the proportion of series in each cluster are chosen randomly from the
set of predefined options (see Table A.2). Based on this, we replicate the k∗

shapes that define that type of synthetic database (the shapes in Figure 7.1
in the case of CBF) accordingly. Next, the noise, outliers, shift and warp will
be added to the database in the following manner:

• Noise: The noise is introduced separately in each series of the database
by adding random values issued from a normal distribution of mean 0. The
standard deviation (σ) of this distribution is defined by the level of noise
normalized by the maximum (max) and minimum (min) values of the series:

σ =
noise level

max−min (A.1)

• Outliers: The introduction of outliers will be carried out independently for
each time series in the database. The selected outlier level will represent the
proportion of points in the series that will become outliers. Given a specific
outlier level, the corresponding number of points are selected randomly from
the series and interchanged with points randomly chosen from other series
in order to convert them into outliers.

• Shift: Contrary to previous features, the introduction of shift in a time
series database can not be carried out separately for each time series because
it is a global variable. Each series must be shifted in a specific manner so
that, overall, a pre-specified mean level of shift is obtained. The proposed
solution is to shift each time series Xi following a random variable Pi that
takes random integer values in the interval [−m,m], m being a positive
integer. If this procedure is followed, the mean level of shift (sh) introduced
in the database can be quantified by calculating the expectation of the mean
phase difference between all pairs of series in the database:
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sh =
2

N(N − 1)

N−1∑
i=1

N∑
j=i+1

E(|Pi − Pj |) =
4(m+ 1)m

3(2m+ 1)
(A.2)

where N is the total number of series in the database. Now, we are inter-
ested in the inverse problem: given a level of mean shift (sh), we want to
find the maximum value m to which we can shift the series. This can be
obtained by simply calculating the inverse of Equation A.2:

m =
3 · sh− 2 +

√
9 · sh2 + 4

4
(A.3)

With this equation and the procedure explained above, the shift can be
introduced in a controlled manner in synthetic time series databases. The
only inconvenience of Equation A.3 is that, for most values of sh, this inverse
function does not return integer values. This is solved by simply truncating
the result.

• Warp or local scaling: Given the difficulty of introducing warp in general
time series databases, it has only been considered for the CBF [103], Two
Patterns [70] and Kohler & Lorenz [108] database types, where it can be
done in a simple way. At least one of the shapes in these types of synthetic
databases is a piecewise function and, in this case, the local scaling is intro-
duced by modifying the limits of the pieces in both directions in a random
way and inside a given interval [−m,m], where m is chosen from the options
shown in the last column of Table A.1.

The code used to generate the databases and the databases themselves are
available together with this document in the Downloads section of our website
1.

A.2 Additional specifications of the synthetic database
generation

In this section, some additional specifications needed to completely determine
the generation process of the synthetic databases are given. To begin with, we
recall that in the generation of the synthetic databases the dimension of the
database and the proportion of series in each cluster were chosen randomly
from a set of options. In Table A.2 we summarize these options.

1 http://www.sc.ehu.es/ccwbayes/isg/index.php?option=com content
&view=article&id=122&Itemid=100#timeseries
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Database type Dimension Proportions

Armas (K=8) 70x70, 100x70,
150x70, 200x70,
300x70, 500x70,
70x100, 100x100,
150x100, 200x100,
300x100, 500x100,
70x150, 100x150,
150x150, 200x150,
300x150, 70x200,
100x200, 150x200,
200x200, 300x200,
70x300, 100x300,
150x300, 200x300,
70x500, 100x500

(1/8,1/8,1/8,1/8,1/8,1/8,1/8,1/8)
(1/4,1/8,1/8,1/16,3/16,1/8,1/8,0)
(1/5,1/5,0,0,1/5,0,1/5,1/5)
(1/4,0,1/3,1/8,1/8,0,1/6,0)

Synthetic control
(K=6)

(1/6,1/6,1/6,1/6,1/6,1/6)
(1/6,1/12,1/12,1/6,1/4,1/4)
(1/3,1/3,1/12,1/12,1/12,1/12)

Sines (K=5)

Kohler & Lorenz
(K=5)

(1/5,1/5,1/5,1/5,1/5)
(1/10,1/5,1/10,2/5,1/5)
(1/15,2/5,1/15,2/5,1/15)
(2/5,1/10,1/5,1/10,1/5)

CBF (K=3)

(1/3,1/3,1/3)
(1/6,1/3,1/2)
(2/3,1/6,1/6)

Two Patterns (K=4)

Rational (K=4)

Seasonal (K=4)

(1/4,1/4,1/4,1/4)
(1/3,1/3,1/6,1/6)
(1/8,1/4,1/2,1/8)

Table A.2. Possible values for the dimension and proportion variables.

Furthermore, in order to fully describe the different synthetic database
types (see ‘Database Type’ in Table A.1) the shapes that define each of them
are specified:

• ARMAs: 8 series obtained from different initializations of an ARMA(3,2)
process with coefficients AR=(1,-0.24,0.1) and MA=(1,1.2) conform this
synthetic database.

• Synthetic control: This time series database is an example of a synthetic
database that was first introduced by Pham and Chan [162]. It is based on
6 basic shapes:

f1(t) = 80 + r(t)

f2(t) = 80 + 15 sin(
2πt

T
)

f3(t) = 80 + 0.4t

f4(t) = 80− 0.4t

f5(t) =

{
80 t ≤ bL

2
c

90 bL
2
c < t

f6(t) =

{
90 t ≤ bL

2
c

80 bL
2
c < t



170 A Generation of synthetic time series databases with specific characteristics

where r(t) is a random value issued from a N (0, 3) distribution, L is the
length of the series and T is the period and is defined as a third of the
length of the series.

• Sines: This type of synthetic database is defined by 4 different shapes
that are based on the function f(t) = sin( 2πt

T ) · r, where r is a random
number between 1 and 1.1 and t = 1, ..., L. The first shape is obtained by
generating instances of f itself. The second shape is obtained by fitting
Local Polynomial Regressions (LOESS) to instances of f using polynomials
of degree 1 and a smoothing parameter of 0.25. To build the third shape, a
sample of the f function is taken, but the values higher than τ are modified
into a constant value of τ , τ being a random number between 0.9 and 0.99.
The fourth shape is the negative counterpart of the previous case. Finally,
the fifth shape takes an instance of f and adds a random number between
0.2 and 0.3 to a part of the series. The objective of introducing this synthetic
database type is to create databases with very similar clusters.

• Rational: This database type is generated following the same idea as in
the previous case and consists of 4 shapes. The first shape is defined by the
values of f(x) = x

x2+1 · r in L equidistant points in the interval [−20, 20], r
being a random number between 1 and 1.1 and L the length of the series.
The second shape is defined by the function g(x) = x

x2+2 · r, also in the
interval [−20, 20]. The third is a smooth LOESS approximation of f with
polynomials of degree 1 and a smoothing parameter of 0.4, and the fourth
is a cubic spline interpolation.

• Seasonal: This type of database consists of 4 shapes based on adding si-
nusoidal functions:

f1(t) = sin(
2πt

T
) +

1

2
sin(

4πt

T
− 2) +

1

3
sin(

4πt

T
− 2) +

1

3
cos(

8πt

T
− 2)+

sin(
10πt

T
− 6)

f2(t) =
3

2
sin(

2πt

T
) +

1

2
cos(

12πt

T
− 1) +

1

6
cos(

4πt

T
− 7) + sin(

4πt

T
− 9)

f3(t) = 1.2 cos(
6πt

T
+ 7) + 0.9 sin(

2πt

T
− 2) +

1

3
cos(

2πt

7T
)

f4(t) = 0.24 sin(
4.4πt

T
+ 7) +

1

2
cos(

2πt

T
− 5) +

1

3
cos(

4πt

7T
)

where T is a half of the series length and t = 1, ..., L. The objective of
mixing many sinusoidal forms is to obtain time series with many peaks.

• CBF: This type of synthetic database is also available in the UCR reposi-
tory. Three basic shapes are defined as follows:
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f1(t) =


0 t ≤ a
6 + r(t) a < t ≤ b
0 t ≥ b

f2(t) =


0 t ≤ a
(6 + r(t)) · t−a

b−a a < t ≤ b
0 t ≥ b

f3(t) =


0 t ≤ a
(6 + r(t)) · b−t

b−a a < t ≤ b
0 t ≥ b

where a is initially defined as bL3 c and b as b 2L
3 c, being L the length of the

series.
• Two Patterns: This type of synthetic database was introduced by Geurts

[70] and an example is included in the UCR repository. The idea is two
combine two patterns us and ds as follows:

f1(t) =



r(t) 0 ≤ t ≤ t1
us(t− t1, l1) t1 < t ≤ t1 + l1

r(t) t1 + l1 < t ≤ t2
us(t− t2, l2) t2 < t ≤ t2 + l2

r(t) t ≥ t2 + l2

f2(t) =



r(t) 0 ≤ t ≤ t1
us(t− t1, l1) t1 < t ≤ t1 + l1

r(t) t1 + l1 < t ≤ t2
ds(t− t2, l2) t2 < t ≤ t2 + l2

r(t) t ≥ t2 + l2

f3(t) =



r(t) 0 ≤ t ≤ t1
ds(t− t1, l1) t1 < t ≤ t1 + l1

r(t) t1 + l1 < t ≤ t2
us(t− t2, l2) t2 < t ≤ t2 + l2

r(t) t ≥ t2 + l2

f4(t) =



r(t) 0 ≤ t ≤ t1
ds(t− t1, l1) t1 < t ≤ t1 + l1

r(t) t1 + l1 < t ≤ t2
ds(t− t2, l2) t2 < t ≤ t2 + l2

r(t) t ≥ t2 + l2

where,

us(t, l) =

{
−5 0 ≤ t ≤ l

2

5 t1 < t ≤ t1 + l1
ds(t, l) =

{
5 0 ≤ t ≤ l

2

−5 t1 < t ≤ t1 + l1
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where, t1 is initially set in bL3 c, t2 in b 2L
3 c, l1 and l2 both take a value of

0.1 · L and r(t) is a random value extracted from a N (0, 1) distribution.

• Kohler & Lorenz: This last synthetic database was created by making

some modifications on the synthetic series presented in Köhler and Lorenz

[108]. The following 5 shapes are defined:

f1(t) = 13 · r(t) sin(5 · r(t) t
T

)

f2(t) =

{
−t2
100 t ≤ bL2 c
t2

530 bL2 c > t

f3(t) =


5 t ≤ bL3 c
−12 bL3 c < t ≤ b 2L

3 c
8 t ≥ b 2L

3 c

f4(t) =



15 · r(t) sin(15 · r(t) tT ) t ≤ bL8 c
r(t) sin(7 · r(t) tT ) bL8 c < t ≤ b 2L

8 c
10 b 2L

8 c < t ≤ b 3L
8 c

−2 b 3L
8 c < t ≤ b 4L

8 c
(10t/L)2

2 b 4L
8 c < t ≤ b 5L

8 c
−(2t/L)2

2 t ≥ b 5L
8 c

f5(t) = series generated from an ARMA(3,2) process with

parameters AR=(1,-0.24,0.1) and MA=(1,1.2)

where L is the length of the series, T is 10% of the length of the series and

r(t) is a random number obtained from a N (0, 0.1) distribution.
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TSdist: An R package for time series similarity
measures calculation

As commented in Section 3.2, distance measures are crucial aspects of many
time series data mining tasks. R is a popular programming language and a
free software environment for statistical computing, data analysis and graph-
ics [167] which can be extended by means of packages, contributed by the users
themselves. In this context, a few R packages such as dtw [73], pdc [16], proxy
[136], longitudinalData [69] and TSclust [141] provide implementations of
some time series distance measures. However, many of the most popular dis-
tances reviewed by Esling and Agon [64], Liao [124] and Wang et al. [228] are
not available in these packages.

In this chapter, the TSdist package [142] for the R statistical software
is presented. In addition to providing wrapper functions to all the distance
measures implemented in the previously mentioned packages, TSdist provides
the implementation of a new set of distance measures designed for time series.
These have been selected because they are considered useful in recent reviews
on the topic [64, 124, 228]. In this manner, and to the best of our knowledge,
this package provides the most up-to-date coverage of the published time series
distance measures in R.

B.1 Design and Implementation

As can be seen in Figure B.1, the core of the TSdist package consists of three
types of functions. To begin with, the functions of the type MethodDistance

can be used to calculate distances between pairs of numerical and univariate
vectors. Of course, Method must be substituted by the name of a specific dis-
tance measure. These functions conform the basis of the package and all the
rest of the functions are built around them. Most of them are implemented ex-
clusively in R language but, for the Edit based distances, the internal routines
are implemented in C language, for reasons of computational efficiency.

In the next level, the wrapper function called TSDistances enables the
calculation of distance measures between univariate time series objects of type
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ts, xts [182] and zoo [249]. This function just takes care of the conversion of
data types and then makes use of the desired MethodDistance function.

Finally, the TSDatabaseDistances function is designed to build distance
matrices by calculating all the pairwise distances between the series in a time
series database. Upon loading the TSdist package, the TSDistances function
is automatically included in the pr_DB database, which is a list of similarity
measures defined in the proxy package [135]. This directly enables the use of
the dist function, the baseline R function to calculate distance matrices, with
the dissimilarity measures defined in the TSdist package. This is the general
strategy followed by the TSDatabaseDistances function and, only for a few
special measures, the distance matrix is calculated in other ad-hoc manners
for efficiency purposes. As an additional capability of the TSDatabaseDis-

tances function, the distance matrices can not only be calculated for a single
database, but also for two separate databases. In this second case, all the
pairwise distances between the series in the first database and the second
database are calculated. This last feature is especially useful for classification
tasks where train/test validation frameworks are frequently used.

MethodDistance(x, y, ...)

TSDistances(x, y, method, ...)

TSDatabaseDistances(X, Y, method, ...)

Fig. B.1. Structure and organization of the TSdist package.

B.2 Summary of distance measures included in TSdist

In Table B.1, a summary of the distance measures included in TSdist is
presented. Since the package includes wrapper functions to distance measures
hosted in other packages, the original package is also cited in the table.

As can be seen, the distance measures implemented specifically for TS-

dist complement the set of measures already included in other packages,
contributing to a more thorough coverage of the existing time series distance
measures. As the most notable example, edit based distances for numeric time
series have been introduced, which was a completely overlooked category of
distance measures in previous R packages.
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Table B.1. Summary of distance measures for time series implemented in R.
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B.3 User interface by example

The TSdist package is available from the CRAN repository, where the source
files for Unix platforms and the binaries for Windows and some OS-X distribu-
tions can be downloaded. For more information on software pre-requisites and
detailed instructions on the installation process of TSdist, see the README
file included in the inst/doc directory of the package.
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The most common usage of time series distance measures is within cluster-
ing and classification tasks, and all the measures included in this package can
be useful within these two frameworks. As a support for these two tasks, the
TSdist package includes two functions (OneNN and KMedoids) which imple-
ment the 1-NN classifier and the K-medoids clustering algorithm, respectively.
In the following paragraphs, we provide a complete example that shows how
the package could be used to solve a time series classification problem.

Suppose we want to classify the series in the example.database2 database
(included in TSdist), which contains 100 series from 6 very different classes.
In order to simulate a typical classification framework, we divide the database
into two sets by randomly selecting 30% of the series for training purposes
and 70% for testing 1. Then, we apply the 1-NN classifier to the testing set
with different distance measures and analyze the classification error in each
case:

> OneNN(train, trainclass, test, testclass, "euclidean")$error

[1] 0

> OneNN(train, trainclass, test, testclass, "acf")$error

[1] 0.4142857

> OneNN(train, trainclass, test, testclass, "dtw")$error

[1] 0

If the selected distance measure requires the definition of any parameters,
these should be included at the end of the call:

> OneNN(train, trainclass, test, testclass, "tquest", tau=85)$error

[1] 0.2571429

As can be seen, the best results are provided by the DTW and Euclidean
distances, which yield a perfect classification for this toy database. However,
previous experiments show that there is no “best” distance measure which is
suitable for all databases, [228]. In this context, a specific distance measure
must be selected, in each case, in order to obtain satisfactory results. The large
number of distance measures included in TSdist and the simple design of this
package allows the user to try different distance measures directly, simplifying
the distance measure selection process considerably.

For more detailed information on the databases and functions included in
the TSdist package, and a more complete set of examples, the reader can
access the help pages or the manual of the TSdist package and the vignette
included within.

1 The code to load and prepare the data is available in the documentation of the
OneNN function.
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