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1 Introduction 

Nowadays it is critical for some applications to handle the access people have to some 
places or information. In the last years there has been a growing tendency of using 
biometric features instead of access-cards, keys or keywords. Biometric characteris-
tics have one main advantage: they cannot be forgotten or stolen. Among all bio-
metric vectors, voice is particularly appealing, as it can be clearly used for identifica-
tion and users feel largely comfortable about it.  

Speaker Verification (SV) systems [1][2] use voice as biometric vector. Impostors 
could try to deceive the system by impersonating another enrolled user by means of 
spoofing techniques. The development of voice conversion (VC) [3][4] and text-to-
speech (TTS) systems [5][6] has taken them to such a quality level that it is possible 
to create artificial voices, either converted or synthesized from text, able to fool a 
biometric speaker verification system.  

In this thesis an speaker independent Synthetic Speech Detection (SSD) system is 
proposed [7] [8]. It can be used to complement a speaker verification system or work 
independently. The main system is based on a GMM classifier with two different 
models: a human speech model and a synthetic speech model. The likelihood of the 
input signal corresponding to each model is calculated and the most probable is se-
lected. To train the acoustic models, some parameters obtained from the harmonic 
phase of the speech signal are investigated and their performance compared with 
more traditional parameters obtained from the spectral envelop. The information car-
ried by the phase of the speech signal has been traditionally discarded since [9] estab-
lished his Acoustic Law for the phase, supporting that the human hearing  is able to 
capture the magnitude of the sounds, but discards the phase. On this basis, many 



speech technology app
model the phase of the signal, when not directly discard it. This fact can be used as a 
distinctive element to differentiate natural human voice form that processed in a VC 
or TTS system. This is why the voice parametrization used to create the acoustic 
models is based on the harmonic phase of the voice, using the RPS parameterization 
[10] [11] [12].  

The results demonstrate how it is possible to detect synthetic voice based spoofing 
attacks, using RPS parameter based models trained by means of vocoded speech in-
stead of realistic attacks.  

The paper is organized as follows: First, the motivation and objectives of the thesis 
are described. Then, the main contributions are listed. Finally, the main lines that 
remain open are detailed. 

 

2 Motivation and objectives 

The starting point of this thesis is the work developed in [13] where a new representa-
tion of the harmonic phase of the speech signal is proposed, the so-called Relative 
Phase Shift (RPS) parameters. Additionally, in [14]  the harmonic phase of the speech 
signal is used to protect a ASV system from speaker adapted TTS spoofing. This the-
sis further explores the use of the harmonic phase and the developed parameterization 
in anti-spoofing systems. 

The system presented in [13] and [14] implements a speaker dependent SSD. For 
each user, a pair of models is created (natural and artificial), so the decision about the 
human or synthetic nature of a given input sample is related to the decision about the 
speaker identity. In the experiments in [13] and [14] the synthetic speech signals were 
created using speaker adaptation (HTS, HMM Toolkit Speech synthesis [15] [16]). 
The results showed 100% success on the SSD task. 

However, the described system has two major limitations. The first one is that the 
system is speaker dependent and the decisions about the human or synthetic nature of 
a given input are only valid for the speakers enrolled in the system. Additionally,  in 
order to train the system models  as many adapted TTS systems as speakers are in the 
system must be developed, which makes the training system very tedious. The second 
important limitation of the system described in [13] and [14] is that it has been 
trained/tested only with on type of attack, namely adapted TTS signals from HTS.   

In this thesis the development of SSD systems is deeply studied. Keeping the phase 
information as a decisive parameter, the aim is to get to a more universal synthetic 
speech detection system, capable of detecting not only adapted voices created using 
HTS, but a wider set of possible attacks, including different synthesis and voice con-
version systems. 



2.1 Objectives  

The main objective of this thesis is the creation of a universal SSD system, capable 
of detecting any type of attack separately from the speaker verification system. This 
involves the following partial objectives: 

 Evaluation of the performance of the RPS representation, namely the DCT-mel-
RPS parameterization, for the detection system: the detector is designed using 
DCT-mel-RPS parameters, and the system performance in the detection task is 
tested and compared with a baseline system based on MFCC (Mel Frequency 
Cepstral Coefficients) parameters [17].  

 Speaker independency: the aim is to create a speaker independent system. With 
this premise, different models are created using different speakers and different 
amounts of speakers, and the performance of the related systems are tested.  

 Testing and validating the use of attacks created by copy-synthesis, using vocoders 
to generate the synthetic signals that will train the SSD system, so that the system 
creation process can be simplified as it is not necessary to make use of real spoof-
ing attacks.  

 Vocoder independency: vocoders are selected to train the system and the detector 
aims to discriminate attacks created with any vocoder available.  

 Evaluation of the SSD against real attacks: finally, in order to validate the devel-
oped methods and models, the system is faced against attacks from real situations, 
like synthesized speech or converted speech using unrelated technologies.  

3 Main contributions 

In this thesis new strategies have been presented to design and implement synthetic 
speech detection techniques, in the speaker verification area. The independence of the 
system with the speaker as well as with the vocoder used has been analyzed. A novel 
training technique has been used to develop the statistical model of the artificial voic-
es, by means of copy-synthesis. This technique can be used to make the training and 
evaluation process much easier than using real spoofing signals. Finally, the validity 
of the proposed strategies and models has been thoroughly evaluated using different 
realistic attacks.  

3.1 Usefulness of the RPS parameterization for SSD 

A novel SSD system has been developed based on a representation of the Relative 
Phase Shift: the RPS parameterization for the harmonic phase of the voice.  

The RPS is a representation for the harmonic phase information described in 
¡Error! No se encuentra el origen de la referencia.[15]. Harmonic analysis models 
each frame of a signal by means of a sum of sinusoids harmonically related to the 
pitch or fundamental frequency, as equation (1) shows. 
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where N is the number of bands, Ak are the amplitudes, k(t) is the instantaneous 
phase, f0 the pitch or fundamental frequency and k is the initial phase shift of the k-th 
sinusoid. The RPS representation consists in calculating the phase shift between every 
harmonic and the fundamental component (k=1) at a specific point of the fundamental 
period, namely the point where o=0. 
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Equation (2) defines the RPS transformation which allows computing the RPSs 
( k) from the instantaneous phases at any point (ta) of the signal. The RPS values are 
wrapped to the [-  

The RPS values are not suitable for statistical modelling, so to create and test the 
models the so-called DCT-mel-RPS parameterization is used instead. These parame-
ters, thoroughly explained in [18], have produced good results in other tasks where 
statistical modelling is used, such as ASR, Speaker Identification and also Synthetic 
Speech Detection tasks. To obtain the parameters, the differences of the unwrapped 
RPS values are filtered with a mel filter bank (48 filters) and a discrete cosine trans-
form (DCT) is applied to the resulting sequence. The DCT is truncated to 20 values 

n-
wrapped RPS values is also included which leads to a total of 63 phase-based parame-
ters, calculated only for voiced frames, every 10ms. 

The system performance has been compared with that got using a more traditional 
MFCC module parameterization. Comparing the results of both systems, the one 
based on RPS performs better in most cases, demonstrating the usefulness of RPS 
parameters in the synthetic speech detection task. Also, RPS parameterization has 
performed better than other phase parameterizations such as MGD [19] [20].  

3.2 Speaker independent SSD  

The viability of an SSD system based on speaker independent models has been 
demonstrated. Even though some previous works had experimented with speaker 
independent models, they were a part of the SV system, and therefore the results were 
dependent on the quality of the SV system itself. The speaker independency on a sys-
tem separated from the Speaker Verification module has been tested for the first time. 
Speaker independency has been validated with both phase RPS and module MFCC 
parameters. 

3.3 Generating attacks using copy-synthesis  

It has been proved that it is possible to work with vocoded copy-synthesized sig-
nals instead of creating realistic voices by means of TTS or VC in order to get the 



synthetic voice model. In most of the studied cases, the error rate of the vocoded 
voices is similar to these related to TTS voices, even improving in some cases.  

The use of vocoders to simulate spoofing attacks brings important practical bene-
fits. On the one hand, it enlarges the signal availability, since it is not necessary to 
train voice conversion or adapted synthesis algorithms. On the other, it gives a large 
coverage of spoofing techniques, since most spoofing attacks are vocoder-based. 

3.4 Vocoder independent SSD 

In this thesis, the robustness of the parameters to the different existing state-of the 
art vocoders has also been studied. The single-vocoder models performed well when 
used to detect signals created with the same vocoder, both with RPS and MFCC pa-
rameterizations. However, in general, it failed when used to detect signals created 
with another vocoder, i.e. the system is vocoder-dependent. With RPS parameteriza-
tion, results were slightly better than those from the MFCC baseline.  

To overcome the vocoder dependency problem, the creation of multivocoder mod-
els has been proposed. It has been proved that bringing different vocoders together in 
a single model improves the detection of signals created with vocoders not included in 
the trained model, i.e. protects the system from unknown attacks. Additionally, the 
detection error rate for the signals created with vocoders present on the model keeps 
low. This advantageous effect of bringing vocoders together occurs only for RPS 
parameterization and does not show up when using MFCC parameterization.  

Using this technique of vocoder aggregation a model with information from three 
different vocoders was created- AHOCODER [21][22], STRAIGHT [23] and MLSA 
[24]. This multivocoder model covers most of the actual threatens and has been used 
to protect the systems from unknown attacks, as described below. 

3.5 Usefulness against realistic attacks 

The SSD system working with the multivocoder RPS models has succeeded in de-
tecting real examples of artificial signals created by unknown statistical synthesizers 
or voice conversion techniques. The samples were obtained from the Automatic 
Speaker Verification Spoofing and Countermeasures Challenge Spoofing Challenge 
(ASVspoof 2015)  [25] and the corpus-based TTS Blizzard Challenge, on the 2011 
[26] and 2012 [27] editions. 

In most experiments, the detection error has been lower than that obtained with the 
MFCC baseline, or with MGD parameters. The good results demonstrate the generali-
zation capability of the RPS-based models, and represent an advance towards a real 
universal synthetic speech detector.  

4 Future works 

During the development of this work some research lines have been identified to 
improve the proposed system. 



First, the vocoders that keep the original phases of the voice are a real threat for the 
proposed SSD system. Some actions are to be taken to solve this problem, such as 
training the multivocoder model including signals created with this kind of vocoders, 
like GlottHMM [28] [29] or AHOCODER-RPS1.  

In a similar way, the proposed system fails to detect signals created with vocoder-
less TTS, such as waveform concatenation systems. These synthetic signals were out 
of the scope of this work, and therefore the necessary improvements have not been 
tested. Some experiments were performed with the MaryTTS concatenative TTS [30], 
to evaluate this disability [31]. 
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