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Abstract
This paper presents TeknoAssistant, a domain-specific tech mining method for building 
a problem–solution conceptual network aimed at helping technicians from a particular 
field to find alternative tools and pathways to implement when confronted with a prob-
lem. We evaluate our approach using Natural Language Processing field, and propose a 2-g 
text mining process adapted for analyzing scientific publications. We rely on a combina-
tion of custom indicators with Stanford OpenIE SAO extractor to build a Bernoulli Naïve 
Bayes classifier which is trained by using domain-specific vocabulary provided by the 
TeknoAssistant user. The 2-g contained in the abstracts of a scientific publication dataset 
are classified in either “problem”, “solution” or “none” categories, and a problem–solution 
network is built, based on the co-occurrence of problems and solutions in the abstracts. We 
propose a combination of clustering technique, visualization and Social Network Analysis 
indicators for guiding a hypothetical user in a domain-specific problem solving process.
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Introduction

The conception of this paper traces back to our research team’s diagnostic of the neces-
sities of organizations with whom we routinely work. Our principal knowledge-transfer 
activities are focused on a set of tech mining solutions (Porter & Cunningham, 2005) 
aimed at enhancing the capabilities of technology watch systems in organizations, and the 
incorporation of the TeknoAssistant represents our answer to a recurrent demand from our 
collaborators.

The TeknoAssistant stands at the intersection of innovation and technology watch pro-
cesses (Calof & Sewdass, 2020), helping to merge certain innovation processes with exter-
nal knowledge data. The incorporation of external knowledge to innovation processes is 
a central point of open innovation (Chesbrough, 2008) and a relevant input among many, 
whether related with the performance of the technology watch system or not, that condition 
the success of the firm’s innovation efforts (Nemutanzhela & Iyamu, 2011). The incor-
poration of external knowledge into decision-making should be facilitated by a smooth-
functioning technology watch system, nonetheless, eliminating infoxication remains a chal-
lenge. Our solution helps to focus on an input that the aforementioned firms considered 
important: exact information about technological solutions that are being implemented out-
side the firm, and then applying this information to the problem solving processes at the 
firm.

There is a need for an approach which provides curated external information to the 
problem solving processes inherent to reengineering and design work. Given the lexical 
biases that are found among different technical fields and inventors (Cascini & Zini, 2008) 
in descriptions of problems and solutions, we detect a gap in approaches that can combine 
expert vocabulary from a particular field with the generation of text mining products, while 
at the same time producing a bespoke solution for a technology watch system.

The approach we describe in this paper is a domain-specific, semi-automated method for 
extracting and summarizing the scientific problem-solving information in order to feed the 
technology decision making processes. A significant amount of global scientific research 
becomes codified in scientific papers, and conveniently stored in scientific databases, form-
ing an easily-accessible, validated and accurate knowledge deposit from which technicians, 
particularly those working in science intensive fields, can garner valuable clues for prob-
lem-solving, both in new product development tasks or when solving technical problems in 
their respective fields.

The problem lies in activating such decision-making information: The nuts and bolts 
forming the functional internals of a collection of scientific works are not typically avail-
able in a schematic form that would allow, for example, rapid retrieval of a set of solutions 
applicable to a problem. The authors of this paper are in close contact with decision mak-
ers in several technology fields and have often met such necessity, sometimes it is neces-
sary to obtain a bird’s-eye view of the latest methods, components or materials that are 
being put into practice in order to help solve a certain problem or phenomenon that is of 
interest to the technicians in a given moment. We would like to state that our proposal also 
obeys the principle of public service (the authors are currently employed by a public uni-
versity), prompting us to choose a license-free tool to build our TeknoAssistant, our inten-
tion being to offer SMEs and other resource-constrained organizations both the impressive 
possibilities of Python programming language and affordability.



5461Scientometrics (2022) 127:5459–5473	

1 3

Literature review

Fast, automated analysis of large amounts of textual information falls into the realm of 
text-mining techniques. This analytical field lies in the conjunction of computer sci-
ences, statistics and information sciences, and aims at the development of quantitative 
methodologies, among other things, for extracting, retrieving, summarizing and catego-
rizing textual information (Dang & Ahmad, 2013; Sharma & Srivastava, 2016). The 
bag-of-words is probably the simplest and most frequently used approach when dealing 
with large amounts of textual information. This type of approach disregards the order 
of the words in the text and focuses instead on the relative frequency of occurrence of 
the words in the text. General data cleaning steps and particular text treatment steps 
(sentence splitting, tokenization, part of speech tagging, parsing, stemming and lemma-
tization, among others) are required in order to separate the informative words from the 
connectors and other syntactic items that do not convey significant conceptual mean-
ing, as well as for merging the declensions of the words (Jo, 2019). It should be noted 
that when analyzing textual information about technology components or methods, it is 
convenient to include bigrams and/or trigrams in the analysis, since multi-word combi-
nations can be indicative of problems and solutions (Heffernan & Teufel, 2018). Multi-
word based text mining results also improve the interpretation of text-mining analysis 
results, especially when dealing with complex topics such as technology solutions (Xu 
et al., 2021) or clinical risk factors (Sabra & Sabeeh, 2020), consequently, an approach 
based on n-grams seems to be the best choice when dealing with technically complex 
and context-dependent subjects.

While sharing an important part of the text mining workflow with the previously 
described approaches, semantic techniques are in a league of their own. These techniques 
aim at providing an “understanding” dimension to the automated analysis of text, so the 
role each word plays in the sentence can be incorporated into the analysis. Regarding 
the word’s role, verbal exposure of problem–solution structures is particularly useful for 
tech mining purposes: the automated extraction of a set of problems from a text corpus, 
accompanied by its associated solutions, can be a valuable input for many problem-solving 
tasks in manufacturing and engineering. The TRIZ methodology (Altshuller, 1984) relies 
on the analysis of information to detect “unresolved contradictions” that form the basis of 
its inventive problem-solving process. Verbitsky (2004) coined the expression “semantic 
TRIZ” and linked Subject-Action-Object linguistic structures to the automated detection 
of such unresolved contradictions. The identification of such Subject-Action-Object (SAO) 
structures in textual information is a relevant goal of semantic analysis, since these struc-
tures provide a linkage between two or more conceptual items that are present in the SAO 
based sentence, either acting as a subject that performs an action or as an object on which 
the action is performed (Yang et al., 2017a, 2017b; Zhang et al., 2014, 2021). This type of 
information can be determinant for complementing expert judgment in the analysis of a 
scientific or technological field, providing a desirable quantitative support to decision mak-
ing in this field (Chen et al., 2015). In this work we propose a methodology for detecting 
and analyzing the problem–solution structures present in a scientific field, combining the 
features of SAO analysis with classic bag-of-words indicators applied to a 2-g scientific 
information database.

There are several precedents in the use of syntactical indicators as a technique for dis-
carding irrelevant informational items and for analyzing the relationships between con-
cepts present in scientific and technological information. Yoon and Kim (2012) propose a 
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syntactic-dependence based system for assisting experts in identifying technology trends in 
technology forecasting exercises. Their method automatically extracts properties and func-
tions of inventions from the sentences contained in patent data, properties refer to methods 
applied for such purposes, whereas functions relate to the usage. This information is then 
fed to a TRIZ-like system that will give quantitative assistance to the experts trying to fore-
cast the evolution of technology in a given area.

SAO objects are an interesting syntactic structure for science and technology (S&T) 
characterization. They provide threefold information regarding “what is exerting an action 
on what”, and depending on the nature of that action (the type of verb linking the subject 
and the object) different types of SAO objects can be defined (Choi et al., 2013), leading 
to the definition of ontologies for guiding decision making in S&T. Looking at the type 
of SAO structures detected, the verbal structure formed by action-object pairs could be 
classified in a particular syntactic category that could be assigned to a specific part of an 
invention, such as a material type, a product or a technology (Choi et al., 2012). The rel-
evance of SAO objects can be determined by a scoring system based on keyword dictionar-
ies, in order to extract the objects with the highest potential to solve the research question 
being addressed, as shown by Cascini et al. (2004), while Yang et al., (2017a, b) propose 
using the SAO objects for first identifying technology requirements and then building a 
“relevance indicator” that will identify the core technological components aimed at fulfill-
ing such requirements. There are several potential applications of SAO objects in science/
technology decision making tools: Wang et al. (2015) propose a method for building tech-
nology roadmaps using networks formed by SAO objects, looking for the identification of 
the components present in a scientific information database on the one hand, and on the 
other, extracting the answers to relevant technology questions by analyzing the relation-
ships in the SAO network. In addition to roadmapping and forecasting, SAO objects pre-
sent in patent data have also been used for building a TRIZ methodology, concluding that 
the core concepts forming an invention are properly captured by these objects (Park et al., 
2013). There is also ample literature dealing with SAO object applications to characterize 
technology trends. SAO objects present in patent text could be used to calculate the simi-
larity between patents (Yoon & Kim, 2011a), while Yoon and Kim (2011b) use a similar 
approach to detect potential niches for radical innovations. Some authors establish an SAO 
object taxonomy based on the nature of the relationship between subject and object: parti-
tive SAOs correspond to an inclusion relationship whereas attribute SAOs correspond to 
sentences in which the subject modifies the object to some extent (Wang et al., 2017). The 
relationship network formed by SAO objects present in a patent dataset has also been suc-
cessfully analyzed using social network analysis tools to identify technology trends (Choi 
et al., 2011).

Finally, It should be noted that SAO structures are far from infallible and are subject 
to the same limitations of any Natural Language Processing (NLP) technique, especially 
when confronted with the ambiguities of human language and the fuzzy semantics of com-
plex sentences (Abbas et al., 2014).
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Methodology

Data sample

In order to interpret the results of the methodology adequately, we consider the expertise of 
the authors in NLP field and then build a sample formed by scientific publications in NLP, 
by running the query (TITLE ("natural language processing”) OR ABS ("natural language 
processing")) AND (EXCLUDE (PUBYEAR, 2021)) on Scopus database. Among these, 
the contributions with empty “Abstract” or “Author Keywords” fields are discarded, since 
our methodology requires that information. This produces a sample consisting of 15,764 
publications for the interval 1968–2020.

Text mining process

Our approach is based in a 2-g analysis, considering that both problems and solutions in 
a particular field are frequently expressed using tuples formed by 2 or more terms. The 
“Title”, “Abstract” and “Author Keywords” fields are processed to form database A accord-
ing to this workflow (upper branch in Fig. 1):

1.	 Stanza analysis package is used (Qi et al., 2020) for sentence splitting and lemmatiza-
tion. This neural network based Python package is especially suited for text analytic 
purposes in several languages.

2.	 We built Python code for data cleaning and relied on the NLTK platform (Bird et al., 
2009) for the building of a lemmatized 2-g database (database A) containing the textual 
information present in “Title” and “Abstract” and “Author keyword” fields. We adapt the 
code to detect acronyms in the “Author Keyword” field, so we can match an acronym 
with a 2-g containing it.

Fig. 1   Workflow of text mining process
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3.	 The process finishes with the building of database A, a database containing the 2-g 
detected in title, abstract and keyword fields.

Separately (database B) we use the Python wrapper (Remy, 2020) for the Stanford SAO 
extractor Open Information Extraction (OpenIE) (Manning et al., 2014) to extract the SAO 
objects present in “Title” and “Abstract” fields. In order to have the same, homogenized 
versions of the 2-g in this database (database B), the lemmatization, cleaning and 2-g 
building steps (when necessary) of SAO objects have been performed by adapting the code 
used for building database A (see Fig. 1).

This process builds two separate 2-g databases formed by standardized tuples. The pres-
ence of a 2-g from database A in database B can be used as an input data in order to deter-
mine if such 2-g can be labeled as the “subject” or “object” forming part of a SAO struc-
ture, according to the OpenIE algorithm.

A description of the main text mining steps explained in this section is provided in 
Table  1, indicating the source and the URL directing to the website of each main tool, 
where indications for installation are provided.

Domain‑specific approach for problem/solution identification

TeknoAssistant is an approach for building domain-specific problem–solution structures 
that can assist technicians involved in new product development or confronted with tech-
nical problems in their respective fields. We propose an approach that complements the 
SAO object identification of OpenIE algorithm with a set of features that can be calculated 
from the information available in databases A and B. TeknoAssistant would classify the 
standardized 2-g present in scientific publications as a “problem” or “solution” by using 
a multivariate classifier trained with a set of domain-specific examples. It should be noted 
that in the application area (NLP) chosen for this study, “problems” are often expressed as 
data sources to exploit, whereas “solutions” are often algorithms and other analysis tools.

Figure  2 shows the vector of variables that will feed TeknoAssistant, which is built 
using the data from three data sources, namely, database A and B described in the previ-
ous section and the set of domain-specific examples of problems and solutions provided by 
the user. The domain specificity of TeknoAssistant depends on this input, so users should 
be given instructions on how to succinctly express the denomination of the typical prob-
lems and solutions in their field in order to feed TeknoAssistant, such as “axis friction” and 
“solid lubricant”, for example.

For each of the 2-g in the abstracts from database A, the following variables will be 
defined, in addition to the dependent variable:

	 4.	 X1: Presence of the 2-g in the field “Author Keywords” (binary).
	 5.	 X2: Presence of the 2-g in the field “Title” (binary).
	 6.	 X3: The 2-g is present in the field “Abstract” twice or more (binary).
	 7.	 X4: The 2-g is identified as an SAO subject by the OpenIE extractor in a sentence of 

the field “Abstract” (binary).
	 8.	 X5: The 2-g is identified as an SAO object by the OpenIE extractor in a sentence of 

the field “Abstract” (binary).
	 9.	 X6: The 2-g is identified as an SAO subject by the OpenIE extractor in a sentence of 

the field “Title” (binary).
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	10.	 X7: The 2-g is identified as an SAO object by the OpenIE extractor in a sentence of 
the field “Title” (binary).

	11.	 Y: The 2-g is labeled as a problem (Y = 0), solution/tool (Y = 1) or none (Y = 2), using 
the domain-specific problem/solution set. The “none” label is assigned using a list 
of general expressions in scientific abstracts such as “extant literature” or “provide 
opinion” that can be complemented by the user with terms too vague to indicate a 
specific problem or solution of interest, such as “machine learning”, in this case. The 
Y = 3 value is assigned if the 2-g from the abstract does not match with any of the 
expressions present in the domain-specific problem/solution set or in the list of general 
expressions.

This process generates a vector formed by 7 independent variables for each of the 2-g 
present in the abstracts, some of which will match with the labeled 2-g from the domain-
specific problem/solution set. We use these to train and test a Bernoulli Naïve Bayes (NB) 
classifier implemented in Scikit-learn machine learning library for Python (Pedregosa 
et al., 2011). The resulting model will be used to label the unmatched 2-g (Y = 3) from the 
abstracts as “problem”, “solution” or “none”. The NB classifier occasionally classifies the 
same 2-g under different categories, in which case the most frequent category is used to 
label the 2-g.

We end this point of the methodology having produced a set of problems and solutions 
as a result of combining the predictions of the NB model with the items provided by the 
user (training and test sample). We decided to establish the relationship between prob-
lems and solutions by using the co-occurrence of both items in the same abstract, it seems 
reasonable to expect that a recurrent (in subsequent analysis steps single occurrences are 
going to be excluded) co-occurrence of a problem–solution pair in the abstract field can be 
evidence of a relationship between the two.

Clusterization, mapping and social network analysis (SNA) indicators

In order to present the results of this approach to the user, the clustering and mapping of 
the problem–solution network is proposed. The clusterization algorithm and layout tech-
nique implemented in VOSviewer software (Van Eck & Waltman, 2010) are used for gen-
erating the visualization of the network, eliminating the problem–solution pairs that were 

Table 1   Main steps explained in this section, with the corresponding description and source

Step of the process Purpose Method details

Sentence splitting, tokenization, 
lemmatization

Obtain the homogenized lemma 
of the words present in data

NLP process implemented in 
Stanza Python package (Qi et al., 
2020)

https://​stanf​ordnlp.​github.​io/​stanza/
Special character and stopword 

removal, building of 2-g
Eliminate non-informative items 

from the data, transform data 
into a 2-g database

Libraries at NLTK Python package 
(Bird et al., 2009)

https://​www.​nltk.​org/
Extraction of SAO objects from 

title and abstract
Identify the SAO models detected 

using a different methodology
Stanford OpenIE SAO extractor 

implemented in Python (Remy, 
2020)

https://​nlp.​stanf​ord.​edu/​softw​are/​
openie.​html

https://stanfordnlp.github.io/stanza/
https://www.nltk.org/
https://nlp.stanford.edu/software/openie.html
https://nlp.stanford.edu/software/openie.html
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present in less than 5 papers, as well as problems or solutions that did not have a counter-
part in the same abstract, for example, a 2-g labeled as “problem” with no “solution” 2-g 
present in that same abstract.

We aim at identifying key problems and solutions that could be of interest because they 
act as a link between different clusters of the network. With this purpose in mind, we use 
a Social Network Analysis (SNA) indicator, namely, the betweenness centrality. Typically, 
high-degree nodes in a network also have high values in betweenness centrality, so we 
propose to focus the analysis on low degree nodes that “punch above their weight” in the 
betweenness centrality indicator. This task is achieved by excluding the top 15 nodes with 
the highest degree and studying the remaining nodes with the highest betweenness central-
ity. This indicator is calculated using Gephi SNA software (Bastian et al., 2009).

A description of the main steps explained in this section is provided in Table 2, indicat-
ing the URL directing to the website of each tool, where indications for installation and 
description of algorithms are provided.

In addition to this, our approach allows the user to perform manual checking of inter-
mediate solutions or innovation pathways. The network can be useful for guiding the user 
through a set of connected problem–solution structures that may suggest alternative solu-
tions to the problem in hand.

A fully automated implementation of TeknoAssistant would allow the user to perform 
such explorations via a software interface, thus forming an ancillary resource for solving 
problems in product design or manufacturing, as shown in Fig. 3.

Results and discussion

The number of scientific publications in NLP, according to our query, has experienced 
an exponential growth since the first record in year 1968, as shown in Fig. 4. This result 
is perfectly coherent with the natural growth in global scientific activity and the interest 
raised by the Artificial Intelligence NLP applications, in addition to the increased availabil-
ity of textual information sources provided by the Internet, among other factors.

After removing the 2-g derived from “natural language processing” and the acronym 
“NLP” from Database A, we end with 1,763,742 2-g extracted from the abstracts of the 
publications. We decided that this removal was necessary since these 2-g were present in 
almost all the publications in the sample, due to our query-based data retrieval. In addition 
to this, we feed TeknoAssistant with 53 domain-specific problems, 104 solutions and 392 

Fig. 2   Building the variable vector for each 2-g present in the abstracts
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common expressions. The result of running the steps described in section “5” are given in 
Table 3.

The labeled data consists of 44,235 2-g and we build the training and test data by shuf-
fling these labeled 2-g and splitting the data, 80% of the data (35,388) is set aside for the 
training data and the remaining 20% (8847) makes the test data. The NB classifier correctly 
classifies 5827 2-g from the test data, thus returning 66% accuracy, which we deem to be 
acceptable considering the complexity of the task at hand, since the semantics that differ-
entiate problems from solutions can be quite subtle.

The trained NB model is used to predict the unlabeled data, so all the 2-g present in the 
15,764 abstracts are classified in one of the categories “problem”, “solution” or “none”. 
A new dataset is built containing all the problem–solution pairs detected, using the co-
occurrence of both items in an abstract as evidence of relationship, as explained in the 
methodology. We obtained 34,746 problem–solution pairs that are exported to VOSviewer 
software in order to generate the clusterization and mapping of the resultant undirected 
problem–solution network, shown in Fig. 5.

This network is dominated by two closely related solutions in NLP fields, namely neural 
networks (NN) and Deep Learning (DL) algorithms, while several well-known NLP prob-
lems such as automatic translation, sentiment analysis, information retrieval and question-
answering systems, among others, are clearly present on the right side of Fig. 5. Research 
in this field is apparently dominated by two large, related, machine learning tools that offer 
a wide range of variations and complements, while the problems being addressed are far 
more heterogeneous. The flexibility of the NN and its variants makes them a “one-size-
fits-all” solution for solving several NLP problems, this being a particular feature of this 
field. A deeper look into the data using VOSviewer shows that NN and DL are both con-
nected to all the prominent problems in the problem–solution network. The clusterization 
algorithm has adequately captured the specialization of Long Short Term Memory (LSTM) 
algorithms in speech recognition, and it is interesting to note that information retrieval and 
sentiment analysis problems share a certain amount of strong links with some popular tools 
or “solutions” in NLP, namely decision trees, word embedding and topic modeling. This 
impression is reinforced when analyzing the betweenness centrality of solutions that could 
be of interest because they act as a link between different clusters of the network. Three 
techniques (topic modeling, decision tree and random forest) are in the top 10 betweeners 

Table 2   Main steps explained in this section, with the corresponding description and source

Step of the process Purpose Method details

Mapping and clusteri-
zation of data

Identifying closely related 
problem/solution relationships 
and building a human-readable 
visualization that can be 
directly fed into technical deci-
sion making

Clusterization and layout algorithm imple-
mented in VOSviewer software

https://​www.​vosvi​ewer.​com/
Documentation of VOSviewer
https://​www.​vosvi​ewer.​com/​docum​entat​ion/​

Manual_​VOSvi​ewer_1.​6.8.​pdf
SNA indicators Centrality and betweenness cen-

trality indicators are calculated 
in order to interpret the role 
that concepts are playing in the 
problem/solution network

The SNA indicators used in this study are part 
of the common knowledge in graph theory, 
and have been calculated using Gephi

https://​gephi.​org/

https://www.vosviewer.com/
https://www.vosviewer.com/documentation/Manual_VOSviewer_1.6.8.pdf
https://www.vosviewer.com/documentation/Manual_VOSviewer_1.6.8.pdf
https://gephi.org/
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corrected by node degree (see 3), linking together information retrieval and sentiment anal-
ysis problems.

As an example, here are some interesting clues, from a problem-solving point of view, 
that a hypothetical user can extract from the visual analysis of the network. Commenting 
on Fig. 6 from left to right, we observe that “social media” represents a data source that 
may offer suitable solutions to solve sentiment analysis and information retrieval problems, 
in addition to this, the connection with the “adverse drug” node informs us that there are 
several applications of social media data to detect adverse reactions to drugs, among oth-
ers. Social media data is identified as a transversal data source for solving several NLP 
issues.

The second figure, on the other side, is telling us that the application of LSTM in time 
series data can open the door to solving problems in the speech recognition field, while the 
third visualization informs us about the versatility of logistic regression for dealing with 
certain aspects of the most relevant problems in NLP field. It should be noted that in areas 
strongly dominated by a reduced number of really popular solutions (such as NN and DL 
in NLP) the detection of less-known versatile tools that show application in several prob-
lems can be extremely valuable to technicians who have become mentally blocked within a 
herd mentality.

Conclusions

In this paper we have explained the internals of TeknoAssistant, a tech temining approach 
aimed at supporting technical problem-solving by providing a problem–solution network 
to head technicians, as well as valuable clues pointing at potential solution pathways being 

Fig. 3   Depiction of the implementation of TeknoAssistant in a workplace
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ignored. The text mining process followed for building homogenous 2-g databases and the 
subsequent matching of data is described, followed by the criterion for building of a set 
of seven independent variables with which to label every 2-g in the data either as “prob-
lem”, “solution” or “none”. A Bernoulli NB classifier has been trained for this labeling 
task and problem–solution pairs have been defined by pairing the labeled 2-g that co-occur 
in the abstracts. The resulting network has been analyzed and its potential for the purposes 
of TeknoAssistant has been addressed by combining the visualization analysis with SNA 
indicators.

TeknoAssistant shows that NLP solutions are clearly dominated by two broad categories 
of machine learning algorithms, namely NN and DL which, at the same time, share strong 
methodological principles. The performance and flexibility of these techniques makes them 
a multipurpose tool with which to address multiple NLP problems. The problems, on the 
other hand, show a well-defined heterogeneity and valuable insight into the nature of some 
of the solutions that can be obtained by exploring the network, for example, the interface 
between information retrieval and sentiment analysis problems shows that there are several 
tools which can be applied to solve problems in both areas. This can provide major pointers 
for technicians that are stuck on a particular problem in one of these areas, informing them 
about tools that might be popular in the adjacent area but are being dismissed at this par-
ticular time. The betweenness centrality indicator has also produced alerts regarding some 
of these tools, so there is evidence pointing at the validity of this indicator to reinforce the 
visualization analysis of TeknoAssistant.

Fig. 4   Evolution of the number of publications since 1968

Table 3   Result of labeling the 
2-g in Database A

Label Number of 2-g

Problem 9311
Solution 7538
None 27,386
Unlabeled 1,719,507
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Deeper navigation into the problem–solution network is also encouraging: transversal 
data sources that could open the way to solving problems in related areas are detected, as 
well as clues for complementing some techniques. The technique also successfully man-
ages to detect valuable solutions that may not be at the forefront of cutting edge, providing 
the technician with a useful signaling approach for expanding the set of tools that is cur-
rently being deployed to solve a problem.

Regarding the limitations of the study, the accuracy of the NB classifier is lower than 
desirable, and this is noticeable particularly in the “problem” vs “solution” classifica-
tion. In our method, 4 variables out of 7 rely on the Stanford OpenIE SAO object extrac-
tor accuracy, which may not be fully suitable for our purpose. In any case, the authors 
are aware that the performance of the classification task leaves room for improvement at 
this stage of development of TeknoAssistant. We also found that expanding the domain 
specific problem–solution set did not lead to improved accuracy, quite the contrary, 
our methodology showed that the best results were obtained by using a reduced set of 

Fig. 5   Problem–solution network of NLP, relations based on less than 5 publications have been eliminated. 
Size of nodes reflects the number of publications in which each concept occurs

Fig. 6   Screenshot of several clues that a hypothetical user can extract from the problem–solution network
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well-established, popular problems and solutions for training the model. Another aspect 
that could be a determinant in explaining the relatively low accuracy lies in the length of 
the n-grams that would be necessary in order to capture the full expression that alludes to 
a certain problem or solution, such as “General Regression Neural Network”. The expan-
sion of TeknoAssistant to include the analysis of 3 or 4-g would probably require a trade-
off between computational efficiency and the accuracy of the final results, and would also 
depend on the particularities of the vocabulary in the field being analyzed.

Finally, it is worth noting that TeknoAssistant is meant to be a tech mining method 
aimed at guiding a more-or-less obfuscated technician through a brainstorming-like pro-
cess in which important clues and insights should be revealed. The fine tuning of such a 
system is only to be achieved by continuous feedback loops with the decision makers in 
each particular field of application. In addition to this, the validation of the methodology 
behind the TeknoAssistant also depends on such interaction with technology experts.
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