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#### Abstract

The theory of a new analytical-solution-based algorithm for calculating the optimal solution in model-predictive control applications with hexagonal constraints is discussed in this article. Three-phase voltage-source inverters for power electronic and electric motor drive applications are the target of the proposed method. The indirect model-predictive control requires a constrained quadratic programming (QP) solver to calculate the optimal solution. Most of the QP solvers use numerical algorithms, which may result in unbearable computational burdens. However, the optimal constrained solution can be calculated in an analytical way when the control horizon is limited to the first step. A computationally efficient algorithm with a certain maximum number of operations is proposed in this article. A thorough mathematical description of the solver in both the stationary and rotating reference frames is provided. Experimental results on real test rigs featuring either an electric motor or a resistive-inductive load are reported to demonstrate the feasibility of the proposed solver, thus smoothing the way for its implementation in industrial applications. The name of the proposed solver is aVsIs, which is released under Apache License 2.0 in GitHub, and a free example is available in Code Ocean.


Index Terms-Continuous control set (CCS), interior permanent magnet (IPM), model-predictive control (MPC), permanent magnet synchronous motor (PMSM), synchronous reluctance (SynR).

## I. Introduction

THE model-predictive control (MPC) paradigm is popular in the scientific research community working in the power electronic and electric drive application fields. Two different MPC technique groups can be found, namely, direct and indirect MPC algorithms [1]-[3]. The former techniques do not require

[^0]a voltage modulator, e.g., the space vector modulation, whereas the latter techniques do.

The direct MPC techniques gained the spotlight due to their simplicity of application and relative modest computational effort. In a nutshell, the control algorithm considers the direct application of the available voltage vectors to the plant, e.g., an electric motor. These algorithms are also known as finite-set MPC [4], since the number of voltage vectors that can be applied is limited to the base voltage vectors. However, the direct MPC techniques are unsuitable in those applications, where the switching frequency should be precisely known and the current ripple kept as low in magnitude as possible [5].

The indirect MPC techniques can provide a smooth current tracking behavior and constant switching frequency, although the computational burden required by the solver can be a cumbersome aspect. Conversely to the finite-set MPC algorithms, the available voltage set among which selecting the optimal solution is continuous, the indirect algorithms are also known as continuous-set MPC [6]. The continuous-set MPC strategies require a modulator for generating the voltage reference, which returns several advantages in terms of harmonic distortions and current ripple at the price of a more complex implementation [7]. The optimal solution is calculated by solving a constrained problem due to the presence of voltage limitations.

The control structure of the power electronic and electric motor drive applications allows us to define quadratic programming (QP) problems for current control tracking. So far, several QP solvers have been proposed for the real-time implementation of continuous-set MPC algorithms [8]. However, these solvers were designed for general (or all purpose) QP problems, and they have not been optimized for particular cases. The acados project in [9] reports a vast list of QP solvers for embedded optimization. A more general approach was preferred for acados, i.e., the solvers were not designed for specific problems, at the price of more computational burden. In turn, general solvers cannot provide an analytical solution since numerical-based algorithms [9], [10] are implemented. With regard to power electronic applications, all the general QP solvers do not take advantage from the knowledge of the constraint formulation of the voltage-source inverter. In general, the computational effort required by the QP solver has always been a source of concern in the application of indirect MPC algorithms [11]-[14], and it
has hindered the continuous-control-set (CCS) MPC implementation on industrial applications.

The implicit methods are gaining considerable attention in the power electronic and electric drive fields. It has been applied for $L C$ filters in [15] and [16]. The current control of the electric motor drive is often subject to the advanced MPC algorithm, such as integral MPC in [11], nonlinear MPC in [12], and data-drivenbased MPC in [17]. A speed control of isotropic synchronous motors has been considered in [18], where particular attention has been paid to reduce the computational burden. Therefore, the call for a more efficient QP solver dedicated to power electronic application is strong, since it can smooth the implementation of the advanced MPC algorithm. Furthermore, the indirect methods are of particular interest in special applications, such as the multiphase motors, i.e., a motor with more than three phases. In these special motors, the field-oriented control is very important (see [19]-[21]), and effective MPC current control algorithms can benefit from a computationally efficient solver. The work proposed in [22] requires a modification of the cost function by adding an additional parameter, thus leading to suboptimal solutions. The work in [23] considers modular multilevel converters, and the solution of the optimization problem is obtained from a geometrical interpretation. However, the fast QP solver tailored for hexagonal constrained solutions for voltage-source inverters is still an open issue.

An analytical-solution-based solver suitable for QP problems in CCS-MPC algorithms adopted in the voltage-source inverter with hexagonal constraints is discussed in this article. The proposed solver name is aVsIs. The hexagonal constraints introduced by the inverter are taken into account, and the worst-case situation, i.e., the maximum number of required calculations, is discussed. The solver aVsIs is a complete novelty in the continuous-set MPC solver panorama, since it involves neither numerical algorithms nor cost function formulation modifications. The algorithm implementation is demonstrated for the current control task in electric motor drive and resistive-inductive load applications. The current control problem is formulated either in the stationary $\alpha \beta$ and rotating $d q$ reference frames for the sake of generality.

The rest of this article is organized as follows. The theory of a CCS-MPC algorithm for power electronic and electric motor drive applications is described in Section II. The detailed explanation of the proposed analytical-solution-based solver for problems formulated in the stationary $\alpha \beta$ reference frame is discussed in Section III, whereas the solver application to problems formulated in the rotating $d q$ reference frame is explained in Section IV. The effectiveness of aVsIs was tested by means of simulation and experimental tests that are reported and commented in Section V. Finally, Section VI concludes this article.

## II. Theory of Operations for MPC Algorithms

The quadratic cost function of an indirect continuous-set MPC problem is

$$
J=\sum_{j=0}^{N-1}\left\|\mathbf{x}^{*}(k+j+1)-\mathbf{x}(k+j+1)\right\|_{\mathbf{Q}}^{2}
$$



Fig. 1. Voltage constraints in the first quadrant.

$$
\begin{equation*}
+\sum_{i=0}^{N_{u}-1}\|\mathbf{u}(k+i+1)-\mathbf{u}(k+i)\|_{\mathbf{R}}^{2} \tag{1}
\end{equation*}
$$

where $N$ and $N_{u}$ are the prediction and the control horizon, respectively, $\mathbf{Q}$ is the state tracking weights matrix, ${ }^{1} \mathbf{R}$ is the control effort penalization matrix, $\mathbf{x}$ and $\mathbf{x}^{*}$ are the state and reference state vectors, respectively, and $\mathbf{u}$ is the vector of control variables. In general, the optimization problem that has to be solved at each control time $k$ is

$$
\begin{array}{cl}
\min _{\mathbf{u}} & J \\
\text { s.t. } & \mathbf{x}(k+1)=\mathbf{F} \mathbf{x}(k)+\mathbf{G} \mathbf{u}(k) \\
& \mathbf{u}=\left[\mathbf{u}(k+1), \ldots, \mathbf{u}\left(k+N_{u}\right)\right] \in \mathbf{U} \tag{2}
\end{array}
$$

where $\mathbf{F}$ and $\mathbf{G}$ are generic state-space matrices and $\mathbf{U} \in \mathbb{R}^{2 N_{u}}$ represents the feasible solution set.

The feasible solution set considered in this article is $\mathbf{U} \in$ $\mathbb{R}^{2}$, which means $N_{u}=1$. Actually, the control horizon $N_{u}=1$ is a necessary condition for the proposed solver to keep the computational burden at bay. In many applications, especially when the control frequency is high, the control horizon can be much smaller than the prediction horizon. The feasible set $\mathbf{U}$ in the fixed reference frame depicts a hexagon region in the $\alpha \beta$ plane, as sketched in the example of Fig. 1.

In order to obtain a feasible solution, the following inequalities must be satisfied:

$$
\begin{align*}
& \mathbf{A} \mathbf{u}(k+1) \leq \mathbf{b} \\
& \mathbf{A}=\left[\begin{array}{cccccc}
\sqrt{3} & 0 & -\sqrt{3} & -\sqrt{3} & 0 & \sqrt{3} \\
1 & 1 & 1 & 1 & 1 & 1
\end{array}\right]^{T} \\
& \mathbf{b}=\frac{u_{\text {bus }}}{\sqrt{3}}\left[\begin{array}{llllll}
2 & 1 & 2 & 2 & 1 & 2
\end{array}\right]^{T} \tag{3}
\end{align*}
$$

where $u_{\text {bus }}$ is the bus voltage. The condensed problem (2) is rewritten as a quadratic problem as follows:

$$
\min _{\mathbf{u}(k+1)} J(\mathbf{u}(k+1)) \triangleq \frac{1}{2} \mathbf{u}(k+1)^{T} \mathbf{H} \mathbf{u}(k+1)+\mathbf{f}^{T} \mathbf{u}(k+1)
$$

$$
\begin{equation*}
\text { s.t. } \mathbf{A} \mathbf{u}(k+1) \leq \mathbf{b} \tag{4}
\end{equation*}
$$
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Fig. 2. (a) Example of the quadratic cost function surface and (b) its top view. Dashed lines represent the constant value loci of the cost function.
where

$$
\mathbf{H} \triangleq\left[\begin{array}{ll}
h_{1} & h_{2}  \tag{5}\\
h_{3} & h_{4}
\end{array}\right] ; \quad \mathbf{f} \triangleq\left[\begin{array}{l}
f_{1} \\
f_{2}
\end{array}\right] .
$$

The matrix $\mathbf{H}$ and the vector $\mathbf{f}$ vary with the problem at hand. Different MPC algorithms, either implementing disturbance observer, data-driven, or model-free control paradigms for offsetfree current tracking, can be described by (4).

## A. Hypothesis of the aVsIs Algorithm

Matrix $\mathbf{H}$ is assumed to be symmetric and positive definite (i.e., all the eigenvalues are positive and not null), which is the case for most of the power electronic and electric drive applications [12], [24]. Thus, the problem (4) is strictly convex, and the cost function can be graphically represented by an elliptic paraboloid with only one minimum [25]. The unconstrained solution can always be calculated in closed form as

$$
\begin{equation*}
\mathbf{u}^{\mathrm{unc}}(k+1)=-\mathbf{H}^{-1} \mathbf{f} \tag{6}
\end{equation*}
$$

This solution can be directly applied to the inverter, provided that inequality (3) is satisfied. In other words, (6) is already the optimal solution if the correspondent voltage vector $\mathbf{u}^{\text {unc }}(k+1)$ lies inside the hexagonal boundaries (see Fig. 1). When the voltage vector obtained by (6) is unfeasible (see Fig. 1), the actual optimal solution lies on the boundary of the feasible voltage set $\mathbf{U}$, i.e., on one side of the hexagon.

An important choice for the proposed method is the control horizon value, which is set as $N_{u}=1$, whereas the prediction horizon $N$ can be of arbitrary value. The single-step control horizon means that $\mathbf{u}(k+1) \in \mathbb{R}^{2 \times 1}$. It is worth highlighting that $N_{u}=1$ is a very common choice in all the applications with reduced computational power. The general QP solvers (see [9]) require a high computational burden, which further increases when a longer prediction horizon, i.e., $N_{u}>1$, is considered.

A 3-D representation of the cost function with minimum outside the feasible region is shown in Fig. 2(a). In the example, the solution of (6) is unfeasible. The feasible region is highlighted by a hexagonal shape polyhedron. The same cost function is sketched in the 2-D representation of Fig. 2(b). The feasible optimal solution lies on one of the sides of the hexagon. It is important to highlight that the feasible optimal solution does not always correspond to applying the voltage saturation on the
global optimal solution by means of the voltage modulator. The minimum cost function value can be obtained in correspondence to the curve tangent to the hexagon of Fig. 2(b). This condition is often verified in those power electronic applications where part of the plant under control is affected by magnetic saturation, such as in anisotropic electric motors.

In a nutshell, the solver aVsIs requires a problem formulated such that the output is $\mathbf{u}(k+1) \in \mathbb{R}^{2 \times 1}, \mathbf{H}$ being positive definite, and it does not require restrictions about the state variables. For instance, $\mathbf{x}$ can be either currents or magnetic fluxes.

## B. Problem Formulation for an RL Circuit

The discrete dynamic equations in the stationary reference frame $\alpha \beta$ of an $R L$ circuit are

$$
\begin{equation*}
\mathbf{i}_{\alpha \beta}(k+1)=\mathbf{F} \mathbf{i}_{\alpha \beta}(k)+\mathbf{G} \mathbf{u}_{\alpha \beta}(k) \tag{7}
\end{equation*}
$$

where $\mathbf{i}_{\alpha \beta}=\left[i_{\alpha} i_{\beta}\right]^{T}$ and $\mathbf{u}_{\alpha \beta}=\left[u_{\alpha} u_{\beta}\right]^{T}$ are the $\alpha \beta$ currents and voltages, respectively. Furthermore, the following matrices are defined:

$$
F=\left[\begin{array}{cc}
1-\frac{R T_{c}}{L} & 0  \tag{8}\\
0 & 1-\frac{R T_{c}}{L}
\end{array}\right], \quad G=\left[\begin{array}{cc}
\frac{T_{c}}{L} & 0 \\
0 & \frac{T_{c}}{L}
\end{array}\right]
$$

where $R$ and $L$ are the resistance and inductance values, respectively, and $T_{c}$ is the control period. Considering $N=N_{u}=1$, $\mathbf{Q}=\mathbf{I} \in \mathbb{R}^{2}$, and $\mathbf{R}=\operatorname{diag}\left(\eta_{\alpha}, \eta_{\beta}\right)$, the matrix values of $\mathbf{H}$ and $\mathbf{f}$ in (4) can be written as

$$
\begin{align*}
& h_{1}=2\left[\left(\frac{T_{c}}{L}\right)^{2}+\eta_{\alpha}\right] ; h_{4}=2\left[\left(\frac{T_{c}}{L}\right)^{2}+\eta_{\beta}\right] \\
& h_{2}=h_{3}=0 \\
& f_{1}=-2\left[\left(i_{\alpha}^{*}-i_{\alpha}(k+1) \frac{R T_{c}}{L}\right) \frac{T_{c}}{L}+\eta_{\alpha} u_{\alpha}\right] \\
& f_{2}=-2\left[\left(i_{\beta}^{*}-i_{\beta}(k+1) \frac{R T_{c}}{L}\right) \frac{T_{c}}{L}+\eta_{\beta} u_{\beta}\right] . \tag{9}
\end{align*}
$$

It is worth highlighting that the problem formulation for the current control of an electric motor drive is very similar to an $R L$ circuit one. Equations (7) and (8) resemble the model of electric motors, which can be obtained by including the magnetic fluxes and speed-dependent terms, such as in [12].

## III. aVsIs Algorithm in the $\alpha \beta$ Reference Frame

In the case of unfeasible voltage vector from (6), the solution must be found on one of the sides of the hexagon. Each side of the hexagon is considered the segment of a family of straight lines, whose equations are reported in Table I. The hexagonal side equations are substituted into the cost function (4); thus, the problem formulation depends on one variable, and a closed-form analytical solution can be found.

To ease the discussion, only one hexagon side straight line equation is considered in the following, but the same procedure is carried out on each side using the equations in Table I. The cost function adopted in (4) is rewritten in its extended form (the

TABLE I
Hexagon Straight Line Equations

| Side | Straight line equation | Domain |
| :---: | :--- | :--- |
| $s_{1}$ | $u_{\beta}=-\sqrt{3} u_{\alpha}+\frac{2 u_{\text {bus }}}{\sqrt{3}}$ | $u_{\alpha} \in\left(\frac{u_{\text {bus }}}{3}, \frac{2 u_{\text {bus }}}{3}\right)$ |
| $s_{2}$ | $u_{\beta}=\frac{u_{\text {bus }}}{\sqrt{3}}$ | $u_{\alpha} \in\left(-\frac{u_{\text {bus }}}{3}, \frac{u_{\text {bus }}}{3}\right)$ |
| $s_{3}$ | $u_{\beta}=\sqrt{3} u_{\alpha}+\frac{2 u_{\text {bus }}}{\sqrt{3}}$ | $u_{\alpha} \in\left(-\frac{2 u_{\text {bus }}}{3},-\frac{u_{\text {bus }}}{3}\right)$ |
| $s_{4}$ | $u_{\beta}=-\sqrt{3} u_{\alpha}-\frac{2 u_{\text {bus }}}{\sqrt{3}}$ | $u_{\alpha} \in\left(-\frac{2 u_{\text {bus }}}{3},-\frac{u_{\text {bus }}}{3}\right)$ |
| $s_{5}$ | $u_{\beta}=-\frac{u_{\text {bus }}}{\sqrt{3}}$ | $u_{\alpha} \in\left(-\frac{u_{\text {bus }}}{3}, \frac{u_{\text {bus }}}{3}\right)$ |
| $s_{6}$ | $u_{\beta}=\sqrt{3} u_{\alpha}-\frac{2 u_{\text {bus }}}{\sqrt{3}}$ | $u_{\alpha} \in\left(\frac{u_{\text {bus }}}{3}, \frac{2 u_{\text {bus }}}{3}\right)$ |

time dependence $k$ is dropped)

$$
\begin{align*}
J\left(u_{\alpha}, u_{\beta}\right)= & \frac{1}{2}\left(u_{\alpha}^{2} h_{1}+u_{\beta}^{2} h_{4}+\left(h_{2}+h_{3}\right) u_{\alpha} u_{\beta}\right) \\
& +u_{\alpha} f_{1}+u_{\beta} f_{2} \tag{10}
\end{align*}
$$

The equation of the first hexagon side constraints, i.e., the segment between the first and second active vectors in the voltage plane, can be written as

$$
\begin{equation*}
u_{\beta}=\frac{2 u_{\mathrm{bus}}}{\sqrt{3}}-\sqrt{3} u_{\alpha} \tag{11}
\end{equation*}
$$

The first side corresponds to $s_{1}$ in Fig. 2(b), where the names of the remaining five sides are also defined. By substituting (11) into (10), the unknown term of the cost function $J$ reduces to $u_{\alpha}$, i.e.,

$$
\begin{align*}
J\left(u_{\alpha}\right)= & \frac{1}{2}\left[u_{\alpha}^{2} h_{1}+\left(\frac{2 u_{\text {bus }}}{\sqrt{3}}-\sqrt{3} u_{\alpha}\right)^{2} h_{4}\right] \\
& +\frac{1}{2}\left[\left(h_{2}+h_{3}\right) u_{\alpha}\left(\frac{2 u_{\text {bus }}}{\sqrt{3}}-\sqrt{3} u_{\alpha}\right)\right] \\
& +u_{\alpha} f_{1}+\left(\frac{2 u_{\text {bus }}}{\sqrt{3}}-\sqrt{3} u_{\alpha}\right) f_{2} \tag{12}
\end{align*}
$$

In order to find the minimum of (12), thus one possible optimal solution, one has to calculate the value $u_{\alpha}^{s_{1}}$ that satisfies

$$
\begin{equation*}
\left.\frac{d J\left(u_{\alpha}\right)}{d u_{\alpha}}\right|_{u_{\alpha}=u_{\alpha}^{s 1}}=0 \tag{13}
\end{equation*}
$$

The possible $u_{\beta}^{s_{1}}$ optimal solution value is calculated by substituting the solution of (13) into (11). The complete set of calculations for hexagon side $s_{1}$ is

$$
\begin{align*}
u_{\alpha}^{s_{1}} & =-\frac{f_{1}-2 u_{\text {bus }} h_{4}-\sqrt{3} f_{2}+\frac{u_{\text {bus }}\left(h_{2}+h_{3}\right)}{\sqrt{3}}}{h_{1}+3 h_{4}-\sqrt{3}\left(h_{2}+h_{3}\right)} \\
u_{\beta}^{s_{1}} & =\frac{2 u_{\text {bus }}}{\sqrt{3}}-\sqrt{3} u_{\alpha}^{s_{1}} . \tag{14}
\end{align*}
$$

Similar sets of equations are obtained for each side of the hexagon, which are not reported in this article due to space length limitations. However, the procedure is to substitute each of the straight line equations reported in Table I into (13), where $J$ is formulated as in (10), and then calculate the resulting voltage $u_{\alpha}$. The calculation of $u_{\beta}$ is trivial.


Fig. 3. Flowchart of the aVsIs algorithm. The dashed block is carried out when using the $d q$ formulation.

The solution $\mathbf{u}_{\alpha \beta}(k+1)$ calculated with (14) is feasible if the voltage $u_{\alpha}^{s_{1}}$ lies in the domain reported in Table I. In the example of (14), the domain of the first constraint is $u_{\alpha} \in$ $\left(u_{\text {bus }} / 3,2 u_{\text {bus }} / 3\right)$. All six solutions must be verified within the domains reported in Table I. The solutions corresponding to the six hexagon vertices have to be also considered. In particular working conditions, such as at high speed in electric drives or during fast current transients, the optimal solution may lie in one of the hexagonal vertices. This case occurs when all the six solutions calculated on the hexagon sides lie outside the domains of Table I. Finally, the solution that returns the minimum cost of (10) is chosen as the optimal one.

## A. Algorithm Steps

A step-by-step description of the proposed solver is provided in this section for the sake of clarity. The entire procedure is sketched in the flowchart of Fig. 3. The detailed description of the proposed solver is as follows.

1) Get an unconstrained solution $\mathbf{u}_{\alpha \beta}^{\mathrm{unc}}(k+1)$ by means of (6).
2) If the unconstrained solution $\mathbf{u}_{\alpha \beta}^{\mathrm{unc}}(k+1)$ does not satisfy (3), six solutions are calculated on each side of the hexagon and six solutions for all the hexagon vertices.
3) The feasibility of each solution on the hexagon sides is verified by checking that they belong to the respective domain of Table I.
4) The cost of feasible solutions is calculated, and the optimal solution corresponds to the one with the lowest cost.
Due to the monotonic behavior of (4) in $\mathbb{R}^{2}$, an optimal solution within the hexagon region (see example in Fig. 2) is always present.

## IV. aVsIs Algorithm in the $d q$ Reference Frame

The MPC problem is formulated in the $d q$ reference frame in many application cases, such as the electric motor drives [26], [27]. The proposed solver can be adapted accordingly.


Fig. 4. Test rig for $\alpha \beta$ in Section III or $d q$ solver in Section IV. The position $\vartheta_{\text {me }}$ is necessary for $d q$ problems.


Fig. 5. Experimental setup.

The extended form of the cost function adopted in (15) and expressed in $d q$ is

$$
\begin{align*}
J\left(u_{d}, u_{q}\right)= & \frac{1}{2}\left(u_{d}^{2} h_{1}+u_{q}^{2} h_{4}+\left(h_{2}+h_{3}\right) u_{d} u_{q}\right) \\
& +u_{d} f_{1}+u_{q} f_{2} \tag{15}
\end{align*}
$$

The inequality constraint (3) is modified as follows:

$$
\begin{equation*}
\mathbf{A T}^{-1}\left(\vartheta_{\mathrm{me}}\right) \mathbf{u}_{d q}(k+1) \leq \mathbf{b} \tag{16}
\end{equation*}
$$

where $\mathbf{T}\left(\vartheta_{\text {me }}\right)$ is the Park transformation, whereas $\mathbf{A}$ and $\mathbf{b}$ are the ones defined in (3). $\vartheta_{\text {me }}$ can be the electric position in electric motor drive applications or the grid phase in power electronic applications. Therefore, the proposed solver discussed in Section III can be applied by considering that $\mathbf{u}_{\alpha \beta}=\mathbf{T}^{-1}\left(\vartheta_{\text {me }}\right) \mathbf{u}_{d q}$.

For the sake of simplicity, only one side of the hexagon is considered, as it has been done for the $\alpha \beta$ solver in Section III. It is worth recalling that the same mathematical steps are applied to the remaining five hexagon sides by using the straight line equations in Table I. The first constraint equation (11) can be rewritten as

$$
\begin{equation*}
(S+\sqrt{3} C) u_{d}+(C-\sqrt{3} S) u_{q}=\frac{2 u_{\mathrm{bus}}}{\sqrt{3}} \tag{17}
\end{equation*}
$$

where $S \triangleq \sin \left(\vartheta_{\mathrm{me}}\right)$ and $C \triangleq \cos \left(\vartheta_{\mathrm{me}}\right)$ have been defined to ease the mathematical notation. A one-variable cost function can be written by rearranging (17) and highlighting either $u_{d}$ or $u_{q}$ and then substituting its expression into (15). Both $u_{d}$ and
$u_{q}$ can be chosen for the substitution in the cost function. The choice that returns a feasible solution has to be selected.

The computation of the solutions along the hexagon sides can be troublesome due to the reference frame transformation in (16). Let $u_{d}$ be the selected variable, i.e., the problem to solve is

$$
\begin{equation*}
\frac{d J\left(u_{d}\right)}{d u_{d}}=0 \tag{18}
\end{equation*}
$$

After some tedious calculations, the analytical solution of (18) along the first side of the hexagon is obtained as

$$
\begin{equation*}
u_{d}^{s_{1}}=-\frac{f_{1}-\eta_{1} f_{2}+\eta_{2}\left(h_{2}+h_{3}\right)-\eta_{3} h_{4}}{h_{1}-\eta_{1}\left(h_{2}+h_{3}\right)+\eta_{4} h_{4}} \tag{19}
\end{equation*}
$$

where the coefficients $\eta_{i}, i=1, \ldots, 4$, are calculated as

$$
\begin{array}{ll}
\eta_{1}=\frac{S+\sqrt{3} C}{C-\sqrt{3} S} & \eta_{2}=\frac{u_{\mathrm{bus}}}{\sqrt{3}} \frac{1}{C-\sqrt{3} S} \\
\eta_{3}=\frac{2 u_{\mathrm{bus}}}{\sqrt{3}} \frac{S+\sqrt{3} C}{(C-\sqrt{3} S)^{2}} & \eta_{4}=\left(\frac{S+\sqrt{3} C}{C-\sqrt{3} S}\right)^{2} \tag{20}
\end{array}
$$

The $q$-axis voltage reference solution is

$$
\begin{equation*}
u_{q}^{s_{1}}=\frac{2 u_{\mathrm{bus}}}{\sqrt{3}}-\eta_{1} u_{d}^{s_{1}} \tag{21}
\end{equation*}
$$

Equations (19) and (21) can be calculated by a microprocessor only if the coefficients in (20) are real and finite numbers. Therefore, $C-\sqrt{3} S \neq 0$ should be always verified. However, it holds that $C-\sqrt{3} S=0$ for $\vartheta_{\text {me }}=\pi / 6+n \pi, n \in \mathbb{Z}$, and the solution to (18) cannot be calculated. In order to sort out this shortcoming, the analytical solution is computed by using $u_{q}$ instead of $u_{d}$ as minimization variable in (18), obtaining

$$
\begin{align*}
& u_{q}^{s_{1}}=-\frac{f_{2}-\eta_{1} f_{1}+\eta_{2}\left(h_{2}+h_{3}\right)-\eta_{3} h_{4}}{h_{4}-\eta_{1}\left(h_{2}+h_{3}\right)+\eta_{4} h_{1}} \\
& u_{d}^{s_{1}}=\frac{2 u_{\text {bus }}}{\sqrt{3}}-\eta_{1} u_{d}^{s_{1}} \tag{22}
\end{align*}
$$

where the coefficient $\eta_{i}, i=1, \ldots, 4$, are recalculated as

$$
\begin{align*}
\eta_{1} & =\frac{C-\sqrt{3} S}{S+\sqrt{3} C}, & \eta_{2}=\frac{u_{\mathrm{bus}}}{\sqrt{3}} \frac{1}{S+\sqrt{3} C} \\
\eta_{3} & =\frac{2 u_{\mathrm{bus}}}{\sqrt{3}} \frac{C-\sqrt{3} S}{(S+\sqrt{3} C)^{2}}, & \eta_{4}=\left(\frac{C-\sqrt{3} S}{S+\sqrt{3} C}\right)^{2} \tag{23}
\end{align*}
$$

Considering the denominator of each $\eta_{i}$ in (20) and (23), it follows that they are not zero at the same time since $C-\sqrt{3} S=$ 0 for $\vartheta_{\mathrm{me}}=\pi / 6+n \pi, n \in \mathbb{Z}$ and $S+\sqrt{3} C=0$ for $\vartheta_{\mathrm{me}}=$ $\pi / 3+n \pi, n \in \mathbb{Z}$.

Similar considerations can be made for all the other constraints related to the remaining five sides of the hexagon. The formulation of the sets of solutions does not change, provided that the hypothesis of Section II-A is verified. Therefore, the sets of solutions can be translated into programming code. The algorithm steps of the proposed solver in $\alpha \beta$ discussed in Section III-A and sketched in Fig. 3 are modified as follows.

1) If the unconstrained solution $\mathbf{u}_{d q}^{\mathrm{unc}}$ does not satisfy (16), the optimal solution lies on the hexagon sides.


Fig. 6. Simulation results with aVsIs ( $\alpha \beta$ version). A reference current step variation was forced at 20 ms . (a) $\alpha \beta$ current response using aVsIs. (b) aVsIs (solid lines), qpOASES (dotted). (c) aVsIs and qpOASES solution difference.


Fig. 7. Experimental results with aVsIs ( $\alpha \beta$ version). A reference current step variation was forced at 20 ms . (a) $\alpha \beta$ current response. (b) $\alpha \beta$ voltage trajectory. (c) Execution time.

TABLE II
Number of Algebraic Operations of aVsIs

| Parameter | $\alpha \beta$ solver | $d q$ solver |
| :--- | :--- | :--- |
| Sum/sub | 86 | 125 |
| Product | 174 | 229 |
| Division | 4 | 10 |

2) In order to calculate the solutions on the hexagon sides and vertices, the cost function is calculated for either $d$-axis, such as in (19) and (21), or $q$-axis, such as in (22). The choice has to be made based on the presence of impossible solutions, i.e., by verifying that the denominator of the coefficients $\eta_{i}$ is not zero.
3) The feasibility of each solution is checked in the $\alpha \beta$ reference frame (see domains in Table I).
4) The cost of feasible solutions is calculated, and the optimal solution corresponds to the one with the lowest cost.

## V. Results and Discussion

In order to evaluate the applicability of aVsIs on a specific microcontroller, a quantitative evaluation of the number of calculations was carried out. A number of operations, namely, algebraic sums, multiplications, and divisions, were considered, and the total amount is listed in Table II. It is worth pointing out that the proposed solver does not require the voltage saturation in the modulator, since the voltage to be synthesized is always feasible. Therefore, the pulsewidth modulation algorithm can be simplified compared to conventional applications. Since only
basic mathematics operations and if-statement are employed, the proposed solver computations can be implemented in a field-programmable gate array, thus further reducing the computational time required to obtain the optimal solution.

The aVsIs solver was tested on different test rigs all featuring a dSPACE MicrolabBox for rapid control prototyping. The structure of the predictive current control algorithm is similar for power electronic and electric motor drive applications, and it has been sketched in Fig. 4. Two different applications are considered in this article, i.e., two different plants in Fig. 4. The first example is the current control in the $\alpha \beta$ reference frame of an $R L$ circuit by adopting the algorithm proposed in Section II-B. The second example is the current control in the $d q$ reference frame of a synchronous reluctance ( SynR ) motor drive. The results are reported in Section V-B. A reduced $u_{\text {bus }}$ voltage was adopted for each case aiming at forcing the solver to find the optimal solution of the MPC problem alongside the hexagonal edges even at low speed or current, which is the worst-case scenario in terms of execution time. It is worth highlighting that the operations at full bus voltage are still guaranteed. The sampling and switching frequency were both set at 8 kHz for all the tests reported in this section. A photograph of the experimental test rig is reported in Fig. 5. All the measurements were normalized with respect to the nominal values reported in Tables III and IV. The voltages were normalized with respect to the bus voltage value.

Two general QP solvers were implemented for the sake of comparison. The first one is the MATLAB quadprog solver, which implements the qpOASES algorithm [10] when the active set option is selected. The qpOASES algorithm is an opensource and computationally efficient algorithm written in C language, specifically designed for generic real-time applications.


Fig. 8. Experimental results of the aVsIs ( $d q$ version) solver for a SynR motor. (a) Comparison in terms of execution time of different solvers. (b) Speed response. (c) Currents response. (d) $\alpha \beta$ voltage trajectory.

TABLE III
System Parameters for the $\alpha \beta$ Solver Test

| Parameter | Symbol | Unit | Value |
| :--- | :--- | :--- | :--- |
| DC voltage | $u_{\text {bus }}$ | V | 60 |
| Nominal frequency | $f_{N}$ | Hz | 50 |
| Nominal current | $I_{N}$ | A | 8 |
| Resistance | $R$ | $\Omega$ | 2.15 |
| Inductance | $L$ | mH | 2 |

The second one is the qpSWIFT solver, which is a real-time sparse QP solver for embedded applications [28].

## A. Validation of the aVsIs Solver in $\alpha \beta$

A simulation of the test rig featuring an $R L$ plant, whose parameters are reported in Table III, was carried out aiming at demonstrating the optimal solution characteristic calculated by


Fig. 9. Current dynamics using constrained or unconstrained solutions when the SynR motor is dragged at $25 \% \omega_{n}$.


Fig. 10. Inverse speed test using MPC algorithm or PI-based current control for the SynR motor under test. (a) Speed response. (b) d-axis current response. (c) $q$-axis current response.

TABLE IV
Motor Under Test Nameplate Parameters

| Parameter | Symbol | Unit | SynR |
| :--- | :---: | :---: | :---: |
| DC voltage | $u_{\text {bus }}$ | V | 100 |
| Resistance | $R$ | $\Omega$ | 4.76 |
| $d$-axis inductance (unsat.) | $L_{d}$ | mH | 380 |
| $q$-axis inductance (unsat.) | $L_{q}$ | mH | 85 |
| Nominal current | $I_{n}$ | A | 4 |
| Nominal speed | $\Omega_{n}$ | rpm | 1500 |

the aVsIs solver. The model discussed in Section II-B was implemented in the MPC problem using the $\alpha \beta$ formulation of aVs Is discussed in Section III and the qpOASES solver for the sake of comparison. Two $50-\mathrm{Hz}$ sinusoidal current references were applied, and the results are reported in Fig. 6. A step amplitude variation of the current reference was applied at 20 ms to force the voltage saturation. The voltage references obtained by the aVsIs and qpOASES solvers are reported in Fig. 6(b) and their difference in Fig. 6(c). The simulation results confirm that the aVsIs solver returns the same results of the qpOASES one.

The same test of Fig. 6 was carried out on an experimental test rig aiming at comparing the execution time of the proposed aVsIs with respect to the benchmark ones, i.e., qpOASES and qpSWIFT solvers. The system parameters are the same as those of the simulation test rig, i.e., the ones reported in Table III.

The current control measurements obtained by using the aVsIs solver are reported in Fig. 7(a). The current reference magnitude variation at 20 ms was forced to provoke the voltage saturation, as can be seen in Fig. 7(b).

The execution time of aVsIs, qpOASES, and qpSWIFT solvers is reported in Fig. 7(c). The aVsIs solver always required a smaller amount of time for completing the optimum voltage computation.

The aVsIs solver required a slight increment of execution time when voltage saturation occurred, which is due to the additional number of calculations listed in Table II and discussed in Section III. Actually, an execution time increment occurred for the qpOASES and qpSWIFT solvers as well.

## B. Validation of the aVsIs Solver in $d q$

The $d q$ solver proposed in Section IV was tested on a SynR motor electric drive application. The motor plate parameters are listed in Table IV.

Actually, the magnetic iron saturation was not considered, and the motor model for the MPC control structure can be found in [13]. It is worth recalling that the purpose of the article is to discuss the aVsIs solver for MPC problems; thus, the precise knowledge of the motor model is out of scope.

The speed reference was changed in a step-like fashion from $0 \%$ to $27 \%$ of the rated speed at 0.01 s , as reported in Fig. 8(b). The current references and measurements values are reported in Fig. 8(c). The space vector voltage trajectory is reported in the $\alpha \beta$ plane in Fig. 8(d). In particular, the transient behavior highlighted in the green-shaded area of Fig. 8(c) is also highlighted in green color in Fig. 8(d) to underline the hexagonal saturation of the voltage references. Finally, the comparison between the
execution time obtained by using aVsIs, qpOASES, and qpSWIFT solvers is reported in Fig. 8(a). It can be noticed that the aVsIs solver is very efficient in terms of computational burden.

## C. Comparison of Unconstrained and Constrained Solutions

Aiming at showing the advantages of using the constrained rather than the unconstrained $\mathbf{u}^{\text {unc }}$ solutions, the motor under test was dragged at $25 \% \Omega_{n}$ by a prime mover. The bus voltage was set at 540 V . The current reference was changed on both axes to reach the $75 \%$ of the nominal current. The results using either constrained or unconstrained solutions, but saturated by the modulator, are reported in Fig. 9. The advantages in terms of current dynamics can be inferred from the results in Fig. 9.

## D. Comparison With a Proportional-Integral (PI) Controller

The computational burden required by a PI linear regulator is linked to the complexity of its implementation. For instance, the adoption of antiwindup schemes, variable gains, and so forth increases the computational time to get the output. Experimental evidences returned that conventional PI-based current regulators required almost $1 \mu$ s using a dSPACE MicrolabBox, i.e., $0.8 \%$ of the control period. The proposed aVsIs-based MPC regulator required a maximum of $2 \mu$ s, i.e., $1.6 \%$ of the control period.

In order to compare the dynamic of the current tracking using either MPC-based or PI-based current regulators, a dedicated test was designed. The motor under test was speed controlled, without load, at half the rated value. The inverter bus voltage was 300 V to enhance the effect of the voltage saturation. The sign of the speed reference was suddenly inverted at time 0.05 s , as reported in Fig. 10(a). The speed controller forced an abrupt steplike change of the current references, as reported in Fig. 10(b) and (c). The MPC algorithm was based on (2) using constant parameters with the aid of a disturbance observer to achieve offset-free current tracking, e.g., [11]. The cost weight parameter was set at a constant value of $10^{-5}$. For the sake of fairer comparison, the PI regulators were implemented using constant motor parameters for the design, e.g., those in Table IV. The axis decoupling was also implemented using constant parameters. On the one hand, the rise time of both controllers are similar. On the other hand, the current reference tracking is guaranteed by the MPC-based drive, whereas the PI-based one cannot efficiently reject the disturbance due to the speed variation.

## VI. CONCLUSION

In this article, an analytical-solution-based solver for a wide class of indirect MPC algorithm with the hexagonal constraint for power electronic and electric drive application was proposed. The algorithm was presented in both the $\alpha \beta$ and $d q$ reference frames to cover all the aforementioned applications. The proposed solver, aVsIs, requires a fixed number of operation in the worst-case scenario, which allows us to evaluate the implementation of MPC algorithms in every microcontroller. Both the simulation and experimental tests were performed highlighting the computational time required by the proposed solver compared with two general ones. Since the proposed solver returns an analytical solution of the problem, it can be
considered a benchmark for other solvers related to the same MPC control structure reported in Section II.

The MATLAB code of the proposed solver adopted in this article is available in Code Ocean. The code of the solver and its future developments are available at https://github.com/ edlabVI/aVsIs.
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