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Abstract 

 
The lack of firm-level data on innovative activities has always constrained the development of 
empirical studies on innovation. More recently, the availability of large datasets on indicators, such 
as R&D expenditures and patents, has relaxed these constrains and spurred the growth of a new 
wave of research. However, measuring innovation still remains a difficult task for reasons linked to 
the quality of available indicators and the difficulty of integrating innovation indicators to other 
firm-level data.  
As regards quality, data on R&D expenditures represent a measure of input but do not tell much 
about the ‘success’ of innovative activities. Moreover, especially in the case of European firms, data 
on R&D expenditures are often missing because reporting these expenditures is not required by 
accounting and fiscal regulations in some countries.  
An increasing number of studies have used patents counts as a measure of inventive output. 
However, crude patent counts are a biased indicator of inventive output because they do not account 
for differences in the value of patented inventions. This is the reason why innovation scholars have 
introduced various patent-related indicators as a measure of the ‘quality’ of the inventive output.  
Integrating these measures of inventive activity with other firm-level information, such as 
accounting and financial data, is another challenging task. A major problem in this field is 
represented by the difficulty of harmonizing information from different data sources.  This is a 
relevant issue since inaccuracy in data merging and integration leads to measurement errors and 
biased results.  
An important source of measurement error arises from inaccuracies in matching data on innovators 
across different datasets. This study reports on a test of company names standardization and 
matching. Our test is based on two data sources: the PATSTAT patent database and the Amadeus 
accounting and financial dataset. Earlier studies have mostly relied on manual, ad-hoc methods. 
More recently scholars have started experimenting with automatic matching techniques. This paper 
contributes to this body of research by comparing two different approaches – the character-to-
character match of standardized company names (perfect matching) and the approximate matching 
based on string similarity functions. Our results show that approximate matching yields substantial 
gains over perfect matching, in terms of frequency of positive matches, with a limited loss of 
precision – i.e., low rates of false matches and false negatives.  
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1. Introduction 
 

Until recently empirical studies on the economics and management of innovation have suffered 
from a paucity of data at the firm level.  
Scholars of technical change have addressed the lack of data by following two directions. A first 
approach has tried to collect firm-level information through surveys based on representative 
samples of the population of innovators. 
Regarding the US context two widely cited surveys are the Yale survey (Levin et al 1987) 
administrated in the early 1980s and its subsequent version conducted by scholars at the Carnegie 
Mellon University in the 1990s (Cohen et al 2000) . These two surveys provide an useful source of 
detailed information on the nature and strategies of innovation and the means used to appropriate 
the economic returns generated innovative activities.  
Similarly, in the European context the Community Innovation Survey (CIS) collects detailed data 
on innovation and other firm characteristics such sales, employment, exports/imports, etc. Unlike 
Yale and Carnegie Mellon surveys, which have been administrated by academic researchers, the 
CIS is conducted by National Statistical Offices with the aim of achieving a large coverage of 
industries and types of innovators (large and small firms etc.) (Arundel, 2003). Unfortunately, 
integration of CIS data with other information, like patents and accounting data is made difficult by 
the limitations to the use of CIS data imposed by privacy laws in countries like Italy. These 
shortcomings of the CIS dataset limit its use for the purposes of research in economics, 
management and public policy. More recently, scholars have conducted new innovation surveys 
providing very detailed information on the factors driving innovation at the level of individual 
inventors (Harhoff et al. 1999; Gambardella et al., 2000; Giuri, Mariani et al., 2007).  
Another research line has focused on the collection of information on different qualitative 
dimensions of innovation such as prizes as a measure of successful inventive races, trademarks as a 
measure of the new product introduction, newswires as a paper trail of patterns of collaborations 
among firms such as M&A, licensing and R&D agreements etc. (Moser, 2004; Giarratana and 
Torrisi, 2006; Fosfuri and Giarratana, 2007; Powell et al., 2000; Arora, Fosfuri, Gambardella, 2001) 
A third line of exploration is centred on innovation counts and R&D. R&D expenditures are a 
measure of input and do not tell much about the ‘success’ of innovative activities. Moreover, 
especially in the case of European firms, data on R&D expenditures are often missing because 
reporting these expenditures is not required by accounting and fiscal regulations in some countries. 
An increasing number of studies have used patent counts and patent-related indicators to measure 
the quantity and the ‘quality’ of inventive output. Patents as a measure of inventive success have 
their own drawbacks too but they are the most direct, detailed and objective measure of innovation 
(Griliches, 1981 and 1990; Pavitt, 1988).1 
 
Patent analysis has been pioneered by Zvi Griliches and colleagues (Griliches, 1981 and 1990; 
Griliches, Hall and Pakes, 1991) at the National Bureau of Economic Research (NBER) and by 
Keith Pavitt and colleagues at the Science Policy Research Unit (SPRU) -University of Sussex 
(Pavitt, 1985 and 1988; Patel and Pavitt, 1991). The NBER patent dataset on US data has 
represented a path-breaking effort in this field providing new data that are useful to account for 
differences in the ‘value’ of patents (Hall, Jaffe and Trajtenberg (2001 and 2005). Bronwyn Hall 
and colleagues have made public the NBER patent citation database. They have also disclosed to 
                                                 
1 Typically, patent offices and examiners rely on standard classification to classify patented inventions. The most 
widely used patent classification is the International Patent Classification (IPC) which has been established by the 
Strasbourg Agreement (1971) and provides a common classification for patents, utility models and utility certificates. 
The IPC is organized hierarchically in terms sections, classes, subclasses and groups and it is updated and revised 
regularly to keep track of emerging new technological areas. The current version - the Eighth Edition of the IPC 
system,has been in use since January 1, 2006 (see http://www.wipo.int/classifications/ipc/en/). 
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the research community the links between the names of USPTO patent assignees with the names of 
US companies listed in the Compustat dataset. 
A major obstacle to the integration of patent data with other indicators of firm performance in large 
samples is represented by the difficulty of accurately matching the names of patent assignees with 
the corresponding legal entity in business directories such as Compustat or Who Owns Whom. 
Previous studies have addressed this issue by trying automatic matching procedures to reduce the 
cost of data standardization and integration. 
The first activity in this setting is represented by name standardization. To our knowledge, the most 
important attempts at standardizing patentee names are the Thomson Scientific’s Derwent World 
Patent Index (2002) and the USPTO’s CONAME standardization files. More recently, another 
standardization method has been developed by a group of researchers from the K.U. Leuven  for the 
Eurostat (Magerman, Van Looy and Song, 2006). 
The Derwent Index is constructed by assigning a code to 21,000 patentees. This index accounts for 
legal links between parent companies and subsidiaries thus achieving a legal entity standardization.  
This is made possible by the use of information on corporate structure collected from secondary 
business sources. This includes also information on M&As, changes of names and reorganization 
(e.g., new subsidiaries). Legal entity standardization requires substantial manual, labor-intensive 
work and some loss of accuracy in name matching thus giving rise to a potentially large number of 
false positives. Moreover, the process leading to standard names and in case of M&As and name 
changes the criteria adopted for name standardization are case specific (Magerman, Van Looy and 
Song, 2006).  
The CONAME file compiled by the US Patents and Trademarks Office is a semi-automatic 
standardization procedure which focuses on the first-named assignee reported in the patent 
document. For patents granted after July 1992 the assignee name is standardized and matched 
automatically with other standardized names in the same dataset. New assignees that are not 
matched automatically with standardized names in the dataset are matched manually. For instance, 
the entry of a new assignee whose standardized name does not match any previously standardized 
names is examined by looking and the names of inventors. The CONAME file accounts for changes 
in assignee names but does not account for legal links between assignee names. Moreover, similar 
names with a different legal form or from different countries are not matched.  
The K.U.Leuven (KUL) methodology consists in the standardization of patentee names and perfect 
matching of names. The advantage of this method is a high level of accuracy at the cost of some 
loss of completeness. This is a conservative, fully automatic methodology which, like the 
CONAME file, does not try to establish links between similar names neither it seeks to find legal 
links among assignees.2 The main advantage of this procedure is high precision, i.e., a limited 
number of false matches. Inevitably, this method does not fare well in terms of completeness since 
a high number of good matches may remain unmatched. The KUL methodology has been used to 
standardize and match assignee names of EPO patent applications published between 1978 and 
2004 and USPTO granted patents published between 1992 and 2003 (Magerman, Van Looy and 
Song, 2006).  
Drawing on the Derwent methodology, Rachel Griffith, Gareth Macartney and colleagues at the 
Institute of Fiscal Studies (IFS) have standardized the names of a sample of UK assignees of 
Triadic patents and matched them with the standardized names of companies contained in Bureau 
van Djik’s Amadeus database. Only identical standardized names found in the two datasets are 
matched by the IFS using the Derwent semi-manual standardization procedure.  
We have conducted a test by matching assignee names in the PATSTAT dataset with company 
names in the Amadeus dataset for a sample of around 2,197 European publicly listed firms and their 
                                                 
2 The term standardization here is used to refer to all operations required to produce a list of standardized names like the 
Derwent standard codes. Harmonization is used to mean the integration of (standardized or non-standardized) names 
from different datasets to obtain codes which uniquely identify given legal entities (e.g., Fiat S.p.a. and its subsidiaries 
COMAU and CNH).    
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146,728 subsidiaries. These firms have disclosed information on their R&D expenditures. 
Comparing these data with the OECD R&D STAN database we found that these companies account 
for around 90% of the total intramural business R&D expenditures in the European countries in 
year 2000. 
The names found in the two datasets are standardized using a variant of the KUL methodology and 
then matched by the Jaccard similarity string function (Jaccard 1901).3 Our experiment shows that 
approximate string matching (ASM) yields a substantial gain over perfect matching in terms of 
number of patent assignees found in the Amadeus dataset. However, these gains are obtained at the 
cost of a loss of accuracy. Depending on the level of precision which one aims to achieve, matching 
similar names implies a higher risk of false matches as compared with perfect matching. We 
estimated the number of false positives and false negatives at different levels of the Jaccard 
similarity (J) score by manually inspecting all matched names corresponding to different levels of 
the J distance. To estimate the incidence of false positives we checked all occurrences for levels of 
the J distance above 0.7 and found that the maximum number of false positives represents less than 
6% of total matches. The motivations for choosing 0.7 as a threshold are explained in the paper. 
To estimate the incidence of false negatives we looked at EPO assignees with more than 15 patents 
and found that 8.5% of these have not been matched to company names in the Amadeus dataset by 
using the Jaccard measure.  
These results suggest that using the approximate matching methodology yields significant 
improvements in terms of completeness at the price of a relatively small cost in terms of loss of 
precision.  
The paper is organized as follows. Section 2 describes the dataset while Section 3 illustrates the 
methodology. The results of the matching experiment are reported in Section 4 while Section 5 
focuses on the results of some robustness checks. Section 5 concludes. 
 
 

2. Data 
 

Our analysis is based on the links between two datasets. The first data source is Bureau Van Dijk’s 
Amadeus, a dataset containing accounting and financial information of about 9 million firms from 
34 EU and Eastern European countries. For each firm longitudinal data are available for a period of 
up to ten years. Amadeus draws its information from about 50 country providers, which in most 
cases are the national registers of companies.4 
The main advantage of Amadeus over other data sources is its coverage of small and medium sized 
firms for a large set of countries.  
Company data are harmonized by an identification number (the BVD number), which allows to 
identify uniquely a given business legal entity. The BVD number is based on standard national 
codes such as the registry number or VAT firm number. A BVD number is also available for most 
subsidiaries of company groups. In the case of groups Amadeus provides information on ownership 
links between parent companies and subsidiaries. In most European countries, publicly listed firms 
and corporations with consolidated accounts should report the complete list of subsidiaries - i.e., 
those firms that are controlled de jure (51% of shares) or de facto (the parent company directly or 
indirectly owns a share of the firm’s assets that guarantees an effective control). 
The links between parent companies and subsidiaries are the main source used by BVD for 
constructing corporate structure. Moreover, changes in ownership structure due to mergers, 
acquisitions or spin-offs are taken into account by BVD. Detailed information on these changes is 
reported in the Zephyr dataset, another BVD dataset containing a stock of about 400,000 worldwide 
deals in 2007.  
                                                 
3 The matching program in Java was developed by a colleague at the Computer Science Dept of Bologna University.  
4 The list of the national providers is available at www.bvdep.com. 
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For publicly-listed firms, BvD collects directly around 20 thousands annual reports worldwide 
(BvD, 2006).  
For our purposes we used the Amadeus dataset for the period 1997-2005. Before 1996 information 
on corporate structure reported in Amadeus is less complete and reliable.5 
Our source of patent data is the EPO Worldwide Patent Statistical Database (PATSTAT), which is 
available under license from OECD-EPO Task Force on Patent Statistics. PATSTAT not only 
includes data on patent indicators such as citations and IPCs codes, but also on patent families 
based on priority links. 
Our matching exercise is centered on 2,197 European publicly-listed firms which have disclosed 
information on their R&D expenditures. R&D data were collected from various sources, including 
BVD’s Amadeus, Compustat’s Global Vantage and the UK Department of Industry’s R&D 
Scoreboard. 
Amadeus made it possible to track all changes in names and corporate structure over the period 
1997-2005. After these checks we ended up with around 146,728 distinct subsidiaries. For 130 
firms out of 2,197 we could not find any subsidiary. Table 1 reports the sectoral distribution of 
parent companies, their subsidiaries by the sector of the parent, and the relative amount of R&D 
expenditures. The total number of subsidiaries in Table 1 is larger than 146,728 because of double 
counting. In particular we found that 5251 subsidiaries – around 3,5% - are controlled by more than 
one parent company.  
As Table 1 clearly shows, the sample of firms is concentrated in few sectors such as software, 
electronic instruments and telecommunications equipment, computers, electrical machinery, 
chemicals and pharmaceuticals. The distribution of subsidiaries is still quite concentred but in 
different sector like public utilities, food and tobacco and motor vehicals and telecommunication 
services. Moreover, over 75 per cent of R&D expenditures are accounted for five sectors. Overall, 
the sample firms are representative of the most R&D-intensive sectors in Europe.  
It is important to notice that the sample firms account for about 87 per cent of total business R&D 
in the top 25 European countries (see Table 2). 
                                                 
5 From a conversation with the Italian subsidiary of BVD in Milan we understood that Amadeus has become a 
commercial product in 1996. 
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Table 1 Distribution of Firms, Subsidiaries and consolidated R&D expenditures 

  
Parent Companies 

with R&D  Subsidiaries  R&D expenditures 
2,5 digit industry class N % N % Mil EUR % 
01 Food & tabacco 87 3,96 11784 7,75 36213 3,4 
02 Textiles, apparel & footwear 45 2,05 2025 1,33 1621 0,1 
03 Lumber & wood products 10 0,46 590 0,39 76 0 
04 Furniture 21 0,96 1103 0,73 3746 0,4 
05 Paper & paper products 30 1,37 3105 2,04 3671 0,3 
06 Printing & publishing 27 1,23 2513 1,65 1448 0,1 
07 Chemical products 92 4,19 10296 6,77 113508 9,8 
08 Petroleum refining & prods 38 1,73 5158 3,39 42962 3,1 
09 Plastics & rubber prods 38 1,73 2679 1,76 11301 0,9 
10 Stone, clay & glass 47 2,14 7669 5,05 8584 0,7 
11 Primary metal products 55 2,5 5558 3,66 11171 0,6 
12 Fabricated metal products 60 2,73 3974 2,61 5363 0,3 
13 Machinery & engines 171 7,78 7935 5,22 37780 2,3 
14 Computers & comp, equip, 50 2,28 1734 1,14 5289 0,4 
15 Electrical machinery 78 3,55 7601 5,00 138838 13,4 
16 Electronic inst, & comm, eq, 224 10,2 7258 4,78 161218 13,1 
17 Transportation equipment 18 0,82 2547 1,68 46167 4 
18 Motor vehicles 53 2,41 8396 5,52 257633 19,6 
19 Optical & medical instruments 75 3,41 2565 1,69 11981 0,9 
20 Pharmaceuticals 131 5,96 5309 3,49 258664 18,3 
21 Misc, manufacturing 37 1,68 1371 0,90 2369 0,2 
22 Soap & toiletries 17 0,77 2586 1,70 12480 1,2 
24 Computing software 326 14,84 7934 5,22 31276 1,3 
25 Telecommunications 48 2,18 6464 4,25 29817 2,5 
26 Wholesale trade 53 2,41 1856 1,22 1712 0,1 
27 Business services 50 2,28 1798 1,18 4860 0,4 
28 Agriculture 3 0,14 34 0,02 1 0 
29 Mining 29 1,32 2275 1,50 4017 0,2 
30 Construction 42 1,91 5433 3,57 8357 0,4 
31 Transportation services 17 0,77 3336 2,20 4817 0,4 
32 Utilities 58 2,64 12436 8,18 37931 1,1 
33 Trade 23 1,05 1324 0,87 472 0 
34 Fire, Insurance, Real Estate 27 1,23 1095 0,72 935 0 
35 Health services 9 0,41 124 0,08 454 0 
36 Engineering services 85 3,87 2623 1,73 5275 0,3 
37 Other services 23 1,05 1491 0,98 563 0 
Overall 2197 100 151979 100,00 1302570 100 
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Table 2. Distribution of R&D expenditures by country and by sector  
    R&D expenditure in millions of euros As a share of total expenditure Our sample relative to  

Country Year 
Business 
Sector 

Govt 
Sector 

HEI 
Sector Other Total R&D 

Our 
sample 

Business 
Sector Govt Sector HEI Sector Other 

Business 
sector Total R&D  

Austria 2002 3131 266 1266 21 4684 676 66,8% 5,7% 27,0% 0,4% 21,6% 14,4%  
Belgium 2000 3589 312 1005 58 4964 940 72,3% 6,3% 20,2% 1,2% 26,2% 18,9%  
Bulgaria 2000 15 49 7 0 71 0 21,4% 68,6% 9,8% 0,2% 0,0% 0,0%  
Switzerland 2000 5065 90 1566 132 6852 10086,16 73,9% 1,3% 22,9% 1,9% 199,2% 147,2%  
Cyprus 2000 5 11 6 2 25 0 21,3% 46,6% 24,8% 7,3% 0,0% 0,0%  
Czech Rep. 2000 446 188 106 4 744 1,098279 60,0% 25,3% 14,2% 0,5% 0,2% 0,1%  
Germany 2000 35600 6873 8146 0 50619 34871,29 70,3% 13,6% 16,1% 0,0% 98,0% 68,9%  
Denmark 2000 2596 492 770 34 3892 1227 66,7% 12,6% 19,8% 0,9% 47,3% 31,5%  
Estonia 2000 8 9 19 1 37 1 22,5% 23,1% 52,4% 1,9% 11,4% 2,6%  
Spain 2000 3069 905 1694 51 5719 21 53,7% 15,8% 29,6% 0,9% 0,7% 0,4%  
Finland 2000 3136 468 789 30 4423 3690 70,9% 10,6% 17,8% 0,7% 117,7% 83,4%  
France 2000 19348 5361 5804 439 30954 19258 62,5% 17,3% 18,8% 1,4% 99,5% 62,2%  
Greece 2001 278 188 383 3 852 111 32,7% 22,1% 44,9% 0,4% 39,8% 13,0%  
Croatia 2002 115 60 95 0 271 51 42,7% 22,2% 35,1% 0,0% 43,8% 18,7%  
Hungary 2000 180 106 97 23 405 35 44,3% 26,1% 24,0% 5,6% 19,7% 8,7%  
Ireland 2000 842 96 238 0 1176 517 71,6% 8,1% 20,2% 0,0% 61,4% 44,0%  
Iceland 2000 142 64 41 5 251 4 56,4% 25,5% 16,2% 1,9% 2,7% 1,5%  
Italy 2000 6239 2356 3865 0 12460 37 50,1% 18,9% 31,0% 0,0% 0,6% 0,3%  
Lithuania 2000 16 31 27 0 73 0 21,5% 41,9% 36,5% 0,0% 0,0% 0,0%  
Luxembourg 2000 337 26 1 0 364 2 92,6% 7,1% 0,2% 0,0% 0,5% 0,5%  
Latvia 2000 15 8 14 0 38 0 40,3% 22,1% 37,6% 0,0% 0,0% 0,0%  
Malta 2002 3 2 7 0 12 0 24,7% 16,4% 58,8% 0,1% 0,0% 0,0%  
Netherlands 2000 4458 974 2120 75 7626 8582 58,5% 12,8% 27,8% 1,0% 192,5% 112,5%  
Norway 2001 1814 444 780 0 3037 592 59,7% 14,6% 25,7% 0,0% 32,6% 19,5%  
Poland 2000 432 386 377 2 1197 10 36,1% 32,2% 31,5% 0,1% 2,3% 0,8%  
Portugal 2000 258 222 348 100 927 0 27,8% 23,9% 37,5% 10,8% 0,0% 0,0%  
Romania 2000 103 28 18 0 149 0 69,4% 18,8% 11,8% 0,0% 0,0% 0,0%  
Russia 2000 2087 721 134 7 2948 217 70,8% 24,4% 4,5% 0,2% 10,4% 7,4%  
Sweden 2001 8118 297 2085 10 10511 7470 77,2% 2,8% 19,8% 0,1% 92,0% 71,1%  
Slovenia 2000 167 77 49 3 297 34 56,3% 25,9% 16,6% 1,2% 20,4% 11,5%  
Slovakia 2000 94 35 14 0 143 5 65,8% 24,7% 9,5% 0,0% 4,8% 3,2%  
Turkey 2000 464 86 839 0 1389 0 33,4% 6,2% 60,4% 0,0% 0,0% 0,0%  
UK 2000 18884 3672 5985 529 29070 19224 65,0% 12,6% 20,6% 1,8% 101,8% 66,1%  
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  R&D expenditure in millions of euros As a share of total expenditure Our sample relative to  

Country Year 
Business 
Sector* 

Govt 
Sector* 

HEI 
Sector* Other* 

Total 
R&D* 

Our 
sample 

Business 
Sector Govt Sector HEI Sector Other 

Business 
sector Total R&D  

           
Europe 2000 121054 24902 38694 1528 186177 107661 65,0% 13,4% 20,8% 0,8% 88,9% 57,8%  
EU15 2000 109883 22508 34499 1351 168238 96625 65,3% 13,4% 20,5% 0,8% 87,9% 57,4%  
EU25 2000 111365 23436 35233 1385 171417 96711 65,0% 13,7% 20,6% 0,8% 86,8% 56,4%  
US 2000 216552 29926 33221 10218 289917 0 74,7% 10,3% 11,5% 3,5% 0,0% 0,0%  
Japan 2000 109181 15217 22354 7108 153860 0 71,0% 9,9% 14,5% 4,6% 0,0% 0,0%  

Source: Eurostat and OECD (2007)  
Notes: Intramural R&D Expenditures 
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3. Method 
 
Integration of patent data and accounting data consists of two main stages: name standardization 
and string matching. In the first stage company names may require some preliminary cleaning 
before name standardization takes place. Names standardization requires a series of tasks like 
punctuation standardization (e.g., from FERRARI_,& C. to FERRARI,_& C.) and company name 
standardization (from FERRARI, & C.  to FERRARI, AND COMPANY) (see Magerman, Van 
Looy and Song, 2006). String matching can be carried out by two different approaches: (a) 
character-to-character comparison; (b) more complex approximate string comparison techniques, 
which may increase the number of matches at the cost of a lower precision. It is worth to recall that 
a string is an ordered sequence of symbols or characters. In our case a string is a sequence of letters 
and characters that composes a company name. 
  
Data Preparation and Analysis 
As mentioned before, our analysis draws on two distinct sources of data: (a) a text file containing 
company names, company IDs (BVD numbers), parent IDs and countries names obtained from the 
Amadeus database for different years; and (b) and a file with patent assignee names and countries 
provided by the PATSTAT database.  
Before starting name standardization and matching, the input files have been checked to correct for 
any character encoding, normalize the format (to make sure that data are in correct and comparable 
formats) and remove redundancies. These corrections are important to guarantee a proper 
application of the matching algorithms. 
After this preliminary data cleaning stage we executed a manual inspection of a sample data to 
better understand the characteristic of the dataset and to find specific recurring names like 
COMPANY, LTD, &C., and CO. We also analyzed automatically the data to find punctuation 
symbols (e.g.,  !  “ & @ / and []), special text characters (e.g., Æ Ç È Ë Ä) and non-text characters, 
and an evaluation of string comparison methods on the specific data set. These preliminary tests 
serve the function of calibrating the standardization and matching operations. 
Data analysis is also important to decide the most appropriate string similarity function(s) that 
should be used to match the names. String similarity functions compare two strings and produce a 
number ranging from 0 (= minimum similarity or maximum distance) to 1 (= maximum similarity 
or perfect matching). Among the various similarity functions, there are two that are worth to 
mention for their widespread use in the literature on data integration or harmonization (Navarro, 
2001).  
The first category of similarity functions is based on edit distance. For instance, the Levenshtein 
distance between two strings is defined as the minimum number of operations needed to transform a 
string into another one. The transformation of string can be obtained by character inserting, 
substituting, swapping or substitution (Levenshtein, 1966). An extension of the Levenshtein edit 
distance was developed by Smith and Waterman (1981). The main difference with the Levenshtein 
distance is that character mismatches at the beginning and the end of strings are ignored in the 
calculation of distance. For instance, two companies ‘Dr Michal White Plc’ and  ‘Michael White 
Plc, Dr’ has a short distance using the Smith-Waterman distance. 
The similarity between two strings x and y of length nx and ny can be calculated as 1-d/N, where 1 
is the maximum similarity, d is the distance between x and y and N=max{nx , ny}. To calculate the 
distance between two strings we need to assign a cost c to each operation required to transform the 
string x into string y (or viceversa). The cost is 1 for substitution and deletion of a character and 0 
for perfect matching characters. For instance, the edit distance between IBM and INTEL is 1 – 
[c(I,I)+c(B,N)+c(M,T)+c(∅,E)+C(∅,L)]/5 = 1-4/5=1/5.  
The second category of similarity functions rely on token-based distance. Measures of token 
distance, like the J similarity index, are based on the division of strings into tokens or sequences of 
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characters. Token-based distance functions account for differences due to the position of the same 
tokens between otherwise identical strings (e.g., Enzo Ferrari and Ferrari Enzo). 
To see which of these two similarity distance fit best our data we applied both measures to a small 
sample of data and analyzed manually the outcome of each matching procedure.  
Using the edit distance, allowing substitution, deletion, insertion and character swapping, we found 
a series of problems that can be illustrated by using the following true examples: 

 
1. HILLE & MUELLER GMBH & CO. /HILLE & MULLER GMBH & CO KG /HILLE & 

MÜLLER GMBH & CO KG  
2. AB ELECTRONIK GMBH/AB Elektronik GmbH 
3. BHLER AG /BAYER AG 

 
The first two cases contain some spelling variations (e.g. Ü and UE) and spelling errors ( k and C) 
respectively. While spelling variations can be approached by using edit distance functions with 0 
transformations cost, spelling errors cannot be easily automatically identified without significantly 
reducing the precision of the method. However, these two case clearly show that the use of edit 
distances may increase the number of true positive matches compared with perfect match.  
The third case illustrates an important drawback of this similarity function. The two strings have a 
low edit distance although they describe two unrelated companies. This demonstrates that an 
automatic application of edit distances to minimize the cost of string transformation (with only one 
or two operations) is made difficult by the distribution of company names in our dataset. 
 
To test the performance of the second category of string similarity functions we used the J token 
distance after breaking the strings on white spaces and computing the fraction of common tokens.  

yx
yxyx

yx
yx

yxJ
U

IU

U

I −
=−=1),(     

where yxI  measures the number of common tokens between strings x and y while yxU  
measures the total number of distinct tokens.  
Applying the J distance to our dataset yields the following potential matches: 

1. AAE HOLDING /AAE TECHNOLOGY INTERNATIONAL 
2. Japan as represented by the president of the university of Tokyo /President of Tokyo 

University 
3. AAE HOLDING /AGRIPA HOLDING 
4. VBH DEUTSCHLAND GMBH /IBM DEUTSCHLAND GMBH 

The first two cases highlight the merits of similarity functions using the token-based distance. The 
third case shows that the database contains non-discriminating tokens like HOLDING which occur 
with a high frequency in our database. Non-discriminating tokens should be given a smaller weight 
than significant tokens like AAE in the matching process. Case 4 indicates that similarity functions 
centred on the token-based distance do not completely wipe out the problems found with similarity 
functions based on edit distance.  
 
Name standardization 
The standardization procedure we adopted has been partially taken from Magerman, Van Looy and 
Song (2006). The main standardization operations can be divided into the following categories: 

1. Character Cleaning 
2. Punctuation Cleaning 
3. Legal Form Indication Treatment 
4. Spelling Variation Standardization 
5. Umlaut Standardization 
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6. Common Company Name Removal6 
7. Creation of an Unified List of Patentees 

Unlike Magerman, Van Looy and Song (2006), who rely on a perfect matching approach, we did  
not remove white spaces in company names because these spaces are useful for calculating the 
token-based distance. Moreover we did not apply operations (6) and (7) because the use of the 
weighted J score allows us to overcome these steps. As we explain below, tokens with a high 
frequency in the dataset are assigned low weights and therefore have a small impact in the 
computation of the J Score. At the same time, maintaining common company names allows to fully 
use the information coming from PATSTAT and Amadeus and avoids the creation of a new ID 
index required in operation (7).  
 
 
Matching 
As discussed before, character-to-character comparison of standardized strings yields a high level of 
precision at the cost of completeness. On the contrary, application of string distance functions may 
increase completeness at the cost of a lower precision. 
To account for non-discriminating tokens we multiply each token with a weight which is inversely 
proportional to its frequency in the dataset. Formally, each token i is weighted with a weight wi = 

1)log(
1

+in
, where ni is the frequency of the token in the dataset.  This weighting method is a 

simplified version of the the tf–idf weight (term frequency–inverse document frequency) (Salton 
and Buckley, 1988). 
 
To reduce the computational complexity of the J similarity index we calculate it as follows: 
 

yx
yx

+

I2
 

 
where the denominator is the sum of all tokens, including those tokens that are contained in both 
strings. This may result in some double counting. On other hand, it would be extremely costly from 
a computation viewpoint to find tokens common to two strings (company names). To correct in part 
for this problem we have multiplied the index by a factor of 2. 
Thus, the weighted J distance is equal to the following expression: 
 

jjii

jjii
jiji ywxw

ywxw
wwyxJ

⋅+⋅

⋅⋅
−=

I
21),,,(  

 
Where xi ∈x and yi ∈y and wi and wj are the weights inversely correlated with the  frequency of 
tokens xi and yi in the dataset. 
 
                                                 
6 To illustrate this procedure, consider the following example. “S.F.T. SERVICES SA”, “S.F.T. SERVICES” and 
“S.F.T. SERVICE” after standardization are transformed into “ SFT SERVICE”. 
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To illustrate the inverse relationship between the frequency of the token in the dataset and its weight 
consider the following tokens:  
 

token  frequency weight 
INTERNATIONAL  2183 0.12 
HOLDING  1628 0.12 
TECHNOLOGY 1207 0.12 
AGRIPA 1 1 
AAE 1  1 1 

 
 The tokens above have been found, for example, in the following strings: 
– S1: AAE HOLDING 
– S2: AAE TECHNOLOGY INTERNATIONAL 
– S3: AGRIPA HOLDING  
Their sets of tokens and common tokens are: 
– t1 = {AAE, HOLDING} 
– t2 = {AAE, TECHNOLOGY, INTERNATIONAL} 
– t3 = {AGRIPA , HOLDING} 
– t1 ∩ t2 = {AAE} 
– t1 ∩ t3 = {HOLDING} 
Without token weighting, strings S1 and S2 have a J distance equal to 1- 1/(2+3)=0.80. When the 
similarity function is adjusted to account for the relevance of each token in the data set the J 
distance becomes 1-1/(1+.12+1+.12+0.12)=0.57. In this case weighting reduces the number of 
operations (and therefore the costs) needed to transform S1 into S2.  

 
 
4. Results 
 

Our matching experiment focuses on different matching entities: the applicants and applications. In 
what follows, we estimate how many distinct applicant names (in PATSTAT) are matched to a 
given company name (in Amadues) and how many patent applications per matched name are found 
at different levels of the Jaccard index.  
Figure 1 reports in the vertical axis the percentage increase in matched names with different 
similarity levels (J scores) for PATSTAT applicants matched with the 2,197 parent companies and 
their subsidiaries in our sample. The baseline is the number of matched obtained with a J score of 
100% (or 1), corresponding to the maximum level of similarity (perfect match or minimum 
distance). It is worth to remember that the J score declines with the distance between names and 
becomes 0 in case of maximum distance. The horizontal axis reports a restricted range of the J score 
(75% to 100%). The reason why we use a 75 per cent J score as a lower bound is that below this 
value the quality of the matching, as we show later on, deteriorates very rapidly.  
Figure 1 shows that, relative to the baseline (J=100%), the number of applicants matched increases 
substantially when the level of precision is allowed to decline. 
Figure 2 reports the same results for the number of matched applications. The number of matched 
applications also increases with decreasing levels of the J score. However, the gains relative to the 
baseline J score are smaller than in the case of matched applicants. The reason for this difference is 
that many applications are filed by few large patent assignees whose names are often more 
standardized. Therefore, the potential gains from similarity matching as compared with perfect 
matching are relatively limited.  
It is interesting to note that for both parent applicants and applications the gain in terms of number 
of matches is greater in the case of US patents than EPO patents – i.e., the relative percentage of 
matching at the baseline is higher for EPO names. This may be explained by the fact that EPO 
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names and Amadeus names are more similar than USPTO names and Amadeus names in our 
dataset.  
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Figure 1 Number of matching links by different level of J score – Applicants 
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Figure 2 Number of matching links by different level of J score – Applications 
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Table 2 reports the number of matched patents by sector with a J score larger than 75 per cent.7  
The distribution of matched patents by sector appears to be in line with the distribution of R&D 
expenditures reported in Table 1, with the exception of pharmaceuticals.8  The Spearman’s rank 
correlation between R&D and patents by sector is about 0.83 (p-value =.0000).   
It is also interesting to see how patents obtained by our matching method correlate with R&D 
expenditures at the firm level. Figure 3 reports the Pearson’s correlation index between the number 
of patents and R&D expenditures at different levels of the J score. The R&D-patent correlation 
remains quite stable up to levels of J score of 76% and then declines sharply especially in the case 
of US patents (and US and EPO patents combined). This result confirms that allowing for lower 
levels of the J score leads to a substantial loss of precision.9 Moreover, Figure 3 suggests that the 
maximum level of patent-R&D correlation is reached at levels of J score between 0.75 and 0.76. 
The decline in the correlation between R&D expenditures and patents is particularly marked in the 
case of US patents for reasons that are not completely clear at this stage of our research. One 
possible reason is that matching USPTO applicant names with Amadeus company names is 
particularly problematic because Amadeus is a European-based product, especially when we allow 
low levels of name similarity (low J scores). Another possible reason is that for low values of the J 
score the number of US patents assigned to a given Amadeus name (R&D spender) increases 
artificially. For low values of the J score, the number of similar names increases and the probability 
to assign a large number of patent applications to the same R&D spender increases accordingly. 
This effect is probably more marked in the case of US patents because, compared with the EPO, the 
USPTO system seems to contain a larger number of compact names and acronyms made of one or 
few tokens. A further potential source of bias in the R&D-patent correlation arises from the 
difference in publication lag between the USPTO and the EPO systems that may affect the number 
of matched applications.10   
Figure 4 digs deeper into the association between patents and R&D at the firm level by showing 
that the number of patents per R&D expenditures increases at lower levels of the J score. And, in 
particular, below J=0.72 the patent-R&D ratio bursts up. We should remember that lower levels of 
the J score imply a higher risk of assigning a patent to the wrong R&D-disclosing firm.11   
 
                                                 
7 We started with 11,903 original applicant names in EPO granted patents and ended up with 1,256 harmonized names. 
8 The small share of patents by pharmaceuticals firms relative to their share of R&D expenditures is in line with the 
declining R&D productivity of this industry reported by earlier works (e.g., Lanjouw and Shankerman, 2004). 
9 Similarly, the Spearman’s ranks correlation (not shown) indicates that for lower levels of J score we have a rapid 
decrease in the patent-R&D correspondence at the firm level. 
10 EPO patent applications are published after 18 months from the application whereas until March 2001 USPTO 
applications where not published before the patent was granted.  
11 Drawing on a subset of the 2,197 firms and harmonized names obtained with the string similarity approach described 
here, Hall, Thoma and Torrisi (2007) have analyzed the market value of EPO and USPTO patents.  
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Table 2 Distribution of matched granted patents by sector with a J score > 0.75 
  EP patents US patents EP + US patents 
2.5 digit industry class n % n % n % 
01 Food & tobacco 5060 1.9 8071 2.6 13131 2.3 
02 Textiles. apparel & footwear 1140 0.4 1672 0.5 2812 0.5 
03 Lumber & wood products 140 0.1 75 0.0 215 0.0 
04 Furniture 606 0.2 935 0.3 1541 0.3 
05 Paper & paper products 2236 0.9 2046 0.7 4282 0.8 
06 Printing & publishing 462 0.2 236 0.1 698 0.1 
07 Chemical products 34888 13.4 30966 10.1 65854 11.6 
08 Petroleum refining & prods 11898 4.6 10947 3.6 22845 4.0 
09 Plastics & rubber prods 3281 1.3 3487 1.1 6768 1.2 
10 Stone. clay & glass 5186 2.0 5332 1.7 10518 1.9 
11 Primary metal products 5972 2.3 8294 2.7 14266 2.5 
12 Fabricated metal products 5912 2.3 8560 2.8 14472 2.5 
13 Machinery & engines 10647 4.1 12183 4.0 22830 4.0 
14 Computers & comp. equip. 1131 0.4 2573 0.8 3704 0.7 
15 Electrical machinery 44031 16.9 51938 16.9 95969 16.9 
16 Electronic inst. & comm. eq. 19123 7.3 36958 12.0 56081 9.9 
17 Transportation equipment 2885 1.1 3551 1.2 6436 1.1 
18 Motor vehicles 34932 13.4 50714 16.5 85646 15.1 
19 Optical & medical instr 3994 1.5 4078 1.3 8072 1.4 
20 Pharmaceuticals 25314 9.7 28516 9.3 53830 9.5 
21 Misc. manufacturing 1770 0.7 1483 0.5 3253 0.6 
22 Soap & toiletries 9273 3.6 6561 2.1 15834 2.8 
24 Computing software 1139 0.4 1852 0.6 2991 0.5 
25 Telecommunications 4289 1.6 4462 1.5 8751 1.5 
26 Wholesale trade 1034 0.4 778 0.3 1812 0.3 
27 Business services 512 0.2 572 0.2 1084 0.2 
28 Agriculture 0 0.0 0 0.0 0 0.0 
29 Mining 1726 0.7 2624 0.9 4350 0.8 
30 Construction 1813 0.7 919 0.3 2732 0.5 
31 Transportation services 4631 1.8 3690 1.2 8321 1.5 
32 Utilities 6694 2.6 8264 2.7 14958 2.6 
33 Trade 277 0.1 245 0.1 522 0.1 
34 Fire. Insurance. Real Estate 198 0.1 146 0.0 344 0.1 
35 Health services 128 0.0 110 0.0 238 0.0 
36 Engineering services 1972 0.8 3179 1.0 5151 0.9 
37 Other services 6545 2.5 1271 0.4 7816 1.4 
Overall 260839 100.0 307288 100.0 568127 100.0 
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Figure 3 Pearson Correlation Index of R&D and patents by different levels of the J score   
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Figure 4 Mean of the ratio patents/R&D by different levels of the J score 
 

 
A different way to find the lowest acceptable level of the J score is to see how the levels of false 
positives and false negatives vary with the J score. 
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To estimate the incidence of false positives we focused on EPO patents and checked manually all 
the occurrences up the level of J score = 70%. As Figure 6 clearly shows, there are small numbers 
of false positives. The frequency of false positives falls to zero for levels of the J score larger than 
85%. In future research we will conduct the same analysis on USPTO patents.  
 
 
Figure 5 Cumulative false positives by different levels of J score – EPO patents 
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We searched manually for cases of false negatives in the case of EPO patents. To see whether our 
method fails to match a substantial number of applicants we checked all the European applicants 
with 15 patents or more. There are 1,326 European applicants falling in this category which have 
not been matched by our procedure. Only 112 of such cases (8.5%) can be considered as false 
negatives. A large share of false negatives is due to differences in the applicant’s country between 
PATSTAT and Amadeus. Other false negatives are due to spelling errors and missing tokens in 
company names.  
 
 
5. Robustness checks 

 
In this section we compare our results with those obtained by other standardization methods. In 
particular, we consider as a benchmark the Thomson Scientific’s Derwent World Patent Index 
(2002). 
The Derwent Index covers about 21,000 assignees. Each assignee is given a four-letter code, which 
is normally based on the name of the applicants. Prior to 1992 a maximum of four applicants per 
patent document were assigned a code. From 1963 to 1969 all applicants, including individuals, 
were assigned four-letter codes. After 1970 unique codes have been assigned to companies who 
make a significant number of patent applications. These companies and their four letter codes are 
named ‘standard’ while other companies are treated as ‘non-standard’. The subsidiaries of large 
groups are normally assigned the same standard code, even when their names differ from that of the 
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parent company. For example the code PENN is used for the following list of firms belonging to the 
same legal entity: 

• Pennsalt Chem Corp 
• Pennsylvania Salt Mfg Co  
• Pennwalt Corp  
• Pennwalt France SA 
• Pennwalt Holland BV 
• Pennwalt Ltd 

In cases of conglomerates, like the Japanese Mitsubishi, Toshiba and Hitachi, individual 
subsidiaries may be given their own codes. 
To maintain a given level of consistency over time, in case of change of company names Derwent 
retains the standard code. For example, Bayer AG, formerly Farbenfabriken Bayer AG, is still 
coded FARB. When two organizations, with standard patent assignee codes, merge Derwent 
normally maintain the standard patent assignee code for each organization as long as patents filed 
under the names of the independent organizations continue to appear. 
For instance, the SANO and CIBA codes have continued to be applied to Novartis (NOVS) after the 
merger of Sandoz (SANO) and Ciba (CIBA) for all patents filed under the names of Sandoz and 
Ciba. However, in case of M&As, demergers and takeovers that involve two large companies 
Derwent does not follow a standard procedure. If a new code was generated for Novartis (merger), 
in other cases one code was maintained and the other was dropped – e.g., Smithkline Beecham, 
Bristol-Myers Squibb and Glaxo Wellcome. 
Finally, applicants codes are not generally changed retrospectively. 
Although the Derwent standardization procedure was developed for US patent assignees, it can also 
be applied to other datasets like Amadeus and EPO.  
We standardized applicant names in PATSTAT and Amadeus according to the Derwent index and 
used the results of this procedure as a benchmark for our standardization method.12 
 
                                                 
12 Rachel Griffith, Gareth Macartney and colleagues at the IFS have developed a software implementation of Derwent 
procedure. They have also implemented some standard cleaning and punctuation removal to the ASCII standard code. 
We thank these colleagues for kindly providing us with the STATA code. 
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Table 3 Distribution of matched granted patents by sector with the Derwent method as share of our matching 
  EP patents US patents EP + US patents 
2.5 digit industry class % % % 
01 Food & tabacco 40.7 69.0 58.1 
02 Textiles. apparel & footwear 826.9 91.9 389.9 
03 Lumber & wood products 99.3 76.0 91.2 
04 Furniture 443.2 72.3 218.2 
05 Paper & paper products 33.9 53.9 43.4 
06 Printing & publishing 2.4 67.8 24.5 
07 Chemical products 82.8 74.8 79.0 
08 Petroleum refining & prods 57.6 81.0 68.8 
09 Plastics & rubber prods 62.6 63.0 62.8 
10 Stone. clay & glass 46.5 61.4 54.0 
11 Primary metal products 56.0 40.7 47.1 
12 Fabricated metal products 50.3 74.5 64.6 
13 Machinery & engines 81.1 81.5 81.3 
14 Computers & comp. equip. 47.5 56.4 53.7 
15 Electrical machinery 49.8 92.7 73.0 
16 Electronic inst. & comm. eq. 90.0 47.6 62.0 
17 Transportation equipment 73.5 53.5 62.5 
18 Motor vehicles 69.8 88.6 80.9 
19 Optical & medical instr 63.3 68.9 66.1 
20 Pharmaceuticals 66.5 86.3 77.0 
21 Misc. manufacturing 63.9 95.0 78.1 
22 Soap & toiletries 66.7 62.2 64.9 
24 Computing software 90.7 65.0 74.8 
25 Telecommunications 87.2 80.5 83.8 
26 Wholesale trade 39.3 75.7 54.9 
27 Business services 55.7 67.3 61.8 
28 Agriculture na na na 
29 Mining 118.8 35.2 68.4 
30 Construction 61.6 54.4 59.2 
31 Transportation services 63.2 89.1 74.7 
32 Utilities 75.8 68.2 71.6 
33 Trade 135.4 83.7 111.1 
34 Fire. Insurance. Real Estate 66.7 63.0 65.1 
35 Health services 71.1 77.3 73.9 
36 Engineering services 59.5 29.3 40.9 
37 Other services 3.1 25.9 6.8 
Overall 69.7 75.2 72.6 
 
A first level of comparison concerns the total number of matched patents. Table 3 shows the 
sectoral distribution of patents matched by the Derwent method. We should recall that the Derwent 
method is used to carry out perfect matches between company names in PATSTAT and Amadeus 
by relying on the standard four digit codes assigned by Derwent. This is different from the case of J 
score=100%, which is calculated by weighting all tokens in each string. The use of approximate 
matching algorithms can yield a gain of around 40 % over the perfect name matching, with both US 
patents and EPO patents. However the matching gain varies significantly across sectors. In 
traditional sectors, such as textiles, apparel & footwear, furniture, mining and trade, the Derwent 
method outperforms the approximate matching. This suggests that the perfect matching method is 
better at tracing the evolution of company names in traditional sectors. But this issue should be 
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examined more carefully because the standardized names reported by the Derwent Index are not 
unique for a given company and this may give rise to a substantial number of false positives. 
Moreover, in sectors characterized by higher turbulence (large numbers of entries and exits, and 
M&As), such as computers and telecommunications, approximate matching has a better 
performance than perfect matching. 
A further comparison between the two methods can be done on the ground of accuracy. First, we 
found that around 89.9% of patents matched by the Derwent method are also matched by our 
procedure. Second, about 94.2% of applicants matched by the Derwent method are also matched by 
our method. Third, 82.3% of patents-applicants matched by the Derwent method are also matched 
by the approximate matching procedure. However, using the Derwent method leads to 314 cases 
where the number of matched legal entities (from Amadeus) is larger than the number of applicants 
(from PATSTAT). By contrast, the approximate matching yields only 29 of such cases. These 
numbers may point out a higher accuracy of the ASM method as compared with the Derwent file. A 
more accurate analysis of false positives generated by the Derwent method will be done in future 
research. 
 
6. Conclusions 
 
This paper illustrates the results of a test of company name standardization and matching. Our 
analysis is based on two data sources: the PATSTAT patent database (USPTO and EPO patents) 
and the Amadeus accounting and financial dataset. Our experiment focuses on 2,197 European 
publicly listed firms and their subsidiaries. Earlier studies have mostly relied on manual, ad-hoc 
methods. More recently some scholars have started experimenting with automatic matching 
techniques. Our results contribute to the literature by comparing two different approaches – the 
character-to-character match of harmonized company names (perfect matching) and the 
approximate matching based on the J similarity string index. Our results show that approximate 
matching yields substantial gains over perfect matching, in terms of frequency of positive matches, 
with a limited loss of precision – i.e., low rates of false positives and false negatives. 
Moreover, our study shows that for levels of J similarity score above 75 per cent the distribution of 
matched patents by sectors is similar to the sectoral distribution of the R&D expenditures. 
Moreover, patent-R&D ratios in specific sectors appear to be in line with those reported in studies 
on R&D productivity.  Furthermore, the correlation between R&D expenditures and patents at the 
firm level remains high and significant for J scores between 75 and 100 per cent. Below the 75 per 
cent level, the number of matched patents per R&D expenditure increases very rapidly mostly 
because of an increasing imprecision in names matching.  
Our analysis also shows that the number of false positives is linearly decreasing in the level of the 
Jaccard similarity score. In future research we will use confidence intervals derived from the 
distribution of false positives to weight our matching links.  
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