
Journal of Geometry and Physics 105 (2016) 2–24

Contents lists available at ScienceDirect

Journal of Geometry and Physics

journal homepage: www.elsevier.com/locate/jgp

Fourier theory and C∗-algebras

Erik Bédos a, Roberto Conti b,∗
a Institute of Mathematics, University of Oslo, P.B. 1053 Blindern, N-0316 Oslo, Norway
b Dipartimento SBAI, Sapienza Università di Roma, Via A. Scarpa 16, I-00161 Roma, Italy

a r t i c l e i n f o

Article history:
Received 2 March 2015
Received in revised form 16 February 2016
Accepted 5 March 2016
Available online 24 March 2016

MSC:
22D10
22D25
46L55
43A07
43A65

Keywords:
Fourier series
Twisted group C∗-algebras
Twisted C∗-dynamical systems
Twisted C∗-crossed products
Maximal ideals

a b s t r a c t

We discuss a number of results concerning the Fourier series of elements in reduced
twisted group C∗-algebras of discrete groups, and,more generally, in reduced crossed prod-
ucts associated to twisted actions of discrete groups on unital C∗-algebras. A major part of
the article gives a review of our previous work on this topic, but some new results are also
included.

© 2016 Elsevier B.V. All rights reserved.

A Banach space X is said to have the metric approximation property (MAP) if the identity map on X is a point-norm
limit of finite-rank linear contractions. As a result of work of M.D. Choi, E. Effros, E. Kirchberg and others in the 1970s,
it was known that a C∗-algebra A is nuclear if and only if it has the completely positive approximation property (CPAP),
i.e., the identity map on A is a point-norm limit of completely positive finite-rank linear contractions. In particular, A has
the MAP whenever it is nuclear, and it was believed that the converse should also be true. It came therefore as a surprise
when U. Haagerup was able to show in [1] that the reduced group C∗-algebra C∗

r (F2) of the free group F2 is an example of a
nonnuclearC∗-algebra having theMAP. In the course of the proof of this result, Haagerup actually showed the following facts,
that for different reasons have exerted a lasting influence on the subsequent development of noncommutative harmonic
analysis.

• Let | · | denote the word length function on F2 = ⟨a, b⟩ w.r.t. S = {a, b, a−1, b−1
}. Then | · | is proper and negative

definite. Equivalently, using Schoenberg’s theorem, the functions on F2 given by ψt(g) = e−t|g| are vanishing at infinity
and positive definite for every t > 0. Since ψt converges pointwise to 1 as t → 0, this means, using more recent
terminology [2], that F2 has the Haagerup property.
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• If f ∈ Cc(F2), that is, if f is complex function on F2 having finite support, and λ(f ) denotes the associated left convolution
operator acting on ℓ2(F2), then the operator norm of λ(f ) satisfies

∥λ(f )∥ ≤ 2


g∈F2

|f (g)|2(1 + |g|)4
1/2 

=2 ∥f (1 + | · |)2∥2

.

Thus F2 has the rapid decay property (RD) in the sense of P. Jolissaint [3].
• If ϕ : F2 → C is such that K := supg∈F2

|ϕ(g)|(1 + |g|)2 < ∞ , then we have

∥λ(ϕf )∥ ≤ 2K ∥λ(f )∥

for every f ∈ Cc(F2). This shows that ϕ gives rise to amultiplier of C∗
r (F2).

Our work started from the desire to highlight the existence of a somewhat hidden track relating these results and related
developments in noncommutative harmonic analysis to more traditional issues about the classical theory of Fourier series.

In Section 1 we collect some background material on classical Fourier series, group theory and the various operator
algebras associated to (discrete) groups. The presentation covers more topics than strictly needed, with the purpose of
providing a reference and a source of inspiration also for future works. In Sections 2 and 3, more biased towards our own
contributions [4–8], we present some results illustrating various aspects of Fourier theory in (possibly twisted) discrete
reduced group C∗-algebras and reduced C∗-crossed products.

Due to space and time limitations,wehave omitted a discussion of a number of different themes, such as noncommutative
Lp-spaces, groupoids and quantum groups, where a combination of Fourier theory and C∗-algebras also plays a nontrivial
role. The interested reader may for instance consult [9–22] for a small sample.

1. Background

1.1. Classical Fourier series

The classical theory of Fourier series deals with periodic functions on the real line R, i.e., with functions on the torus
group T = R/Z, usually identified with the interval [−π, π).

Let f : T → C be a function in L1(T). For every n ∈ Z, the n-Fourier coefficient of f is defined by

cn :=
1
2π

 π

−π

f (t)e−intdt.

It is customary to use the notationf (n) for cn. The (formal) Fourier series of f at t ∈ T is given by

S[f ](t) =


n∈Z

cneint

and, for N ∈ N, its N-partial sum at t ∈ T is defined by

SN [f ](t) =

N
n=−N

cneint .

The original idea of J.B. Fourier of replacing a function f with its Fourier series dates back to 1807 and was aimed at
solving a problem of heat diffusion in ametal plate. Nowadays, some basic Fourier analysis, e.g. the Fourier transform f →f
provides a unitary operator from L2(T) onto ℓ2(Z) and the L2-convergence of SN [f ] towards f for every f in L2(T), is a part
of the tool box of many science students. Convergence of Fourier series in other ways gives rise to more delicate problems.
Among the impressive body of results, we mention a few highlights.

In 1873, P. du Bois-Reymond showed the existence of a continuous function for which convergence fails at some point. In
1923, A. Kolmogorov produced an example of a function in L1(T) (but not in L2(T)) having a Fourier series thatwas divergent
almost everywhere (a.e.). He even showed in 1926 that the Fourier series can diverge everywhere. In particular, N. Lusin had
asked in 1920 whether the Fourier series of any continuous function converged a.e. This problem was not answered before
1966, when L. Carleson indeed showed that the Fourier series of any function in L2(T) converges a.e. This result was soon
extended by R. Hunt to Lp(T), for any p > 1.

If f ∈ C(T), then SN [f ] converges uniformly (to f ) as N → ∞ whenever S[f ] is absolutely convergent, that is, wheneverf ∈ ℓ1(Z). This happens for example when f belongs to C1(T), and the speed of convergence is then known to increase
with the smoothness of f , this being reflected in the decay rate of the Fourier coefficients. To the best of our knowledge, no
precise characterization of those continuous functions having a uniformly convergent Fourier series is presently available.

Building upon the work of Abel, Cesáro, Poisson, Fejér, and others, there are somewell-known procedures, often referred
to as summation processes, to enforce uniform convergence by modifying the expression of the Fourier series: for a
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sequence (ϕN) of complex functions on Z, one considers the (formal) series

MN [f ](t) :=


n∈Z

ϕN(n)f (n)eint
for f ∈ C(T) and t ∈ T. For certain specific choices of (ϕN), one may argue that the series MN [f ](t)makes sense for every
t and that MN [f ] converges uniformly to f as N → ∞ for every f ∈ C(T). (The same idea may also be used to ensure
Lp-convergence when dealing with functions in Lp(T) for 1 ≤ p < ∞.)

For instance, the sequence of Cesáro means associated with the sequence of partial sums (SN [f ]) can be written as

σN [f ](t) =


k∈Z

ϕN(n)f (n)eint ,
where ϕN : Z → C is given by ϕN(n) = 1 −

|n|
N if |n| ≤ N − 1 and 0 otherwise.1 Fejér’s theorem from 1904 then says that

σN [f ] converges uniformly to f as N → +∞ for every f ∈ C(T). (The Lp-version is also true.)
Similarly, replacing the sequence (ϕN)with the family (ϕr)r∈(0,1), where ϕr(n) = r |n| for n ∈ Z, leads to the Abel–Poisson

summability of the Fourier series of any f ∈ C(T).
As we will discuss in this paper, Fourier series and a whole bunch of related constructions continue to make sense in

the noncommutative framework of operator algebras associated with discrete groups and with (possibly twisted) actions
of such groups. We will see that many of the results mentioned above dealing with uniform convergence admit a more or
less straightforward generalization (the statement, not the proof!) to the C∗-algebraic setting.2

1.2. Groups

Itmay be argued that groups have their origin in thework of N.H. Abel and E. Galois on the (non-)solvability of polynomial
equations of arbitrary degree by radicals. Group theory has been ever since one of themost fascinating areas ofmathematics.
Groups have played a role in basically every aspect of pure mathematics and in many applications to other branches of
science, especially physics but also chemistry, geology, etc. The theory has been developing from the study of the simplest
to the most convoluted examples.

Dealing with classical Fourier series, we have been considering functions on the torus group T. One may replace T with
any other locally compact Abelian group, as is done in abstract commutative harmonic analysis, and proceed along similar
lines. However, when facing the problem of uniform convergence, there are some natural generalizations that go beyond
the Abelian case.

In order to explain this point, we first represent C(T) faithfully as multiplications operators on L2(T). Then we observe
that the Fourier transform implements a ∗-isomorphism Φ from B(L2(T)) onto B(ℓ2(Z)), that maps the space of operators
associated with trigonometric polynomials onto the span S of all translation operators on ℓ2(Z). Using the density of the
trigonometric polynomials in C(T), we deduce thatΦ maps C(T) onto the closure of S w.r.t. the operator norm, that is, onto
the reduced group C∗-algebra C∗

r (Z) (by definition). Now, it is clear, at least in principle, that we can replace Z with any
discrete group G and consider the reduced group C∗-algebra C∗

r (G) generated by (left) translations operators on ℓ2(G). More
generally, wewill consider the twisted reduced group C∗-algebra C∗

r (G, σ ) associatedwith a 2-cocycle σ : G×G → T. Since
Fourier series make sense in this setting too, together with their summation processes (using multipliers), a natural goal is
to upgrade our knowledge of the theory of Fourier series to this level of generality. However, the new scenario forces us to
ask whether there are some kind of special requirements on the group G that play a role in the formulation of the results
we are looking for. As we will see, depending on the various situations at hand, the group in question is often required to
satisfy some additional properties, reflecting various geometrical and analytical features.

1.3. Operator algebras associated with groups

In his search of rigorous mathematical tools for a sound formulation of quantum theories, J. von Neumann started the
field of operator algebras, i.e., the study of algebras of operators onHilbert spaces. Pretty soon he realized that the richness of
the world of groups allows very interesting constructions of operator algebras, an idea that has been exploited ever since by
all the practitioners in this area of research. This trend has become even more fascinating in recent times, e.g. in connection
with the massive work around the so-called Baum–Connes conjecture (with or without coefficients).

1 Note that σN [f ] = FN ∗ f , where FN (t) =
1

N+1


sin


(N+1) t

2


sin


t
2

 2
is the Fejér kernel, satisfying FN = ϕN .

2 Note that several classical results for Fourier series deal with pointwise convergence to (periodic) functions that are not necessarily continuous
(e.g., consider the well-known Gibbs phenomenon). One might ask which operator algebraic framework is the best to discuss possible noncommutative
generalizations involving non-continuous functions. As L∞(T) translates as the group von Neumann algebra vN(Z) one option is to use vN(G) for some
discrete group G. However, such a space might be too big. For instance, the smallest C∗-algebra containing the piecewise continuous functions on T is the
space B(T) of complex-valued bounded Borel functions. But it is not clear to us what is the best noncommutative analog of such a space.
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We now proceed to introduce some of the various operator algebras associated to groups. A (normalized) 2-cocycle on G
with values in T is a map σ : G × G → T such that

σ(g, h)σ (gh, k) = σ(h, k)σ (g, hk) for all g, h, k ∈ G,
σ (g, e) = σ(e, g) = 1 for all g ∈ G.

It follows that σ(g, g−1) = σ(g−1, g) for all g ∈ G. The set of all such cocycles,3 denoted by Z2(G,T), becomes an abelian
group under pointwise product, the inverse operation corresponding to conjugation: σ−1

= σ , where σ(g, h) = σ(g, h),
and the identity element being the trivial 2-cocycle on G denoted by 1.

An element β ∈ Z2(G,T) is called a coboundary whenever one has β(g, h) = b(g)b(h)b(gh) for all g, h ∈ G, for some
function b : G → T with b(e) = 1; in this case we write β = db (such a b is uniquely determined up to multiplication by
a character of G). The set of all coboundaries B2(G,T) is a subgroup of Z2(G,T).We denote elements in the quotient group
H2(G,T) := Z2(G,T)/B2(G,T) by [σ ] and writeσ ∼ σ when [σ ] = [σ ] for σ ,σ ∈ Z2(G,T).

An instructive and much studied class of examples is the following. Let n ∈ N andΘ ∈ Mn(R). Define σΘ ∈ Z2(Zn,T) by

σΘ(x, y) = ei x·(Θy)

for x, y ∈ Zn. Then σΘ ∈ B2(Zn,T)wheneverΘ is symmetric. Indeed, in this case, σΘ = dbΘ where

bΘ(x) = e−i 1
2 x·(Θx).

In general, we have [σΘ ] = [σΘ ], where Θ denotes the skew-symmetric part of Θ. Every element in H2(Zn,T) may be
written as [σΩ ] for some skew-symmetricΩ ∈ Mn(R).

A σ -projective unitary representation U of G on a (non-zero) Hilbert space H is a map from G into the group U(H) of
unitaries on H such that

U(g)U(h) = σ(g, h)U(gh) for all g, h ∈ G.

We then have U(e) = IH (the identity operator on H) and

U(g)∗ = σ(g, g−1)U(g−1) for all g ∈ G.

If b : G → T satisfies b(e) = 1 and we set U = b U , then U becomes aσ -projective unitary representation of G on H with
2-cocycleσ ∼ σ given byσ = (db)σ . Such a representation U is called a perturbation of U (by b). If ω ∈ Z2(G,T) and V is
someω-projective unitary representation of G on K , one may form the σω-projective tensor product representation U ⊗V
acting on H ⊗ K in the obvious way. One may also form the conjugate σ -projective representation U of U , which acts as U
on the conjugate Hilbert space H of H .

Let σ ∈ Z2(G,T). There are several (unitarily equivalent) ways to define the left (resp. right) regular σ -projective unitary
representation of G on ℓ2(G). In this paper, we will work with the ones defined by

(Λσ (g)ξ)(h) = σ(g, g−1h) ξ(g−1h),
(ρσ (g)ξ)(h) = σ(h, g) ξ(hg),

for ξ ∈ ℓ2(G) and g, h ∈ G. Letting {δh}h∈G denote the canonical basis of ℓ2(G),we note that

Λσ (g)δh = σ(g, h)δgh, g, h ∈ G.

In particular, we haveΛσ (g)δe = δg .We also note that the following commutation relations

Λσ (g)ρσ (h) = ρσ (h)Λσ (g)

hold for all g, h ∈ G.
The reduced twisted group C∗-algebra C∗

r (G, σ ) (resp. the twisted group von Neumann algebra vN(G, σ )) is defined as the
C∗-subalgebra (resp. von Neumann subalgebra) of B(ℓ2(G)) generated by the setΛσ (G). Hence, C∗

r (G, σ ) (resp. vN(G, σ )) is
the closure in the operator norm (resp. weak operator) topology of the ∗-algebra C(G, σ ) :=Span(Λσ (G)). It is not difficult
to see that instead ofΛσ , up to (spatial) ∗-isomorphismwe could have equally well used ρσ , orΛσ ′ for any σ ′

∼ σ , in these
definitions.

The twisted group C∗-algebras of the form C∗
r (Z

n, σΘ), for Θ ∈ Mn(R), are often called noncommutative tori (because
C∗
r (Z

n, σΘ) is ∗-isomorphic to C(Tn) in the case whereΘ is symmetric).
As usual,we set δ = δe,which is a cyclic (=generating) vector for all these algebras. The (normal) state τ on these algebras

given by restricting the vector state ωδ associated to δ is easily seen to be tracial. Further, τ is faithful as δ is separating for
vN(G, σ ): indeed, if x ∈ vN(G, σ ) and xδ = 0, then, using the commutation relations, we get xδh = xρσ (h)∗δ = ρσ (h)∗xδ =

0 for all h ∈ G, so x = 0. In particular, vN(G, σ ) is finite as a von Neumann algebra.
We note (cf. [23, Corollary 1], [24, Proposition 1.3]) that vN(G, σ ) is a factor if and only if Kleppner’s condition is satisfied,

that is, the conjugacy class of each non-trivial σ -regular element in G has infinite cardinality. Here, g ∈ G is called σ -regular

3 Sometimes also called multipliers in the literature. Notice, however, that we will use this term later with a different meaning.
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whenever σ(g, h) = σ(h, g) for all h ∈ G that commute with g . It is also known [25] that Kleppner’s condition holds if and
only if C∗

r (G, σ ) has trivial center, if and only if C∗
r (G, σ ) is prime.

We also mention for completeness that we have vN(G, σ )′ = ρσ (G)′′. This follows by applying (pre-)Tomita–Takesaki
theory to the pair (vN(G, σ ), δ): its J-operator is easily seen to be given by (Jσ ξ)(g) = σ(g, g−1)ξ(g−1) for g ∈ G. As
JσΛσ (g)Jσ = ρσ (g) for g ∈ G, we get

vN(G, σ )′ = Jσ vN(G, σ )Jσ = (JσΛσ (G)Jσ )′′ = ρσ (G)′′.

Also in the vein of (pre)-Tomita–Takesaki theory, we may consider vN(G, σ ) as a Hilbert algebra [26] with respect to the
inner product ⟨x, y⟩ := τ(y∗x) = (xδ, yδ). Denoting by ∥ · ∥2 the associated norm on vN(G, σ ), the map x →x := xδ is an
isometry, called the Fourier transform, from (vN(G, σ ), ∥ · ∥2) into (ℓ2(G), ∥ · ∥2), sendingΛσ (g) to δg for each g ∈ G.

The range of the Fourier transform is the subspace of ℓ2(G) given by

U(G, σ ) := {x ∈ ℓ2(G) | x ∈ vN(G, σ )}.

It may be turned into a Hilbert algebra by settingx ·y := xy and x ∗
:= x∗ for x, y ∈ vN(G, σ ). A computation gives thatx ∗(g) = σ(g, g−1)x(g−1) for each g ∈ G. Moreover, the productx ·y may be expressed as a twisted convolution product.

To explain this, consider first ξ, η ∈ ℓ2(G). The σ -convolution product ξ ∗σ η is then defined as the complex function on G
given by

(ξ ∗σ η)(h) =


g∈G

ξ(g)η(g−1h)σ (g, g−1h)

for h ∈ G. As |(ξ ∗σ η)(h)| ≤ (|ξ |∗ |η|)(h) for each h ∈ G, it is straightforward to check that ξ ∗σ η is a well defined bounded
function on G, satisfying

∥ξ ∗σ η∥∞ ≤ ∥|ξ | ∗ |η|∥∞ ≤ ∥ξ∥2∥η∥2.

Now, if x ∈ vN(G, σ ) and η ∈ ℓ2(G), one checks by direct computation that xη =x ∗σ η. Hence, we getx ·y = xy = xyδ = xy =x ∗σy
for all x, y ∈ vN(G, σ ), thus justifying our comment above.

Let x ∈ vN(G, σ ). The valuex(g) = (xδ)(g) is called the Fourier coefficient of x at g ∈ G. Considering τ as the normalized
‘‘Haar functional’’ on vN(G, σ ), we have indeedx(g) = (xδ, δg) = (xδ,Λσ (g)δ) = τ(xΛσ (g)∗).

Moreover, we have

∥x∥∞ ≤ ∥x∥2 = ∥x∥2 ≤ ∥x∥.

The (formal) Fourier series of x is defined as


g∈Gx(g)Λσ (g). Notice that this series does not necessarily converge4 in the
weak operator topology. However, we have

x =


g∈G

x(g)Λσ (g) (convergence w.r.t. ∥ · ∥2).

The Fourier series representation of x ∈ vN(G, σ ) is unique. More generally, if ξ : G → C and


g∈G ξ(g)Λσ (g) converges
to some x ∈ vN(G, σ )w.r.t. ∥ · ∥2, then one deduces easily that ξ ∈ ℓ2(G) and ξ =x.

We will be interested in the following self-adjoint subspace of C∗
r (G, σ ):

CF(G, σ ) =


x ∈ C∗

r (G, σ ) |

g∈G

x(g)Λσ (g) is convergent in operator norm

.

Since ∥ · ∥2 ≤ ∥ · ∥, it follows that the Fourier series of an element x in CF(G, σ ) converge to x in operator norm.
Let f ∈ ℓ1(G). The series


g∈G f (g)Λσ (g) is clearly absolutely convergent in operator norm and we shall denote its sum

in C∗
r (G, σ ) by πσ (f ). Then we have πσ (f ) = f , so πσ (f )η = f ∗σ η for each η ∈ ℓ2(G). Moreover,

x ∈ vN(G, σ ) |x ∈ ℓ1(G)


= πσ (ℓ
1(G)) ⊂ CF(G, σ ). 5

It is also easy to check that ℓ1(G) is a ∗-subalgebra of the Hilbert algebra U(G, σ ). It becomes a unital Banach ∗-algebra with
respect to the ℓ1-norm ∥ · ∥1, the unit being given by δ and its involution by f ∗(g) = σ(g, g−1)f (g−1) for g ∈ G. Now, as

4 Here, and in the sequel, since we consider possibly uncountable groups, convergence of any series indexed over G always means unconditional
convergence, that is, w.r.t. to the net of finite subsets of G.
5 In the special case where G = Z, it can be shown that CF(Z, 1) = π1(ℓ

1(Z)), i.e., the Fourier series of a function f in C(T) is unconditionally convergent
(w.r.t. ∥ · ∥∞) if and only if it is absolutely convergent, see e.g. [27, Theorem 3.34]. However, the Fourier series of f ∈ C(T)may be uniformly convergent
in the usual sense (i.e., limN→∞ SN [f ] exists w.r.t. ∥ · ∥∞) without being absolutely convergent.
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the map πσ gives a faithful ∗-representation of ℓ1(G, σ ) on ℓ2(G), the enveloping C∗-algebra [28] of ℓ1(G, σ ) is simply the
completion of ℓ1(G, σ )w.r.t. the norm

∥f ∥max := sup
π

{∥π(f )∥}

where the supremum is taken over all non-degenerate ∗-representations of ℓ1(G, σ ) on Hilbert spaces. This C∗-algebra is
denoted by C∗(G, σ ) and called the full twisted group C∗-algebra associated with (G, σ ). As usual, we will identify ℓ1(G, σ )
with its canonical image in C∗(G, σ ). We note that if σ ∈ Z2(G,T) is such that σ ∼ σ , so σ = (db)σ for some b : G → T
with b(e) = 1, then C∗(G,σ) ≃ C∗(G, σ ), the ∗-isomorphism being given at the ℓ1-level by the map f → bf .

Any non-degenerate ∗-representation of ℓ1(G, σ ) extends uniquely to a non-degenerate ∗-representation of C∗(G, σ ),
and we will always use the same symbol to denote the extension. There is a bijective correspondence U → πU between
σ -projective unitary representations of G and non-degenerate ∗-representations of C∗(G, σ ) determined by

πU(f ) =


g∈G

f (g)U(g)

for f ∈ ℓ1(G), (the series above being obviously absolutely convergent in operator norm), the inverse correspondence being
given by Uπ (g) = π(δg) for g ∈ G. As πΛσ = πσ , we get

C∗

r (G, σ ) = πσ (ℓ1(G, σ ))
∥·∥

= πσ (C∗(G, σ )).

When G is amenable, then πσ is faithful on C∗(G, σ ) [29], that is, C∗(G, σ ) is canonically ∗-isomorphic to C∗
r (G, σ ). An

interesting question iswhether the converse holds true. Of course, this is certainly the case ifσ is a coboundary, but puzzingly
this seems open when σ ≁ 1.

The dual space of C∗(G, σ )may be identified as a subspace B(G, σ ) of ℓ∞(G) through the linear injection Φ : ω → ϕω ,
where ϕω(g) := ω(δg) for ω ∈ C∗(G, σ )∗ and g ∈ G. We equip B(G, σ )with the transported norm ∥Φ(ω)∥ := ∥ω∥. Now, if
ω is a positive linear functional on C∗(G, σ ), then ϕω is σ -positive definite according to the following definition: a complex
function ϕ on G is called σ -positive definite (σ -p.d.) whenever we have

n
i,j=1

cicjϕ(g−1
i gj)σ (gi, g−1

i gj) ≥ 0

for all n ∈ N, c1, . . . , cn ∈ C and g1, . . . , gn ∈ G.
Mimicking the untwisted case, one checks readily that ϕ is σ -p.d. if and only if there exists some σ -projective unitary

representation U of G on some Hilbert space H and some ξ ∈ H (that may be chosen to be cyclic for U) such that
ϕ(g) = (U(g)ξ , ξ) for g ∈ G; it follows that ϕ is bounded with ∥ϕ∥∞ = ∥ξ∥2

= ϕ(e). Further, as (πU(f )ξ , ξ) =
g∈G f (g)ϕ(g) for all f ∈ ℓ1(G), we also get an unambiguously defined positive linear functional Lϕ on C∗(G, σ ) via

Lϕ(x) := (πU(x)ξ , ξ), which satisfies thatΦ(Lϕ) = ϕ. Denoting by P(G, σ ) the cone of all σ -p.d. functions on G,we now see
that B(G, σ ) = Span(P(G, σ )). By considering the universal ∗-representation of C∗(G, σ ), one deduces that B(G, σ ) consists
precisely of all coefficient functions associated to σ -projective unitary representations of G.

We remark that if ϕ is σ -p.d. andψ isω-p.d. for someω ∈ Z2(G,T) then ϕψ is σω-p.d. Hence we have B(G, σ )B(G, ω) ⊂

B(G, σω). In particular, B(G, σ ) is not a priori an algebra w.r.t. to pointwise multiplication (except when σ = 1, in which
case it is usually called the Fourier–Stieltjes algebra [30] of G and denoted by B(G)). It is not a priori closed under complex
conjugation either: if ϕ ∈ P(G, σ ), then ϕ ∈ P(G, σ ). Similarly, ifϕ(g) := σ(g, g−1)ϕ(g−1) for g ∈ G, thenϕ ∈ P(G, σ ).
Hence ϕ∗

∈ P(G, σ ), where ϕ∗(g) := σ(g, g−1)ϕ(g−1) for g ∈ G. This corresponds to the fact that Lϕ∗ = (Lϕ)∗ is then also
a positive linear functional on C∗(G, σ ).

As C∗
r (G, σ ) is a quotient of C∗(G, σ ), we may identify its dual space as a closed subspace Br(G, σ ) of B(G, σ ). It consists

of the span of all σ -p.d. functions on G associated to unitary representations of G which are weakly contained in Λσ (that
is, such that the associated representation of C∗(G, σ ) is weakly contained in πσ [28]). Further, the predual vN(G, σ )∗ of
vN(G, σ ) can be regarded as a closed subspace of the dual of C∗

r (G, σ ), hence as a closed subspace A(G, σ ) of Br(G, σ ), that
may be described as the set of all coefficient functions of Λσ . For instance, as easily seen, we have ℓ2(G) ⊂ A(G, σ ). When
σ = 1, one recovers the so-called Fourier algebra [30] A(G) of G.

The general problem of deciding when two (full or reduced) twisted group C∗-algebras associated to the same group are
∗-isomorphic is undoubtedly hard. For some results in this direction based on K-theoretical considerations, see e.g. [31–36]
and references therein. The von Neumann algebraic version of this problem is essentially open, with one notable exception.
As follows from Connes’ work on injective factors [37,38], if G is countably infinite and amenable, and vN(G, σ ) is a factor,
then it is the hyperfinite II1-factor; in particular, vN(G, σ ) and vN(G, ω) are then ∗-isomorphic whenever both σ and ω
satisfy Kleppner’s condition.

As thoroughly discussed in the book of N. Brown and N. Ozawa [39], many approximation properties for G are reflected
in some analogous properties for C∗

r (G) and/or C
∗(G), and/or vN(G). To keep our exposition at a reasonable size, we will

not repeat here the definitions of all involved concepts. We advice the reader to consult [39] for information whenever
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necessary. It is not difficult to see that the proofs of these results can be extended to cover the twisted case. For example,
we have:

Theorem 1.1. The following conditions are equivalent.

(1) G is amenable.
(2) C∗(G, σ ) is nuclear.
(3) C∗

r (G, σ ) is nuclear.
(4) vN(G, σ ) is semidiscrete.
(5) vN(G, σ ) is injective.

Theorem 1.2. The following conditions are equivalent.

(1) G has the Haagerup Property.
(2) vN(G, σ ) has the Haagerup Property.

Theorem 1.3. The following conditions are equivalent.

(1) G is weakly amenable.
(2) C∗

r (G, σ ) has the CBAP.
(3) vN(G, σ ) has the W ∗ CBAP.

Theorem 1.4. The following conditions are equivalent.

(1) G has the AP of Haagerup and Kraus.
(2) C∗

r (G, σ ) has the OAP.
(3) C∗

r (G, σ ) has the SOAP.
(4) vN(G, σ ) has the W ∗ OAP.

Theorem 1.5. The following conditions are equivalent.

(1) G is exact.
(2) C∗

r (G, σ ) is exact.
(3) C∗

u (G, σ ) is nuclear.
(4) vN(G, σ ) is weakly exact.

In item (3) of Theorem 1.5, C∗
u (G, σ ) denotes the twisted uniform Roe algebra associated with (G, σ ), which, by definition,

is the C∗-subalgebra of B(ℓ2(G)) generated byΛσ (G) and ℓ∞(G). The equivalences between (1), (2) and (3) in Theorem 1.5
have been checked in [40].

We recall that if G is amenable, then it is weakly amenable, and if it weakly amenable, then it has property AP of
Haagerup and Kraus. Moreover, property AP for G implies its exactness. All the opposite implications are false in general.
Counterexamples for the first two cases are mentioned in [39], while V. Lafforgue and M. de la Salle have shown in [41] that
the (linear, thus) exact group SL(3,Z) fails to have the AP.

As in [39], let Λcb(G) ∈ [1,∞] denote the Cowling–Haagerup content of G, so G is weakly amenable if and only if
Λcb(G) < ∞. Say that G has the complete metric approximation property (CMAP) if it is weakly amenable and Λcb(G) =

1. It was open for a while whether every countable discrete group with the Haagerup property had the CMAP, but a
counterexample was given in [42, Cor. 2], namely the (standard, restricted) wreath product (Z/2Z) ≀ F2 (alternatively,
see [39, Theorem 12.2.11 and Corollary 12.3.7]). The other half of this conjecture of M. Cowling is still open, that is, it is
unknownwhether the CMAP implies the Haagerup property. In 2014, due to the work of D. Osajda [43], it became clear that
the first half of Cowling’s conjecture can fail dramatically: there exist groupswith the Haagerup property that are non-exact,
so, in particular, that are not weakly amenable.

It should also bementioned that S. Knudby [44,45] (see also [46]) has recently introduced theweak Haagerup property for
groups, a property possessed by every group having the Haagerup property or being weakly amenable. He has also defined
a weak Haagerup property for finite von Neumann algebras and showed that a (discrete) group has the weak Haagerup
property if and only if its group von Neumann algebra has the weak Haagerup property. We note that this result may also
be extended without trouble to the twisted case.

Finally, we recall that a Banach space X is said to have the (Grothendieck) approximation property (AP) if on any compact
subset of X the identity operator idX on X can be uniformly approximated by bounded finite rank operators. A stronger
requirement is that X has the bounded approximation property (BAP), that is, idX is the point-norm limit of a net (Tα) of
bounded finite rank operators satisfying supα ∥Tα∥ < ∞. Wewill see in Section 2.3 how the BAP (and theMAP) for C∗

r (G, σ )
may be characterized in terms of G. A similar characterization of the AP for C∗

r (G, σ ) seems unknown.
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1.4. Twisted crossed products

We consider a unital, discrete, twisted C∗-dynamical system Σ = (A,G, α, σ ). Thus, A is a C∗-algebra with unit 1, G is a
discrete group with identity e and (α, σ ) is a twisted action of G on A, that is, α is a map from G into the group Aut(A) of
∗-automorphisms of A and σ is a map from G × G into U(A), the unitary group of A, satisfying

αg ◦ αh = Ad(σ (g, h)) ◦ αgh

σ(g, h)σ (gh, k) = αg(σ (h, k))σ (g, hk)
σ (g, e) = σ(e, g) = 1

for all g, h, k ∈ G.
To any such twisted C∗-dynamical systemΣ = (A,G, α, σ ) one may associate its full twisted crossed product C∗(Σ) and

its reduced twisted crossed product C∗
r (Σ). General references are [47] (when σ is trivial), [29] (when σ takes its values in

Z(A), the center of A) and [33,48]. Our exposition follows [5] and makes essential use of Hilbert (right) C∗-modules. The
reader may for instance consult [49] for unexplained terminology about such modules.

A covariant homomorphism of Σ is a pair (π, u), where π is a ∗-homomorphism of A into a C∗-algebra C and u is a map
of G into U(C), satisfying

u(g) u(h) = π(σ(g, h)) u(gh)

and the covariance relation

π(αg(a)) = u(g) π(a) u(g)∗ (1)

for all g, h ∈ G, a ∈ A. If C = L(X) is the C∗-algebra of adjointable operators on some (right) Hilbert C∗-module X , then
(π, u) is called a covariant representation ofΣ on X .

The vector space Cc(Σ) of functions from G into A with finite support becomes a unital ∗-algebra when equipped with
the operations

(f1 ∗ f2) (h) =


g∈G

f1(g) αg

f2(g−1h)


σ(g, g−1h),

f ∗(h) = σ(h, h−1)∗ αh

f (h−1)

∗
.

The full C∗-algebra C∗(Σ) is generated by (a copy of) Cc(Σ) and has the universal property that whenever (φ, u) : A → C is
a covariant homomorphism ofΣ , then there exists a unique ∗-homomorphism φ × u : C∗(Σ) → C such that

(φ × u)(f ) =


g∈G

φ(f (g)) u(g) for all f ∈ Cc(Σ).

Any representation π of A on some Hilbert B-module Y induces a (left) regular covariant representation (π,λπ ) of Σ on
the B-module BG

:= ℓ2(G)⊗B. Considering A itself as a (right) Hilbert A-module in the obviousway and letting ℓ : A → L(A)
denote left multiplication, we may then form the regular covariant representation ofΣ

Λ =ℓ×λℓ : C∗(Σ) → L(AG).

The reduced C∗-algebra of Σ is then defined as the C∗-subalgebra of L(AG) given by

C∗

r (Σ) = Λ

C∗(Σ)


.

It is often more convenient to consider the Hilbert A-module

AΣ =


ξ : G → A |


g∈G

α−1
g


ξ(g)∗ ξ(g)


is norm-convergent in A


endowed with the A-valued inner product

⟨ξ, η⟩α =


g∈G

α−1
g


ξ(g)∗η(g)


,

the right action of A being given by (ξ · a)(g) = ξ(g) αg(a).
A nice covariant representation (ℓΣ , λΣ ) ofΣ on AΣ is then given by

ℓΣ (a) ξ

(h) = a ξ(h),

λΣ (g) ξ

(h) = αg


ξ(g−1h)


σ(g, g−1h).

SettingΛΣ = ℓΣ ×ΛΣ and identifying A with ℓΣ (A) gives

ΛΣ (f ) =


g∈G

f (g) λΣ (g), for f ∈ Cc(Σ).
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AsΛΣ is easily seen to be unitarily equivalent toΛ, we have

C∗

r (Σ) ≃ ΛΣ (C∗(Σ)) ⊂ L(AΣ ).

Let ξ0 ∈ AΣ be defined by ξ0(e) = 1 and ξ0(g) = 0 for g ≠ e. Then

ΛΣ (f ) ξ0 = f for f ∈ Cc(Σ).

Hence, settingx = x ξ0 ∈ AΣ for x ∈ C∗
r (Σ), we get ΛΣ (f ) = f for each f ∈ Cc(Σ). The (injective) linear map x →x from

C∗
r (Σ) into AΣ is called the Fourier transform. Moreover, we say thatx(g) ∈ A is the Fourier coefficient of x ∈ C∗

r (Σ) at g ∈ G.
For any x ∈ C∗

r (Σ), we have

∥x∥∞ ≤ ∥x∥α ≤ ∥x∥

where ∥x∥∞ := supg ∥x(g)∥ and ∥x∥α =

 
g α

−1
g

x(g)∗x(g)1/2
.

The canonical conditional expectation E from C∗
r (Σ) onto A is simply given by

E(x) =x(e)
for x ∈ C∗

r (Σ). It is faithful, and some of its useful properties are:

E(λΣ (g)) = 0 whenever g ≠ e,x(g) = E

x λΣ (g)∗


,

E(x∗x) = ⟨x,x ⟩α,

E

λΣ (g)xλΣ (g)∗


= αg(E(x))

where x ∈ C∗
r (Σ) and g ∈ G.

For x ∈ C∗
r (Σ), its (formal) Fourier series is defined as

g∈G

x(g)ΛΣ (g).

Notice that we have placed the Fourier coefficients on the left side in this formula. One can also work with a right version,
but this is basically only a matter of convention.

1.5. Equivariant representations

The equivariant representations of a twisted systemΣ interplay in a non-trivial way with its covariant representations.
In particular, it allows to give useful generalizations of the classical Fell absorption property. We refer to [5,6] for more
details.

An equivariant representation of Σ = (A,G, α, σ ) on a Hilbert A-module X is a pair (ρ, v) where ρ : A → L(X) is a
representation of A on X and v : G → I(X) (the group of all C-linear, invertible, boundedmaps from X into itself) satisfying

(i) ρ(αg(a)) = v(g) ρ(a) v(g)−1 , g ∈ G , a ∈ A
(ii) v(g) v(h) = adρ(σ (g, h)) v(gh) , g, h ∈ G
(iii) αg


⟨x , x′

⟩


= ⟨v(g)x , v(g)x′
⟩ , g ∈ G , x, x′

∈ X
(iv) v(g)(x · a) = (v(g)x) · αg(a) , g ∈ G, x ∈ X, a ∈ A.

In (ii) above, adρ(σ (g, h)) ∈ I(X) is defined by

adρ(σ (g, h)) x =

ρ(σ(g, h)) x


· σ(g, h)∗, g, h ∈ G, x ∈ X .

Turning X into an A-A bimodule by setting a · x = ρ(a)x, a ∈ A, x ∈ X ,we have

adρ(σ (g, h)) x = σ(g, h) · x · σ(g, h)∗, g, h ∈ G, x ∈ X .

To stress some relationship with other notions, the pair (v, adρ(σ )) is a kind of (α, σ )-compatible action of G on X
that, when σ = 1, gives back a so-called α–α compatible action. There is also a close connection between equivariant
representations ofΣ and C∗-correspondences over C∗

r (Σ) that can be further exploited [8].
Some examples are as follows:
(i) ℓ : A → L(A) and α : G → Aut(A) ⊂ I(A) give the trivial equivariant representation (ℓ, α) ofΣ .
(ii) Let (ρ, v) be an equivariant representation of Σ on X . The induced equivariant representation (ρ̌, v̌) on XG is

given by
ρ̌(a) ξ


(h) = ρ(a) ξ(h),


v̌(g)ξ


(h) = v(g) ξ(g−1h) for a ∈ A, ξ ∈ XG, and g, h ∈ G.

(iii) More generally, if w is a unitary representation of G on some Hilbert space H , then (ρ ⊗ ι, v ⊗ w) is an equivariant
representation ofΣ on X ⊗ H . Identifying XG with X ⊗ ℓ2(G), we have

(ρ̌, v̌) = (ρ ⊗ ι, v ⊗ λ).
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(iv) (ℓ̌, α̌) is the regular equivariant representation ofΣ . It acts on AG via
ℓ̌(a) ξ


(h) = a ξ(h),


α̌(g) ξ


(h) = αg


ξ(g−1h)


.

Tensoring an equivariant representation with a covariant representation is possible. If (ρ, v) is an equivariant
representation of Σ on a Hilbert A-module X and (π, u) is a covariant representation of Σ on a Hilbert B-module Y , one
may then form the covariant representation (ρ⊗̇π , v⊗̇u) ofΣ on the internal tensor product Hilbert B-module X ⊗π Y . It
acts on simple tensors in X ⊗π Y as follows:

(ρ˙⊗ π)(a)

(ẋ ⊗ y) = ρ(a)x˙⊗ y,


(v˙⊗ u)(g)


(ẋ ⊗ y) = v(g)x˙⊗ u(g)y.

The following properties hold:

• (ℓ̇ ⊗ π)× (α˙⊗ u) ≃ π × u;
• Fell’s absorption principle (I): (ρ˙⊗ ℓΣ ) × (v˙⊗ λΣ ) ≃ ρ × λρ .
• Fell’s absorption principle (II): Let π ′

: L(XG) → L(XG
⊗ πY ) denote the amplification map, so that ρ̌˙⊗ π = π ′

◦ ρ̌ :

A → L(XG
⊗ πY ) . Then

(ρ̌˙⊗ π)× (v̌˙⊗ u) ≃ π ′
◦ (ρ ×λρ).

2. Fourier series in twisted group algebras

Throughout this section, G denotes a discrete group and we let σ ∈ Z2(G,T). When F is subset of G, we denote its
characteristic function by χF . If f is complex function on G, we set supp(f ) = {g ∈ G | f (g) ≠ 0}.

2.1. Norm-convergence and decay properties

Let L be a subspace of ℓ2(G) containing the space Cc(G) of complex functions on G having finite support, and let ∥ · ∥
′ be

a norm on L.
The pair (G, σ ) is said to have the L-decay property (w.r.t. ∥ · ∥

′) if, for every ξ ∈ L and every ε > 0, there exists a finite
subset F0 of G such that ∥ξχF∥

′ < ε for all finite subsets F of G that are disjoint from F0, and, moreover, the linear map
f → πσ (f ) from (Cc(G), ∥ · ∥

′) to (C∗
r (G, σ ), ∥ · ∥) is bounded. Our interest in this notion lies in the following result.

Theorem 2.1. Assume (G, σ ) has the L-decay property. Then we have

L∨
:=


x ∈ vN(G, σ ) |x ∈ L


⊂ CF(G, σ ).

For example, consider κ : G → [1,+∞) and equip the space

L2
κ := {ξ : G → C | ξκ ∈ ℓ2(G)}

with the norm ∥ξ∥2,κ = ∥ξκ∥2. We then say that (G, σ ) is κ-decaying when (G, σ ) has theL2
κ -decay property. This amounts

to requiring that there exists some C > 0 such that

∥πσ (f )∥ ≤ Cσ∥f κ∥2 for all f ∈ Cc(G).

Any countable group is κ-decaying for some suitably chosen κ . However, one would like to do this in a way such that the
subspace (L2

κ)
∨ of CF(G, σ ) becomes large. For example, assume G is finitely generated and L is a word-length function on G.

Then one can show that there exists some t0 ≥ 0 such that (G, σ ) is etL-decaying whenever t > t0. But this is not very useful
unless t0 can be chosen to be zero. This can be easily achieved if G has subexponential growth. As we will see, following
Haagerup, this can also be achieved under much weaker hypotheses.

For a non-empty finite subset E ⊂ G, define its twisted Haagerup content (w.r.t. σ ) as

cσ (E) = sup

∥πσ (f )∥ | supp(f ) ⊂ E, ∥f ∥2 ≤ 1


.

Also set c(E) = c1(E). Then we have 1 ≤ cσ (E) ≤ c(E) ≤ |E|
1/2, and c(E) = |E|

1/2 whenever G is amenable.

Definition 2.2. Assume G is countable and L : G → [0,+∞) is proper. Then G is said to have polynomialHσ -growth (w.r.t. L)
whenever there exist positive constants K , p such that

cσ

{g ∈ G | L(g) ≤ r}


≤ K (1 + r)p

for all r ≥ 0. Similarly, G is said to have subexponential Hσ -growth if, for any b > 1, there exists r1 ≥ 0 such that

cσ

{g ∈ G | L(g) ≤ r}


< br

for all r ≥ r1. When σ = 1 we just talk about polynomial and subexponential H-growth, respectively.
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Assume that G is countably infinite and let L : G → [0,∞) be proper. Then it can be shown that G has polynomial (resp.
subexponential) Hσ -growth whenever it has polynomial (resp. subexponential) H-growth, and that it has subexponential
Hσ -growth whenever it has polynomial Hσ -growth. Moreover, if L = ℓ is a proper length function on G and G has (usual)
polynomial growth (w.r.t. ℓ) then G has polynomial Hσ -growth (w.r.t. ℓ). Finally, if G is amenable, then polynomial (resp.
subexponential) H-growth (w.r.t. ℓ) reduces to polynomial (resp. subexponential) growth.

Proposition 2.3. Assume that G is countably infinite and L : G → [0,∞) is proper.
If G has polynomialHσ -growth (w.r.t. L), then (G, σ ) is (1+L)s-decaying for some s > 0, and the Fourier series of x ∈ C∗

r (G, σ )
is then norm-convergent (to x) whenever

g∈G

|x(g)|2( 1 + L(g))2s < ∞.

If G has subexponential Hσ -growth (w.r.t. L), then (G, σ ) is etL-decaying for every t > 0, and the Fourier series of x ∈ C∗
r (G, σ )

is then norm-convergent (to x) whenever
g∈G

|x(g)|2 etL(g) < ∞,

for some t > 0.

Remark 2.4. If G is a countably infinite group with a proper length function, then analogous statements concerning
norm-approximation of elements in the (untwisted) uniform Roe algebra C∗

u (G) by band truncations have been obtained
in [50].

2.2. Twisted multipliers

For ω ∈ Z2(G,T), let V be an ω-projective unitary representation of G on a Hilbert space H . Letting ιH denote the trivial
representation of G on H , the following twisted version of Fell’s classical absorption principle is easily seen to hold:

Λσ ⊗ V ∼= Λσω ⊗ ιH . (2)

Using this property, one can deduce the following generalization of Haagerup’s fundamental lemma [1, Lemma 1.1].

Lemma 2.5. Let ϕ ∈ B(G, ω) and write

ϕ(g) = (V (g)η1, η2) for all g ∈ G,

for some ω-projective unitary representation V on a Hilbert space H and η1, η2 ∈ H .
Then there exists a completely bounded normal map Mϕ : vN(G, σω) → vN(G, σ ) such thatMϕ(Λσω(g)) = ϕ(g)Λσ (g) for all g ∈ G,

and we have ∥Mϕ∥ ≤ ∥Mϕ∥cb ≤ ∥ϕ∥ ≤ ∥η1∥ ∥η2∥.
By restriction, one obtains a completely bounded map Mϕ : C∗

r (G, σω) → C∗
r (G, σ ) satisfying ∥Mϕ∥ = ∥Mϕ∥ and

∥Mϕ∥cb = ∥Mϕ∥cb.
If ϕ ∈ P(G, ω), then Mϕ and Mϕ are completely positive, and we have

∥Mϕ∥ = ∥Mϕ∥ = ∥ϕ∥ = ϕ(e).

Remark 2.6. A similar result holds if one replaces V with anω-projective uniformly bounded representation of G in GL(H),
the group of invertible bounded operators on H . Note that if G is amenable, so C∗(G, ω) is nuclear, then any uniformly
bounded ω-projective representation of G is similar to an ω-projective unitary representation.

Definition 2.7 (cf. [1, Def. 1.6] when σ = ω = 1). Let ϕ : G → C and consider the linear map mϕ : C(G, ω) → C(G, σ )
given by

mϕ(πω(f )) = πσ (ϕf ), for all f ∈ Cc(G).

Equivalently,mϕ is the linear map determined by

mϕ(Λω(g)) = ϕ(g)Λσ (g), for all g ∈ G.

We say that ϕ is a (σ , ω)-multiplier if mϕ is bounded w.r.t. the operator norms on C(G, ω) and C(G, σ ), in which case we
denote byMϕ the (unique) extension ofmϕ to an element in B(C∗

r (G, ω), C
∗
r (G, σ )).Note thatMϕ is then the unique element

in this space satisfying

Mϕ(Λω(g)) = ϕ(g)Λσ (g), for all g ∈ G.
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Wedenote the subspace of ℓ∞(G) consisting of all (σ , ω)-multipliers onG byMA(G, σ , ω). We setMA(G, σ ) := MA(G, σ , σ )
and MA(G) := MA(G, 1).

Adapting the arguments of Haagerup–de Cannière given in the proof of [51, Proposition 1.2], one can show the following
result.

Proposition 2.8. Let ϕ : G → C. Then the following four conditions are equivalent:

(1) ϕψ ∈ A(G, ω) for all ψ ∈ A(G, σ ).
(2) There exists a (unique) normal operator Mϕ from vN(G, ω) to vN(G, σ ) such thatMϕ(Λω(g)) = ϕ(g)Λσ (g), g ∈ G.

(3) ϕ ∈ MA(G, σ , ω).
(4) ϕψ ∈ Br(G, ω) for all ψ ∈ Br(G, σ ).

Denote by aϕ (resp. bϕ) the bounded linear map from A(G, σ ) (resp. Br(G, σ )) to A(G, ω) (resp. Br(G, ω)) obtained from
multiplication with ϕ ∈ MA(G, σ , ω). Then Mϕ is the transpose of aϕ , we have

∥Mϕ∥ = ∥Mϕ∥ = ∥aϕ∥ = ∥bϕ∥

and MA(G, σ , ω) becomes a Banach space under the norm |||ϕ||| := ∥Mϕ∥.

We note that the spaceMA(G, σ ) is independent of σ . As this was left open in [4], we sketch the proof.

Proposition 2.9. MA(G, σ ) = MA(G) (and the norm is independent of σ ).

Proof. Let W : ℓ2(G) → ℓ2(G) ⊗ ℓ2(G) denote the isometry satisfying Wδg = δg ⊗ δg for all g ∈ G and let λ denote the
left regular representation of G. LetΦσ : C∗

r (G, σ ) → C∗
r (G, σ ) ⊗ C∗

r (G) denote the ∗-homomorphism satisfying

Φσ (Λσ (g)) = Λσ (g) ⊗ λ(g)

for each g ∈ G and let Ψσ : C∗
r (G) → C∗

r (G, σ ) ⊗ C∗
r (G, σ ) denote the ∗-homomorphism satisfying

Ψσ (λ(g)) = Λσ (g) ⊗ Λσ (g)

for each g ∈ G. The existence of both these homomorphisms follows readily from the twisted version of Fell’s absorption
principle given in (2).

Assume first ϕ ∈ MA(G, σ ) and let Mσ
ϕ ∈ B(C∗

r (G, σ )) denote the associated map satisfying Mσ
ϕ (Λσ (g)) = ϕ(g)Λσ (g)

for each g ∈ G. Let alsomϕ : C(G) → C(G) be the linear map determined by

mϕ(λ(g)) = ϕ(g) λ(g) for all g ∈ G.

Then one checks that

W ∗(Mσ
ϕ ⊗ idC∗

r (G,σ ))Ψσ (x)W = mϕ(x)

for all x ∈ C(G). It follows that ϕ ∈ MA(G) and ∥Mϕ∥ ≤ ∥Mσ
ϕ ∥.

Next, assume that ϕ ∈ MA(G) and let Mϕ ∈ B(C∗
r (G)) denote the associated map satisfying Mϕ(λ(g)) = ϕ(g) λ(g) for

each g ∈ G. Let alsomσ
ϕ : C(G, σ ) → C(G, σ ) be the linear map determined by

mσ
ϕ (Λσ (g)) = ϕ(g)Λσ (g) for all g ∈ G.

Then one checks that

W ∗(idC∗
r (G,σ ) ⊗ Mϕ)Φσ (x)W = mσ

ϕ (x)

for all x ∈ C(G, σ ). It follows that ϕ ∈ MA(G, σ ) and ∥Mσ
ϕ ∥ ≤ ∥Mϕ∥. �

Still following Haagerup–de Cannière [51], we also introduce

M0A(G, σ , ω) := {ϕ ∈ MA(G, σ , ω) | Mϕ is a completely bounded map}

and equip this space with the norm ∥ϕ∥cb = ∥Mϕ∥cb.We set M0A(G, σ ) := M0A(G, σ , σ ) and M0A(G) := M0A(G, 1). It can
be shown [4, Prop. 4.3] thatM0A(G, σ ) = M0A(G), and the cb-norm of ϕ ∈ M0A(G, σ ) is actually independent of σ .

Remark 2.10. Completely bounded multipliers are closely related to (Herz–)Schur multipliers [52,53]. Recall that a kernel
K : G×G → C is a Schur multiplier on B(ℓ2(G)) if, for every A ∈ B(ℓ2(G))with associatedmatrix [A(s, t)]w.r.t. the canonical
ONBof ℓ2(G), thematrix [K(s, t)A(s, t)] also represents an element in B(ℓ2(G)). In that case, the associated linear operator SK ,
mapping B(ℓ2(G)) into itself, is necessarily completely bounded, with ∥SK∥cb = ∥SK∥. If ϕ : G → C and Kϕ(s, t) = ϕ(st−1)
is the associated kernel, then ϕ ∈ M0A(G) if and only if Kϕ is a Schur multiplier, in which case we have ∥ϕ∥cb = ∥SKϕ∥.
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The existence of (completely bounded) twisted multipliers is guaranteed by the following proposition, that follows
immediately from Lemma 2.5.

Proposition 2.11. We have

B(G, ω) ⊂ M0A(G, σ , σω) ⊂ MA(G, σ , σω)

and |||ϕ||| ≤ ∥ϕ∥cb ≤ ∥ϕ∥ for all ϕ ∈ B(G, ω). If ϕ ∈ P(G, ω), then |||ϕ||| = ∥ϕ∥ = ϕ(e).

Thus, we get

B(G, σω) ⊂ M0A(G, σ , ω) ⊆ MA(G, σ , ω).

Further, using Proposition 2.8, we obtain

A(G, σ )B(G, ω) ⊂ A(G, σω) and Br(G, σ )B(G, ω) ⊂ Br(G, σω)

which are the twisted analogues of Eymard’s result [30] saying that A(G) and Br(G) are ideals in the Fourier–Stieltjes algebra
B(G).

Choosing ω = 1 in Proposition 2.11, we get

Corollary 2.12. We have

B(G) ⊂ M0A(G, σ ) = MA0(G) ⊂ MA(G, σ ) = MA(G)

and |||ϕ||| ≤ ∥ϕ∥cb ≤ ∥ϕ∥ for all ϕ ∈ B(G). If ϕ ∈ P(G), then |||ϕ||| = ∥ϕ∥ = ϕ(e).

Remark 2.13. A result of C. Nebbia [54] says that G is amenable if and only if B(G) = MA(G), in which case ∥ϕ∥ = |||ϕ|||

for all ϕ ∈ B(G). On the other hand, M. Bożejko has shown [55] that G is amenable if and only if B(G) = M0A(G). Hence,
MA0(G) = MA(G)whenever G is amenable. It seems unknown whether the converse is true.

Remark 2.14. If ϕ ∈ ℓ2(G), then ϕ ∈ A(G, σ ) ⊂ Br(G, ω) ⊂ B(G, ω), and we have ∥ϕ∥ ≤ ∥ϕ∥2. Proposition 2.11 gives that

ℓ2(G) ⊂ M0A(G, σ , σω) ⊂ MA(G, σ , σω)

with |||ϕ||| ≤ ∥ϕ∥cb ≤ ∥ϕ∥2 for all ϕ ∈ ℓ2(G). Since this holds for arbitrary σ and ω, we deduce that

ℓ2(G) ⊂ M0A(G, σ , ω) ⊂ MA(G, σ , ω).

Remark 2.15. In an analogous way, one may consider multipliers on full twisted group C∗-algebras. In the untwisted case,
G. Pisier [56, Corollary 8.7] shows that all multipliers from C∗(G) into itself are completely bounded, and that the set of
such multipliers coincides with B(G). In the twisted case, it is not immediate that the same description holds. One can
showwithout difficulty that any element of B(G, ω) induces a multiplier from C∗(G, σω) into C∗(G, σ ), which is completely
bounded. However, it is not clear to us how to proceed to deduce that anymultiplier, or at least that any completely bounded
multiplier, is given in this way. The problem is that there is no substitute for the trivial representation of a group in the
twisted setting.

2.3. Summation processes

Consider ϕ ∈ MA(G, σ ) and x ∈ C∗
r (G, σ ). The Fourier series ofMϕ(x), that is,

g∈G

ϕ(g)x(g)Λσ (g),
converges toMϕ(x) in ∥ · ∥2-norm, but it does not necessarily converge in operator norm. We therefore introduce the space
MCF(G, σ ) consisting of all functions ϕ : G → C having the property that the series


g∈G ϕ(g)x(g)Λσ (g) converges in

operator norm for all x ∈ C∗
r (G, σ ). For example, we have

ℓ2(G) ⊂ MCF(G, σ ).

Indeed, if ϕ ∈ ℓ2(G) and x ∈ C∗
r (G, σ ), then ϕx ∈ ℓ1(G), so the Fourier series ofMϕ(x) is absolutely convergent.

The first assertion of the following proposition is a simple consequence of the closed graph theorem.

Proposition 2.16. We have MCF(G, σ ) ⊂ MA(G, σ ). Moreover,

MCF(G, σ ) =

ϕ ∈ MA(G, σ ) |Mϕ maps C∗

r (G, σ ) into CF(G, σ )


and, for all ϕ ∈ MCF(G, σ ) and all x ∈ C∗
r (G, σ ), we have

Mϕ(x) =


g∈G

ϕ(g)x(g)Λσ (g) (convergence in operator norm).
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In analogy with [1, Lemma 1.7], we have:

Proposition 2.17. Assume (G, σ ) is κ-decaying and let ψ ∈ L∞
κ , that is, ψ : G → C satisfies ∥ψκ∥∞ < ∞ . Then

ψ ∈ MCF(G, σ ).

Indeed, for each x ∈ C∗
r (G, σ ), we have Mψ (x) = ψx ∈ L2

κ , so Theorem 2.1 gives that the series


g∈G ψ(g)x(g)Λσ (g)
converges in operator norm.

Definition 2.18. A net {ϕα} in MCF(G, σ ) is called a Fourier summing net for (G, σ ) when the identity map on C∗
r (G, σ ) is

the point-norm limit of {Mϕα }.

Note that a Fourier summing net gives a summation process for Fourier series. Indeed, if x ∈ C∗
r (G, α), then the series

g∈G ϕα(g)x(g)Λσ (g) is convergent in operator norm for every α; moreover, we have

lim
α

 
g∈G

ϕα(g)x(g)Λσ (g)− x
 = 0.

Note also if a net {ϕα} in MCF(G, σ ) is bounded, that is, if supα |||ϕα||| < +∞, then it gives a Fourier summing net for (G, σ )
if (and only if) {ϕα} converges pointwise to 1.

Remark 2.19. In general, it is not obvious how to construct Fourier summing nets. When G is finitely generated, letting L
denote some word length function on G, it seems reasonable to consider the ‘‘Gaussian’’ net given by ϕt = e−tL2 for each
t > 0. Then {ϕt} ⊂ ℓ2(G) and ϕt → 1 pointwise on G. However, it is not clear under which conditions the net {Mϕt }

converges to the identity map on C∗
r (G, σ ) in the point-norm topology. It will if the net {ϕt} is bounded, and this happens

for instance when L can be chosen so that L2 is negative definite, but this in turn will force G to be amenable.
On the other hand, it can be argued that ifG is amenable andσ = 1, the existence of a Fourier summingnet {ϕα} consisting

of normalized functions in ℓ2(G) satisfying ∥Mϕα∥ ≤ 1 can only be achievedwhen each ϕα is assumed to be positive definite.

The following result, which may be deduced from Corollary 2.12, goes back to G. Zeller-Meier [29].

Theorem 2.20. Let G be amenable, and let {ϕα} be any net of normalized positive-definite functions in ℓ2(G) converging
pointwise to 1. Then {ϕα} is a bounded Fourier summing net for (G, σ ), satisfying |||ϕα||| = 1 for all α.

Example 2.21. Assume that G is amenable and pick a Følner net {Fα} for G. Set

ϕα(g) =
|gFα ∩ Fα|

|Fα|
for each g ∈ G.

Then one easily checks that {ϕα} ⊂ Cc(G) satisfies all conditions in Theorem 2.20. Thus, for every x ∈ C∗
r (G, σ ), we have

g∈Fα ·F−1
α

|gFα ∩ Fα|
|Fα|

x(g)Λσ (g) −→
α

x (in operator norm). (3)

In particular, this shows that C∗
r (G, σ ) has the CPAP (cf. Theorem 1.1). When G = Z and Fn = {0, 1, . . . , n − 1} for each

n ∈ N, Eq. (3) just gives the classical Fejér summation theorem. In the case where G = Z2, a similar result was proven by
N. Weaver [57], using different methods.

Next, we take a look at Abel–Poisson (and Gauss) summation on noncommutative tori.

Theorem 2.22. Let G = Zn and σ ∈ Z2(Zn,T). For p = 1, 2, let | · |p denote the usual p-norm on Zn. Let L denote either | · |1,
| · |2 or | · |

2
2. For r ∈ (0, 1), set ϕr = rL. Then {ϕr}r→1− is a bounded Fourier summing net for (Zn, σ ). Hence,

lim
r→1−

 
g∈Zn

rL(g)x(g)Λσ (g)− x
 = 0

for all x ∈ C∗
r (Z

n, σ ).

Remark 2.23. The existence of Abel–Poisson summation processes can be shown to exist for many classes of nonamenable
groups. This is for example true formany countable groupswith the Haagerup property: note first that if G is countable, then
it has theHaagerupproperty if (and only if) it has aHaagerup function L, that is, a proper negative definite real-valued function
L (thatmay in fact be chosen to be a length function); now, ifG has subexponential H-growthw.r.t. to suchHaagerup function
L, then {rL}r→1− is a bounded Fourier summing net for (G, σ ). The same conclusion also holds if G is a Gromov hyperbolic
group and L is a word length function (see [4, Sect. 5]).
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Having Example 2.21 in mind, the following definition is natural.

Definition 2.24. We say that (G, σ ) has the Fejér property if there exists a Fourier summing net {ϕα} for (G, σ ) that lies
in Cc(G). Moreover, we say that (G, σ ) has the bounded Fejér property if, in addition, {ϕα} can be chosen to bounded; if
supα |||ϕα||| = 1, then we say that (G, σ ) has themetric Fejér property. When σ = 1, we just suppress it from our notation.

Remark 2.25. It makes no difference if we replace Cc(G)with ℓ2(G) in Definition 2.24.

Theorem 2.26. The following conditions are equivalent:

(1) G has the metric Fejér property (resp. the bounded Fejér property).
(2) (G, σ ) has the metric Fejér property (resp. the bounded Fejér property).
(3) C∗

r (G, σ ) has the MAP (resp. the BAP ).

Proof. The equivalence between (1) and (2) is an immediate consequence of Proposition 2.9. It is clear that (2) ⇒ (3) under
both alternatives. The converse implication may be shown by adapting Brown–Ozawa’s proof of [39, Theorem 12.3.10],
where they show that G is weakly amenable whenever C∗

r (G) has the CBAP. We sketch the argument, which is related to
the one given in the second part of the proof of Proposition 2.9. Letting λ denote the left regular representation of G on
ℓ2(G), we recall that Φσ denotes the ∗-homomorphism from C∗

r (G, σ ) into C∗
r (G, σ ) ⊗ C∗

r (G) that satisfies Φσ (Λσ (g)) =

Λσ (g) ⊗ λ(g) for each g ∈ G. Moreover, we letW be the isometry from ℓ2(G) into ℓ2(G) ⊗ ℓ2(G) satisfyingWδg = δg ⊗ δg
for each g ∈ G.

Assume that {Tα} is a net of finite rank operators in B(C∗
r (G, σ )) such that the identity map on C∗

r (G, σ ) is the point-norm
limit of this net, and assume also that, for some C > 0, we have ∥Tα∥ ≤ C for every α. Then one checks that for each α, the
function ϕα on G given by

ϕα(g) = τ

Tα(Λσ (g))Λσ (g)∗


for each g ∈ G

(where τ is the canonical tracial state of C∗
r (G, σ )) lies in ℓ

2(G). Hence, ϕα ∈ MCF(G, σ ). Further, as Tα(Λσ (g)) → Λσ (g)
for each g ∈ G, it follows that ϕα converges pointwise to 1. Finally, one verifies that

Mϕα (x) = W ∗

Tα ⊗ idC∗

r (G)

Φσ (x)W

for each α and each x ∈ C∗
r (G, σ ). Hence, we get |||ϕα||| ≤ ∥Tα∥ ≤ C for each α. So {ϕα} is a bounded Fourier summing net

for (G, σ ). �

Example 2.21 shows that G has the metric Fejér property whenever G is amenable. On the other hand, by Haagerup’s
result in [1], Fn has the metric Fejér property for each n ≥ 2. More generally, if G is countable with the Haagerup property
and L is a Haagerup function on G such that G has subexponential H-growth (w.r.t. L), then G has themetric Fejér property. In
particular, if G has a Haagerup length function such that G has the RD-property (w.r.t. L), then G has themetric Fejér property
(see also [58] for the untwisted case).

For a group G, it is clear that the CMAP is stronger than the metric Fejér property, weak amenability is stronger than the
bounded Fejér property, and the AP of Haagerup and Kraus is stronger than the Fejér property.

An interesting example is SL(2,Z)o Z2. It is known that it does not have the Haagerup property [2,39], but it has the AP
of Haagerup and Kraus [59]. Hence, it has the Fejér property. On the other hand, it follows fromHaagerup’s work in [60] that
it does not have the bounded Fejér property (hence that it is not weakly amenable, see [61] for another proof of this fact).

Here is a list of problems.

Problem 1. Find examples showing that the bounded Fejér property is strictly weaker than weak amenability. Find also
examples showing that the metric Fejér property is strictly weaker than the CMAP.

Comment: To approach Problem 1, one may try to answer Problem 2 and/or Problem 3.

Problem 2. Let H be a (nontrivial and) finite group. The wreath product H ≀ F2 is known to have the Haagerup property
without having the CMAP [42]. Does H ≀ F2 have the metric Fejér property?

Problem 3. The iterated wreath product (H ≀ F2) ≀ Z has the Haagerup property, but is not weakly amenable [42]. Does
(H ≀ F2) ≀ Z have the bounded Fejér property?

Problem 4. For a countably infinite G with Kazhdan property (T ), is it possible to have the metric Fejér property? More
generally, does there always exist a Fourier summing net for such a group G (or for (G, σ ))?

Problem 5. Does any exact group have the Fejér property?What about SL(3,Z)? If SL(3,Z) does not have the Fejér property,
does it have a Fourier summing net?
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3. Fourier series in twisted crossed products

Throughout this section, Σ = (A,G, α, σ ) denotes a unital, discrete, twisted C∗-dynamical system, as considered in
Section 2.

3.1. Decay subspaces

Our exposition follows [6]. As in the scalar case, we start by defining

CF(Σ) =


x ∈ C∗

r (Σ)

 
g∈G

x(g)ΛΣ (g) is convergent w.r.t. ∥ · ∥


.

It is easy to see that x ∈ CF(Σ)whenx ∈ ℓ1(G, A), i.e., when ∥x∥1 =


g∈G ∥x(g)∥ < ∞.
Next, we look at other suitable decay subspaces. Let κ : G → [1,+∞). Set

ℓ2κ(G, A) = {ξ : G → A | ∥ξκ∥2 < ∞}

where ∥ξ∥2 =


g∈G ∥ξ(g)∥2
1/2, and equip this space with the norm ∥ξ∥2,κ = ∥ξκ∥2. If G is κ-decaying, then one can

show that ℓ2κ(G, A) is a decay subspace of AΣ (w.r.t. ∥ · ∥2,κ ). Thus we obtain:

Proposition 3.1. Suppose that G is κ-decaying. If x ∈ C∗
r (Σ) andx ∈ ℓ2κ(G, A), then x ∈ CF(Σ).

Corollary 3.2. Assume L : G → [0,+∞) is a proper function.
If G has polynomial H-growth (w.r.t. L), then there exists some s > 0 such that the Fourier series of x ∈ C∗

r (Σ) is
norm-convergent (to x) whenever

g∈G

∥x(g)∥2 (1 + L(g))2s < ∞ .

If G has subexponential H-growth (w.r.t. L), then the Fourier series of x ∈ C∗
r (Σ) is norm-convergent (to x) whenever

g∈G

∥x(g)∥2 etL(g) < ∞

for some t > 0.

However, there are some indications that one had better consider the subspace of AΣ given by

AΣκ = {ξ : G → A | ξκ ∈ AΣ }

equipped with the norm ∥ξ∥α,κ = ∥ξκ∥α . The problem is then to find conditions ensuring thatΣ is AΣκ -decaying, meaning
that for some C > 0, we have

∥ΛΣ (f )∥ ≤ C ∥f ∥α,κ for all f ∈ Cc(G, A).

We have checked that such an inequality holds in the case where A is commutative, G is κ-decaying and α is trivial. It would
be interesting to know if/when these conditions may be relaxed.

3.2. Multipliers and summation properties

This subsection is based on [5,6]. Let T : G × A → A be a map that is linear in the second variable. For each g ∈ G, let
Tg : A → A be the linear map given by

Tg(a) = T (g, a), a ∈ A.

For each f ∈ Cc(Σ), define T · f ∈ Cc(Σ) by
T · f


(g) = Tg(f (g)), g ∈ G.

We say that T is a (reduced) multiplier of Σ whenever there exists a bounded linear map MT : C∗
r (Σ) → C∗

r (Σ) such that
MT


ΛΣ (f )


= ΛΣ (T · f ), that is

MT


g∈G

f (g) λΣ (g)


=


g∈G

Tg(f (g)) λΣ (g)

for all f ∈ Cc(Σ). We then set |||T ||| = ∥MT∥ .

We note that for any x ∈ C∗
r (Σ), we have MT (x)(g) = Tg(x(g)) for all g ∈ G.
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We let MA(Σ) denote the normed linear space (w.r.t. ||| · |||) consisting of all (reduced) multipliers of Σ and let M0A(Σ)
denote the subspace ofMA(Σ) consisting of completely bounded multipliers, that is, of multipliers satisfying ∥MT∥cb < ∞.

As an example, consider ϕ : G → C and set Tϕ(g, a) = ϕ(g)a. If Tϕ ∈ MA(Σ), then ϕ ∈ MA(G). We do not knowwhether
the converse holds. Anyhow, it can be shown that Tϕ ∈ M0A(Σ) if and only if ϕ ∈ M0A(G), in which case we have

|||Tϕ ||| ≤ ∥MTϕ∥cb ≤ ∥Mϕ∥cb.

Also, if ϕ ∈ P(G), then Tϕ is completely positive and |||Tϕ ||| = ϕ(e).
Our next result shows that multipliers arise as coefficients of equivariant representations.

Theorem 3.3. Let (ρ, v) be an equivariant representation of Σ on a Hilbert A-module X and let x, y ∈ X. Define T : G × A →

A by

T (g, a) =

x , ρ(a) v(g) y


for a ∈ A, g ∈ G.

Then T ∈ M0A(Σ), with |||T ||| ≤ ∥MT∥cb ≤ ∥x∥ ∥y∥. Moreover, if x = y, then MT is completely positive and

|||T ||| = ∥MT∥cb = ∥x∥2.

The proof relies on Fell’s absorption principle (I). With the help of this result one may construct Fejér-like summation
processes for Fourier series of elements in C∗

r (Σ) in many cases.

Remark 3.4. Let T be as in the previous theorem.

(a) Let Z = {z ∈ X | ρ(a) z = z · a for all a ∈ A} denote the central part of X . Then we have T (g, a) =

x, v(g)y


a if y ∈ Z ,

while T (g, a) = a

x, v(g)y


if x ∈ Z .

(b) Letw be a unitary representation of G on a Hilbert space H and pick ξ, η ∈ H . Considering (ρ, v) = (ℓ ⊗ id, α ⊗ w)
on X = A ⊗ H and x = 1 ⊗ ξ , y = 1 ⊗ η gives

T (g, a) =

1 , aαg(1)


⟨ξ,w(g)η⟩ = ⟨ξ,w(g)η⟩ a.

Using Fell’s absorption principle (II), we can prove:

Theorem 3.5. Let (ρ, v) be an equivariant representation of Σ on aHilbert A-module X and let ξ, η ∈ XG. Define Ť : G×A → A
by

Ť (g, a) = ⟨ ξ, ρ̌(a) v̌(g) η ⟩ .

Then Ť is a completely bounded rf-multiplier of Σ , that is, there exists a completely bounded map ΦT : C∗
r (Σ) → C∗(Σ) such

that

ΦT

ΛΣ (f )


= T · f

for all f ∈ Cc(Σ), satisfying ∥ΦT∥cb ≤ ∥ξ∥ ∥η∥ .

We therefore say thatΣ has theweak approximation property if there exists an equivariant representation (ρ, v) ofΣ on
some Hilbert A-module X and nets {ξi}, {ηi} in XG, both having finite support, satisfying

• there exists someM > 0 such that ∥ξi∥ · ∥ηi∥ ≤ M for all i;
• for all g ∈ G and a ∈ A we have

lim
i

∥

ξi , ρ̌(a)v̌(g)ηi


− a∥ = 0.

If one can choose ηi = ξi for each i,Σ is said to have the positive weak approximation property. We add the qualifying word
central if the ηi’s and the ξi’s can be chosen to lie in the central part of XG. We also note that if (ρ, v) is chosen to be (ℓ, α),
then one recovers Exel’s approximation property forΣ .

From our previous theorem, one can deduce the following result, previously known when Σ has Exel’s approximation
property [62,63].

Theorem 3.6. Assume that Σ has the weak approximation property. ThenΣ is regular that is, the canonical ∗-homomorphism
from C∗(Σ) onto C∗

r (Σ) is faithful. Moreover, C∗(Σ) ≃ C∗
r (Σ) is nuclear if and only if A is nuclear.

WhenA is abelian andσ is scalar-valued, theweak approximationproperty coincideswith Exel’s approximationproperty.
In fact, we have:

Theorem 3.7. Assume that A is abelian. Then the following conditions are equivalent:

(a) Σ has the approximation property.
(b) The action α is amenable in the sense of [64] (see also [65]).
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(c) Σ has the central weak approximation property.

If σ ∈ Z2(G,T), then these conditions are also equivalent to

(d) Σ has the weak approximation property.

Note that the equivalence of (a) and (b) is due to Exel and Ng [63] in the untwisted case.
The following permanence result illustrates that the weak approximation property is a useful concept.

Proposition 3.8. Let B be a C∗-subalgebra containing the unit of A. Assume that σ takes values in U(B) and B is invariant under
αg for each g ∈ G; thus, the systemΣB := (B,G, α|B , σ )makes sense. If Σ has the weak approximation property and there exists
an equivariant conditional expectation E : A → B, thenΣB has also the weak approximation property.

Applying Proposition 3.8, we get:

Example 3.9. Assume G is exact and σ ∈ Z2(G,T). Let H be an amenable subgroup of G and let α be the action of G on
A = ℓ∞(G) by left translations. Then it is well-known that α is amenable [65,39], soΣ has the approximation property. Let
β denote the natural (left) action of G on AH = ℓ∞(G/H). ThenΣH = (AH , β,G, σ ) has the (weak) approximation property
and C∗(ΣH) ≃ C∗

r (ΣH) is nuclear.

We now turn our attention to summation processes on C∗
r (Σ). We set

MCF(Σ) =

T ∈ MA(Σ) | MT (x) ∈ CF(Σ) for all x ∈ C∗

r (Σ)

.

Thus, when T ∈ MCF(Σ), the series
g∈G

Tg(x(g))λΣ (g)
is norm-convergent (toMT (x)) for all x ∈ C∗

r (Σ).

Definition 3.10. A Fourier summing net forΣ is a net {Ti} ⊂ MCF(Σ) such that

lim
i

∥MTi(x)− x∥ = 0, for all x ∈ C∗

r (Σ).

Such a net is called a bounded Fourier summing net if it also satisfies supi |||Ti||| < ∞ .

One should not expect that a Fourier summing net forΣ always exists. For example, it will follow from Proposition 3.13
that a Fourier summing net for (C,G, id, σ ) cannot exist if G is not exact.

In aim to study the ideal structure of C∗
r (Σ), along lines initiated by Zeller-Meier [29] (when G is amenable) and by

Exel [62,66] (whenΣ has the approximation property or G is exact), the following notion turns out to be useful:

Definition 3.11. A Fourier summing net {Ti} for Σ is said to preserve the invariant ideals of A if, for each α-invariant ideal
J ⊂ A and each a ∈ J , we have

Ti(g, a) ∈ J for all i and all g ∈ G.

We also need to introduce another concept, exactness of Σ , as introduced by A. Sierakowski [67] when σ is trivial. We
first recall some notation.

For an α-invariant ideal J ⊂ A, set Σ/J = (A/J,G, α̇, σ̇ ), where (α̇, σ̇ ) denotes the twisted action of G on A/J naturally
associated with (α, σ ). We will letJ denote the kernel of the canonical ∗-homomorphism from C∗

r (Σ) onto C∗
r (Σ/J). It is

not difficult to show thatJ =

x ∈ C∗

r (Σ) |x(g) ∈ J for all g ∈ G

.

Moreover, if ⟨J⟩ denotes the ideal generated by J in C∗
r (Σ), then we have

E(⟨J⟩) = J and ⟨J⟩ ⊂J.
Definition 3.12. Σ is called exact when ⟨J⟩ =J for every α-invariant ideal J of A.

As shown by Exel [68],Σ is exact whenever G is exact. We also have:

Proposition 3.13. Assume there exists a Fourier summing net {Ti} for Σ that preserves the invariant ideals of A. ThenΣ is exact,
and C∗

r (Σ) is exact if and only if A is exact.

An ideal J of C∗
r (Σ) is called induced whenever it is generated by an α-invariant ideal of A. It is called E-invariant

whenever E(J) ⊂ J or, equivalently, whenever E(J) = J ∩ A.
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Proposition 3.14. Assume that G is exact or that there exists a Fourier summing net for Σ that preserves the invariant ideals of
A. Then the map J → ⟨J⟩ is a bijection between the set of all invariant ideals of A and the set of all E-invariant ideals of C∗

r (Σ).

If T ∈ MA(Σ), we say that T has finite G-support whenever Tg ≠ 0 for all but finitely many g ’s in G.

Definition 3.15. Σ is said to have the Fejér property if there exists a Fourier summing net {Ti} for Σ such that each Ti has
finite G-support. If, in addition, such a net can be chosen to be bounded, thenΣ is said to have the bounded Fejér property.

It follows from the work of Zeller-Meier [29] that Σ has the bounded Fejér property whenever G is amenable and σ is
central. (See also [69] for a short proof when G = Z and σ = 1.) Using a Følner net for G, as in Example 2.21, one easily
deduces that this also holds for any σ . More generally, we have:

Theorem 3.16. Assume that G is weakly amenable, or that Σ has the weak approximation property. Then Σ has the bounded
Fejér property.

Remark 3.17. We expect that summation processes also make sense in many C∗-algebras that have a crossed product like
structure. For instance, letOn denote the Cuntz algebra generated by isometries S1, . . . , Sn, withmutually orthogonal ranges
summing up to 1. Then the following hold (see [70]):
(1) Each element x in the dense ∗-subalgebra generated by S1, . . . , Sn has a representation

x =

N
i=1

(S∗

1 )
ix−i + x0 +

N
i=1

xiS i1

where, for each i, xi ∈ F n, the canonical UHF subalgebra of type n∞. This representation is unique if one requires, for
each i ≥ 1, that xi = xiPi and x−i = Pix−i, where Pi = S i1(S

i
1)

∗ is the final projection of S i1.
(2) The linear maps Ei defined by Ei(x) = xi extend to continuous, contractive linear maps from On to F n.
(3) The generalized Cesáro sums

σN(x) =

N
k=1


1 −

|k|
N


(S∗

1 )
kE−k(x)+

N
k=0


1 −

|k|
N


Ek(x)Sk1

converge to x in norm when N → ∞.

3.3. The Fourier–Stieltjes algebra of a C∗-dynamical system

In analogywith the Fourier–Stieltjes algebra B(G) of a group G, thatmay be described as the algebra ofmatrix coefficients
of unitary representations of G, one may associate to a unital, discrete, twisted C∗-dynamical system Σ = (A,G, α, σ ) its
Fourier–Stieltjes algebra B(Σ). We give here a short introduction to this subject, based on [8].

Following M. Walter [71,72], we first recall that if B is a C∗-algebra, one can consider its dual algebra D(B) consisting
of all completely bounded maps from B into itself, the product being given by composition. Equipped with the completely
bounded norm, D(B) becomes a Banach algebra, having an isometric conjugationΦ → Φ given by

Φ(b) = (Φ(b∗))∗

for each b ∈ B (cf. [71, Proposition 1]).
Now, we may organizeM0A(Σ) as a unital algebra with a conjugation by setting

(T + T ′)(g, a) := T (g, a)+ T ′(g, a)
(λT )(g, a) := λT (g, a)

(T × T ′)(g, a) = T (g, T ′(g, a))

T (g, a) := σ(g, g−1)∗ αg


T

g−1, α−1

g (a∗σ(g, g−1)∗)
∗

I(g, a) := a

for all g ∈ G, a ∈ A and λ ∈ C. One then checks that T → MT is an injective unital algebra homomorphism from M0A(Σ)
into D(C∗

r (Σ)) that respects conjugation.
Setting ∥T∥cb := ∥MT∥cb, we get a normonM0A(Σ). As


MT | T ∈ M0A(Σ)


is closed inD(C∗

r (Σ)), it follows thatM0A(Σ)
becomes a Banach algebra with an isometric conjugation.

We recall that if (ρ, v) is an equivariant representation of Σ on a Hilbert A-module X and x, y ∈ X , then we have
Tρ,v,x,y ∈ M0A(Σ), where

Tρ,v,x,y(g, a) =

x , ρ(a) v(g) y


for all g ∈ G and a ∈ A .We define B(Σ) ⊂ M0A(Σ) to be the set of all multipliers ofΣ of the form given above, thinking of
it as the A-valued coefficient functions associatedwith equivariant representations ofΣ . Exploiting the natural construction
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of direct sums and tensor products of equivariant representations, one verifies that B(Σ) is a subalgebra ofM0A(Σ), which
is closed under conjugation (as T ρ,v,x,y = Tρ,v,y,x). Using (b) in Remark 3.4, one sees that B(G) embeds in B(Σ). Elements of
B(Σ)may also be shown to give rise to completely bounded linear maps on C∗(Σ).

An alternative description of B(Σ)may be given using C∗-correspondences over C∗
r (Σ).

6 Let Y be a C∗-correspondence
over C∗

r (Σ) and let y, z ∈ Y . Define T Y
y,z : G × A → A by T Y

y,z (g, a) = E

y , [aλ(g)] · z


λ(g)∗


for all g ∈ G and a ∈ A. Then

we have

B(Σ) =


T Y
y,z | Y is a C∗-correspondence over C∗

r (Σ) and y, z ∈ Y

.

A similar result holds if one replaces C∗
r (Σ)with C∗(Σ).

Now, consider a function ϕ : G → A. Following [64], ϕ is called AD-positive definite (w.r.t. Σ) if, for any s1, . . . , sn ∈ G,
the matrix [αsiϕ(s

−1
i sj)] is positive in Mn(A). Recall that Tϕ : G × A → A is defined by Tϕ(g, a) = ϕ(g) a for g ∈ G and

a ∈ A. It can be shown that Tϕ ∈ M0A(Σ) with MTϕ being completely positive if and only if ϕ takes its values in Z(A) and
is AD-positive definite (w.r.t. Σ); moreover, MTϕ is then an A-bimodule map of C∗

r (Σ). (See [73] for a related result when
σ = 1.)

More generally, one may introduce a notion of positive definiteness (w.r.t.Σ) for any map T : G × A → that is linear in
the second variable. This property is satisfied when T = Tρ,v,x,x for some equivariant representation (ρ, v) of Σ on X and
some x ∈ X . Conversely, a Gelfand–Raikov type result holds: if T is positive definite (w.r.t. Σ), then it may be written as
Tρ,v,x,x for some (ρ, v) and x as above. This allows us to describe B(Σ) as the span of positive definite maps (w.r.t. Σ). We
can also show that T is positive definite (w.r.t.Σ) if and only if T ∈ M0A(Σ)withMT being completely positive. Finally, we
propose a definition of amenability for Σ , by requiring the existence of a uniformly bounded net {T i

} of finitely supported
Σ-positive definite maps satisfying limi ∥T i(g, a) − a∥ = 0 for every g ∈ G and a ∈ A, and show that this implies the
regularity ofΣ .

Many interesting questions arise. For example, when is B(Σ) = M0A(Σ)? Given another system Σ ′, when is B(Σ ′)
isomorphic to B(Σ)? Does regularity ofΣ imply its amenability (in the above sense)?

3.4. On C∗-simple groups and maximal ideals in certain crossed products

The topic of C∗-simple groups started with the seminal work of R. Powers [74], who showed that C∗
r (F2) is simple with a

unique tracial state.We recall that a discrete groupG is called C∗-simplewhen C∗
r (G) is simple, and it is said to have the unique

trace property if C∗
r (G) has a unique tracial state (the canonical one). For basic examples and properties, we refer to [75]. The

problemwhether C∗-simplicity is equivalent to the unique trace property remained elusive for quite long time. However, as
shown recently by E. Breuillard, M. Kalantar, M. Kennedy and N. Ozawa in [76], G has the unique trace property if and only
if its amenable radical is trivial, and it follows easily from this that every C∗-simple group has the unique trace property.
A quite elementary proof of this fact has later been obtained by M. Kennedy [77] and, independently, by U. Haagerup [78],
based on characterizations of C∗-simplicity and of the unique trace property in terms of Powers type averaging properties of
C∗
r (G). On the other hand, A. Le Boudec [79] has produced examples of non C∗-simple groupswith the unique trace property.
The search for new C∗-simple groups continues to be an active area. A.Yu. Olshanskii and D.V. Osin have produced

examples of C∗-simple groups without free subgroups [80]; these include the free Burnside groups B(m, n)withm ≥ 2 and
n odd and large enough. Using their characterization of C∗-simplicity as being equivalent to the existence of a topologically
free boundary action, Kalantar and Kennedy have shown [81] that the torsion-free Tarski monsters are C∗-simple. This is
also true for other Tarski monster groups [76]. An intriguing question is whether the Thompson group T is C∗-simple or
not. As shown by Haagerup and Olesen [82] (see also [76]), the C∗-simplicity of T would imply the non-amenability of the
Thompson group F , thus solving a major open problem. On the other hand, T is known to have the unique trace property. So
if T is not C∗-simple, it would provide another example of a group similar to those found by Le Boudec. An interesting class
of groups with the unique trace property is the class of groups with the property BP introduced in [83]. To our knowledge, it
is unknown whether such groups are necessarily C∗-simple. One may of course also study simplicity and uniqueness of the
trace for twisted reduced group C∗-algebras, and quite a lot is known. We refer to [84,85] for an overview on this theme, as
well as some new results.

In another direction, generalizing a result of P. de la Harpe and G. Skandalis in [86] (see also [87]), it is shown in [76] that
if a C∗-simple group acts on a unital C∗-algebra in a minimal way (the only invariant ideals are the trivial ones), then the
associated reduced C∗-crossed product is simple. In the case of a non-minimal system, the lattice of ideals of the reduced
crossed product may be quite complicated. In a first step, onemay try to describe themaximal ideals. In [7], we consider the
case where the group lies in the class P consisting of all PH-groups introduced by Promislow [88] and of groups satisfying
the ‘‘combinatorial’’ property (Pcom) of Bekka–Cowling–de la Harpe [89]. See the diagram below for an illustration of the
logical relationships between the various conditions appearing in the literature on this topic. (The unexplained terminology
may be found in the references cited above, also noticing that OO and PT denote the classes of C∗-simple groups investigated
in [80] and [90], respectively.)

6 If Y is a (right) Hilbert B-module and φ is a representation of B on Y , the triple (Y , B, φ) is often called a C∗-correspondence over B, or sometimes a
right Hilbert B-bimodule; one usually sets b · y = φ(b) y for b ∈ B and y ∈ Y .
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LetΣ = (A,G, α, σ ) denote a unital, discrete, twisted C∗-dynamical system, and let UΣ denote the unitaries in C∗
r (Σ).

Our approach in [7] relies on the following notion.

Definition 3.18. We say that Σ has property (DP) if 0 ∈ co{vyv∗
| v ∈ UΣ } for every y ∈ C∗

r (Σ) satisfying y = y∗ and
E(y) = 0.

It is not difficult to check thatΣ has property (DP)whenever C∗
r (Σ)has theDixmier property [91]. However, the converse

implication is not true in general.

Theorem 3.19. The following assertions hold:

(1) If G belongs to P , thenΣ has property (DP).
(2) If Σ has property (DP), then the restriction map gives a bijection between the set of all tracial states of C∗

r (Σ) and the set of
invariant tracial states of A.

(3) If the action is minimal andΣ has property (DP), then C∗
r (Σ) is simple.

(4) If Σ is exact and has property (DP), then the map J → J ∩ A gives a bijection between the set of maximal ideals of C∗
r (Σ)

and the set of maximal invariant ideals of A.

After the first draft of this paper had been submitted for publication, R.S. Bryder andM. Kennedy have shown in [92] that
if G is C∗-simple, then C∗

r (Σ) satisfies a certain Powers type averaging property, related to property (DP). Using this, they are
able to show that the bijection in item (4) above actually holds for any C∗-simple group. They also show that the bijection
in item (2) above holds for any group having the unique trace property (thus in particular for any C∗-simple group). Finally,
a twisted crossed product by an action of a C∗-simple group is simple if and only if the action is minimal.

Powers // weak Powers //

��

vvnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn ultraweak Powers

ttjjjjjjjjjjjjjjj

zzvvvvvvvvvvvvvvvvvvvvvv

rr

weak Powers∗ //

��

ultraweak Powers∗

PH

,,

// BP //

((RRRRRRRRRRRRRRRRR contains free subgr.

P∗

nai

99rrrrrrrrrrrr
unique trace

��

PT // Pnai

OO

// Pana

��

Pgeo // Pcom

99rrrrrrrrrrr
trivial amen. radical

OO

OO // C∗-simple

??�������������������������

FF








































References

[1] U. Haagerup, An example of a nonnuclear C∗-algebra, which has the metric approximation property, Invent. Math. 50 (1978/79) 279–293.
[2] P.-A. Cherix, M. Cowling, P. Jolissaint, P. Julg, A. Valette, Groups with the Haagerup property. Gromov’s a-T-menability, in: Progress in Mathematics,

Vol. 197, Birkhäuser Verlag, Basel, 2001.
[3] P. Jolissaint, Rapidly decreasing functions in reduced C∗-algebras of groups, Trans. Amer. Math. Soc. 317 (1990) 167–196.
[4] E. Bédos, R. Conti, On twisted Fourier analysis and convergence of Fourier series on discrete groups, J. Fourier Anal. Appl. 15 (2009) 336–365.
[5] E. Bédos, R. Conti, On discrete twisted C∗-dynamical systems, Hilbert C∗-modules and regularity, Münster J. Math. 5 (2012) 183–208.
[6] E. Bédos, R. Conti, Fourier series and twisted C∗-crossed products, J. Fourier Anal. Appl. 21 (2015) 35–75.

http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref1
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref2
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref3
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref4
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref5
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref6


E. Bédos, R. Conti / Journal of Geometry and Physics 105 (2016) 2–24 23

[7] E. Bédos, R. Conti, On maximal ideals in certain reduced twisted C∗-crossed products, Math. Proc. Cambridge Philos. Soc. 158 (2015) 399–417.
[8] E. Bédos, R. Conti, The Fourier Stieltjes algebra of a C∗-dynamical system, Internat. J. Math. in press. http://dx.doi.org/10.1142/S0129167x16500506.
[9] M. Junge, T. Mei, BMO spaces associated with semigroups of operators, Math. Ann. 352 (2012) 691–743.

[10] M. Junge, T. Mei, J. Parcet, Smooth Fourier multipliers on group von Neumann algebras, Geom. Funct. Anal. 24 (2014) 1913–1980.
[11] M. Junge, T. Mei, J. Parcet, Noncommutative Riesz transform—dimension free bounds and Fourier multipliers. Preprint (2014), arXiv:1407.2475.
[12] N. Brown, E. Guentner, New C∗-completions of discrete groups and related spaces, Bull. Lond. Math. Soc. 45 (2013) 1181–1193.
[13] R. Okayasu, Free group C∗-algebras associated with ℓp , Internat. J. Math. 25 (7) (2014) 12. 1450065.
[14] J. Renault, The Fourier algebra of a measured groupoid and its multipliers, J. Funct. Anal. 145 (1997) 455–490.
[15] A. Ramsay, M. Walter, Fourier–Stieltjes algebras of locally compact groupoids, J. Funct. Anal. 148 (1997) 314–367.
[16] A.L. Paterson, The Fourier algebra for locally compact groupoids, Canad. J. Math. 56 (2004) 1259–1289.
[17] M. Daws, Multipliers of locally compact quantum groups via Hilbert C∗-modules, J. Lond. Math. Soc. 84 (2011) 385–407.
[18] M. Daws, P. Salmi, Completely positive definite functions and Bochner’s theorem for locally compact quantum groups, J. Funct. Anal. 264 (2013)

1525–1546.
[19] K. De Commer, A. Freslon, M. Yamashita, CCAP for universal discrete quantum groups. With an appendix by Stefaan Vaes, Comm. Math. Phys. 331

(2014) 677–701.
[20] A. Freslon, Examples of weakly amenable discrete quantum groups, J. Funct. Anal. 265 (2013) 2164–2187.
[21] M. Daws, P. Fima, A. Skalski, S. White, The Haagerup property for locally compact quantum groups, J. Reine Angew. Math. 711 (2016) 189–229.
[22] M. Caspers, Weak amenability of locally compact quantum groups and approximation properties of extended quantum SU(1,1), Comm. Math. Phys.

331 (2014) 1041–1069.
[23] A. Kleppner, The structure of some induced representations, Duke Math. J. 29 (1962) 555–572.
[24] J.A. Packer, Twisted group C∗-algebras corresponding to nilpotent discrete groups, Math. Scand. 64 (1989) 109–122.
[25] T. Omland, Primeness and primitivity conditions for twisted group C∗-algebras, Math. Scand. 114 (2014) 299–319.
[26] J. Dixmier, Les algèbres d’opérateurs dans l’espace hilbertien (algèbres de von Neumann), Gauthiers-Villars, Paris, 1969.
[27] C. Heil, A basis theory primer. Expanded edition, in: Applied and Numerical Harmonic Analysis, Birkhä user/Springer, New York, 2011.
[28] J. Dixmier, Les C∗-algèbres et leurs représentations, Gauthiers-Villars, Paris, 1969.
[29] G. Zeller-Meier, Produits croisés d’une C∗-algèbre par un groupe d’automorphismes, J. Math. Pures Appl. 47 (1968) 101–239.
[30] P. Eymard, L’ algèbre de Fourier d’un groupe localement compact, Bull. Soc. Math. France 92 (1964) 181–236.
[31] G.A. Elliott, On the K-theory of the C∗-algebra generated by a projective representation of a torsion-free discrete group, in: Operator Algebras and

Group Representations, Pitman, New York, 1984, pp. 480–509.
[32] J.A. Packer, I. Raeburn, Twisted crossed product of C∗-algebras, Math. Proc. Cambridge Philos. Soc. 106 (1989) 293–311.
[33] J.A. Packer, I. Raeburn, Twisted crossed product of C∗-algebras II, Math. Ann. 287 (1990) 595–612.
[34] J.A. Packer, I. Raeburn, On the structure of twisted group C∗-algebras, Trans. Amer. Math. Soc. 334 (1992) 685–718.
[35] A.L. Carey, K.A. Hannabuss, V. Mathai, P. McCann, Quantum hall effect on the hyperbolic plane, Comm. Math. Phys. 190 (1998) 629–673.
[36] M. Marcolli, V. Mathai, Twisted index theory on good orbifolds, I: noncommutative Bloch theory, Commun. Contemp. Math. 1 (1999) 553–587.
[37] A. Connes, Classification of injective factors, Ann. of Math. 104 (1976) 73–116.
[38] A. Connes, Noncommutative Geometry, Academic Press, New York, 1994.
[39] N.P. Brown, N. Ozawa, C∗-algebras and finite-dimensional approximations, in: Graduate Studies inMathematics, Vol. 88, Amer. Math. Soc, Providence,

RI, 2008.
[40] K. Olsen Lye, On C∗-algebras related to the Roe algebra (Master thesis), Univ. of Oslo, 2011.
[41] V. Lafforgue, M. de la Salle, Noncommutative Lp-spaces without the completely bounded approximation property, Duke Math. J. 160 (2011) 71–116.
[42] Y. de Cornulier, Y. Stalder, A. Valette, Proper actions of lamplighter groups associated with free groups, C. R. Math. Acad. Sci. Paris 346 (2008) 173–176.
[43] D. Osajda, Small cancellation labellings of some infinite graphs and applications. Preprint (2014), arXiv:1406.5015.
[44] S. Knudby, Semigroups of Herz-Schur multipliers, J. Funct. Anal. 266 (2014) 1565–1610.
[45] S. Knudby, The weak Haagerup property, Trans. Amer. Math. Soc. 368 (2016) 3469–3508.
[46] U. Haagerup, S. Knudby, The weak Haagerup property II: examples, Int. Math. Res. Not. IMRN (16) (2015) 6941–6967.
[47] D.P. Williams, Crossed products of C∗-algebras, in: Mathematical Surveys and Monographs, Vol. 134, Amer. Math. Soc, Providence, RI, 2007.
[48] S. Echterhoff, Crossed products, the Mackey-Rieffel-Green machine and applications. Preprint (2010), arXiv:1006.4975.
[49] E.C. Lance, Hilbert C∗-modules. A toolkit for operator algebraists, in: LondonMathematical Society Lecture Note Series, vol. 210, Cambridge University

Press, Cambridge, 1995.
[50] X. Chen, Q. Wang, X. Wang, Truncation approximations and spectral invariant subalgebras in uniform Roe algebras of discrete groups, J. Fourier Anal.

Appl. 21 (2015) 555–574.
[51] J. de Cannière, U. Haagerup, Multipliers of the Fourier algebras of some simple Lie groups and their discrete subgroups, Amer. J. Math. 107 (1985)

455–500.
[52] M. Bo zejko, G. Fendler, Herz-Schur multipliers and completely bounded multipliers of the Fourier algebra of a locally compact group, Boll. Unione

Mat. Ital. Sez. A 3 (6) (1984) 297–302.
[53] G. Pisier, Similarity problems and completely bounded maps, second ed., in: Lect. Notes in Math., Vol. 1618, Springer, Berlin, 2001.
[54] C. Nebbia, Multipliers and asymptotic behaviour of the Fourier algebra of nonamenable groups, Proc. Amer. Math. Soc. 84 (1982) 549–554.
[55] M. Bo zejko, Positive definite bounded matrices and a characterisation of amenable groups, Proc. Amer. Math. Soc. 95 (1985) 357–360.
[56] G. Pisier, Introduction to operator space theory, in: London Mathematical Society Lecture Notes Series, Vol. 294, Cambridge University Press,

Cambridge, 2003.
[57] N. Weaver, Lipschitz algebras and derivations of von Neumann algebras, J. Funct. Anal. 139 (1996) 261–300.
[58] J. Brodzki, G. Niblo, Approximation properties for discrete groups, in: C∗-algebras and Elliptic Theory, in: Trends in Mathematics, Birkhauser, 2006,

pp. 23–35.
[59] U. Haagerup, J. Kraus, Approximation properties for group C∗-algebras and group vonNeumann algebras, Trans. Amer.Math. Soc. 344 (1994) 667–699.
[60] U. Haagerup, Group C∗-algebras without the completely bounded approximation property, 1986, unpublished.
[61] N. Ozawa, Examples of groups which are not weakly amenable, Kyoto J. Math. 52 (2012) 333–344.
[62] R. Exel, Amenability for fell bundles, J. Reine Angew. Math. 492 (1997) 41–73.
[63] R. Exel, C.-K. Ng, Approximation property of C∗-algebraic bundles, Math. Proc. Cambridge Philos. Soc. 132 (2002) 509–522.
[64] C. Anantharaman-Delaroche, Systèmes dynamiques non commutatifs et moyennabilité, Math. Ann. 279 (1987) 297–315.
[65] C. Anantharaman-Delaroche, Amenability and exactness for dynamical systems and their C∗-algebras, Trans. Amer. Math. Soc. 354 (2002) 4153–4178.
[66] R. Exel, Exact groups, induced ideals and Fell bundles. Preprint version of [68](2000); available at arXiv:math/0012091v1.
[67] A. Sierakowski, The ideal structure of reduced crossed products, Münster J. Math. 3 (2010) 237–262.
[68] R. Exel, Exact groups and fell bundles, Math. Ann. 323 (2002) 259–266.
[69] K.R. Davidson, C∗-algebras by examples, in: Fields Institute Monographs, Vol. 6, American Mathematical Society, Providence, RI, 1996.
[70] S.C. Power, Subalgebras of graph C∗-algebras, in: Operator Algebras, Operator Theory andApplications, in: Oper. Theory Adv. Appl., vol. 181, Birkhäuser

Verlag, Basel, 2008, pp. 3–32.
[71] M.E. Walter, Dual algebras, Math. Scand. 58 (1986) 77–104.
[72] M.E. Walter, On a new method for defining the norm of Fourier–Stieltjes algebras, Pacific J. Math. 137 (1989) 209–223.
[73] Z. Dong, Z.-J. Ruan, A Hilbert module approach to the Haagerup property, Integral Equations Operator Theory 73 (2012) 431–454.
[74] R.T. Powers, Simplicity of the C∗-algebra associated with the free group on two generators, Duke Math. J. 42 (1975) 151–156.
[75] P. de la Harpe, On simplicity of reduced group C∗-algebras, Bull. Lond. Math. Soc. 39 (2007) 1–26.

http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref7
http://dx.doi.org/10.1142/S0129167x16500506
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref9
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref10
http://arxiv.org/1407.2475
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref12
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref13
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref14
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref15
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref16
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref17
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref18
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref19
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref20
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref21
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref22
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref23
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref24
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref25
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref26
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref27
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref28
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref29
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref30
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref31
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref32
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref33
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref34
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref35
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref36
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref37
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref38
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref39
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref40
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref41
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref42
http://arxiv.org/1406.5015
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref44
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref45
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref46
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref47
http://arxiv.org/1006.4975
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref49
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref50
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref51
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref52
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref53
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref54
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref55
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref56
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref57
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref58
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref59
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref61
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref62
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref63
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref64
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref65
http://arxiv.org/math/0012091v1
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref67
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref68
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref69
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref70
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref71
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref72
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref73
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref74
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref75


24 E. Bédos, R. Conti / Journal of Geometry and Physics 105 (2016) 2–24

[76] E. Breuillard, M. Kalantar, M. Kennedy, N. Ozawa, C∗-simplicity and the unique trace property for discrete groups. Preprint (2014), arXiv:1410.2518.
[77] M. Kennedy, Characterizations of C∗-simplicity. Preprint (2015), arXiv:1509.01870.
[78] U. Haagerup, A new look at C∗-simplicity and the unique trace property of a group. Preprint (2015), arXiv:1509.05880.
[79] A. Le Boudec, Discrete groups that are not C∗-simple. Preprint (2015), arXiv:1507.03452.
[80] A.Yu. Olshanskii, D.V. Osin, C∗-simple groups without free subgroups, Groups Geom. Dyn. 8 (2014) 933–983.
[81] M. Kalantar, M. Kennedy, Boundaries of reduced C∗-algebras of discrete groups, J. Reine Angew. Math. (2016) in press.
[82] U. Haagerup, K.K. Olesen, On conditions towards the non-amenability of Richard Thompson’s group F , 2016, in preparation.
[83] R.D. Tucker-Drob, Shift-minimal groups, fixed price 1, and the unique trace property. Preprint (2012), arXiv:1211.6395.
[84] E. Bédos, T. Omland, On twisted group C∗-algebras associated with FC-hypercentral groups and other related groups, Ergodic Theory Dynam. Systems

(2015) Available on CJO 2015. http://dx.doi.org/10.1017/etds.2015.9. in press.
[85] E. Bédos, T. Omland, On reduced twisted group C∗-algebras that are simple and/or have a unique trace, 2016, in preparation.
[86] P. de la Harpe, G. Skandalis, Powers’ property and simple C∗-algebras, Math. Ann. 273 (1986) 241–250.
[87] F. Boca, V. Nitica, Combinatorial properties of groups and simple C∗-algebras with a unique trace, J. Operator Theory 20 (1988) 183–196.
[88] S.D. Promislow, A class of groups producing simple, unique trace C∗-algebras, Math. Proc. Cambridge Philos. Soc. 114 (1993) 223–233.
[89] M.E. Bekka, M. Cowling, P. de la Harpe, Some groups whose reduced C∗-algebra is simple, Inst. Hautes Études Sci. Publ. Math. 80 (1994) 117–134.
[90] J. Peterson, A. Thom, Group cocycles and the ring of affiliated operators, Invent. Math. 185 (2011) 561–592.
[91] U. Haagerup, L. Zsido, Sur la propriété de Dixmier pour les C∗-algèbres, C. R. Acad. Sci. Paris 298 (1984) 173–177.
[92] R.S. Bryder, M. Kennedy, Reduced twisted crossed products over C∗-simple groups Preprint (2016), arXiv:1602.01533.

http://arxiv.org/1410.2518
http://arxiv.org/1509.01870
http://arxiv.org/1509.05880
http://arxiv.org/1507.03452
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref80
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref81
http://arxiv.org/1211.6395
http://dx.doi.org/10.1017/etds.2015.9
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref86
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref87
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref88
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref89
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref90
http://refhub.elsevier.com/S0393-0440(16)30056-0/sbref91
http://arxiv.org/1602.01533

	Fourier theory and  C* -algebras
	Background
	Classical Fourier series
	Groups
	Operator algebras associated with groups
	Twisted crossed products
	Equivariant representations

	Fourier series in twisted group algebras
	Norm-convergence and decay properties
	Twisted multipliers
	Summation processes

	Fourier series in twisted crossed products
	Decay subspaces
	Multipliers and summation properties
	The Fourier--Stieltjes algebra of a  C* -dynamical system
	On  C* -simple groups and maximal ideals in certain crossed products

	References


