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Abstract 

In this paper, we describe a lattice Boltzmann model to simulate chemical reactions taking place at 

the interface between two immiscible fluids. The phase-field approach is used to identify the 

interface and its orientation, the concentration of reactant at the interface is then calculated 

iteratively to impose the correct reactive flux condition. The main advantages of the model is that 

interfaces are considered part of the bulk dynamics with the corrective reactive flux introduced as a 

source/sink term in the collision step, and, as a consequence, the model’s implementation and 

performance is independent of the interface geometry and orientation. Results obtained with the 

proposed model are compared to analytical solution for three different benchmark tests (stationary 

flat boundary, moving flat boundary and dissolving droplet). We find an excellent agreement 

between analytical and numerical solutions in all cases. Finally, we present a simulation coupling 

the Shan Chen multiphase model and the interface reactive model to simulate the dissolution of a 

collection of immiscible droplets with different sizes rising by buoyancy in a stagnant fluid. 

Keywords 
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I. Introduction 

Mass exchange of a non-aqueous phase liquid (commonly referred to as “NAPL”) in groundwater 

represents an important two-phase problem in environmental engineering. These contaminants 

have a low solubility and act as a long-term source of contamination. There are two classes of NAPL 

compounds: light (“LNAPLs”) and dense NAPLs (“DNAPLs”) according to their density relative to 

water [1, 2]. LNAPLs float on the groundwater table moving in the same direction as the hydraulic 

gradient while DNAPLs sink down to the bedrock of the aquifer or remain trapped in low 

permeability lenses [1, 2]. 

With the increase of pollution cases by NAPLs, several techniques of groundwater remediation have 

been developed, including flushing, air sparging, chemical oxidation, thermal treatment and 

bioremediation [3, 4]. These techniques focus on the separate-phase source reduction, increasing 
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the extraction and treatment of dissolved plume. Even with the development of these strategies, the 

remediation of sites contaminated by NAPLs remains difficult and not efficient. The general 

approach is to enhance the dissolution of the NAPL at the interface with the aqueous phase, and 

reduce the contamination source longevity. Recent studies [5, 6] showed that the pollutants mass 

transfer is limited by mixing of contaminants and injected/added compound (air, microorganism or 

chemicals according to the different remediation method). Forecasting the duration of the 

remediation procedure to remove totally the contaminant mass flux from the source zone is of 

particular importance to design an effective and cost-conscious strategy. 

Numerical models that simulate the cleanup and dissolution of the invading pollutants have been 

widely used over the last few years to study and design remediation [7-14], however most existing 

models do not account for the dynamic interphase mass transfer associated with NAPL dissolution. 

Most numerical models are set at the field scale (or Darcy scale), based on continuum assumptions, 

with a grid spacing on the order of meters [15, 16]. In these models, the properties of the medium 

are assumed homogeneous within a representative elementary volume (“REV”) and do not account 

for the dynamics that takes place at the pore-scale, as such, they tend to overestimate the 

dissolution rate of contaminants as reported by several authors [6, 17]. 

On the other end of the spectrum, pore-scale models are able to capture physicochemical processes 

associated with mass transport and chemical reactions, as well as the pore-scale velocity field from 

Navier-Stokes equations (“NSE”) at the cost of large computational demands. Over the last decades, 

Lattice Boltzmann Models (“LBM”) have been widely used for their capability to simulate meso-

scale and micro-scale phenomena. Lattice Boltzmann models solve the discretized Boltzmann 

equation and can be used to recover partial differential equations such as Navier-Stokes equations 

and the advection-diffusion/dispersion equation (“ADE”) [18-22]. The LBM consist of the evolution 

of a series of pseudo-particles, which can propagate (stream) over a discrete lattice and collide with 

each other, conserving mass and momentum at each node of the lattice. Compared to traditional 

computational fluid dynamics methods, LBM are well-suited for the fluid and transport dynamics in 

complex geometries (e.g. porous media) because of its ability to (1) introduce simple rules for 

complex boundary conditions, (2) compute chemical gradients locally, and its efficiency for 

parallelization [18-23]. 

Different studies have focused on the development of boundary conditions for surface reaction in 

ADE with LBM. Kang at al. [24-26] proposed to introduce heterogeneous reactions at the interface 

between fluid and solid nodes as internal boundary conditions. Chen and Zhang [27] extended the 

method of Kang to simulate diffusion from liquid carbon-dioxide droplets to seawater. Walsh and 

Saar [28] proposed an interpolated lattice Boltzmann boundary condition to introduce first-order 

reaction kinetics and, recently, Zhang et al. [29], Chen et al. [30] and Gillisen [31] suggested a 

halfway bounce-back scheme to implement the concentration or thermal boundary conditions and 

surface reactions between fluid and solid phases, based on the scheme developed by Ladd [32]. 

Finally Chen et al. [33] use a mixed scheme for reactive boundary condition, coupling the boundary 

treatment studied by Kang [26] and Zhang [29] (Eq. 33 (a,b) in [33]) to overcome the issue for 

moving boundary and yielding a similar scheme obtained by Walsh and Saar [28], but suitable to 

simulate all types of boundary conditions. 

In this work, we propose an alternative method also based on the LBM. The model is based on the 

phase-field approach [34, 35] and requires information from nearest neighbors around the 

interface, which avoids the necessity to calculate the normal to the interface. Our model is therefore 
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independent of interface shape and orientation, which becomes advantageous when dealing with 

complex time-dependent interfaces. The mathematical description of the model is provided in 

section II, it is followed by validations in section III. Specifically, we test our model with analytical 

and numerical solution over different scenarios (flat boundary, moving boundary and dissolving 

droplet). Section IV provides a discussion of the performance of our model. In section V, we present 

a simulation of multiphase reactive transport of multiple droplets ascending buoyantly in a fluid at 

rest to showcase the ability of the model to handle complex geometries.  

 

II. Model Description 

 

1. Lattice Boltzmann for fluid flow 

The lattice Boltzmann method is based on the discrete kinetic equation: 

���� � ��Δ�, 	 � Δ	
 � ����, 	
 � Ω����, 	
�, (1) 

where fi represents the particle distribution function traveling along the ith direction with velocity 

ei; Ωi (f(x,t)) is the collision operator which represents the rate of change of fi resulting from 

collisions between particles. Δt and Δx are time and space increments, respectively, and both equal 

to one, ei are the local particle velocities that constrain the motion of particles on the lattice. 

Starting from an initial state, the configuration of particles at each time step evolves according to 

two sequential sub-steps, (a) streaming, where particles move to the nearest node along the 

velocity vector ei, and (b) collision, which occurs when particles arriving at a node interact and 

exchange momentum to relax to a local equilibrium.  

For our fluid dynamics calculations, we use a 2 dimensional square lattice with eight nearest 

neighbors, labeled D2Q9 (see Fig. 1a) [19, 20, 22, 36]. 

The collision operator Ωi is often linearized following the assumption of Bathnagar-Gross-Krook 

(“BGK”) or single relaxation time (“SRT”) because it provides a simple and computationally efficient 

numerical scheme [18, 36]. However, as reported by several authors, a multiple relaxation time 

approach (“MRT”) can be used instead and allows for higher order boundary conditions and 

improved stability [38, 39]. The BGK collision is defined as: 

Ω� � � �� �����, 	
 � ������, 	

,  (2) 

where � is the relaxation time and ������, 	
 is the local equilibrium distribution function which is 

obtained from a second order Taylor expansion of Maxwell-Boltzmann’s distribution with respect 

to the local macroscopic velocity field u: 

������, 	
 � ��� �1 � 3 ��∙���� �  ! ���∙�

�

��" � #! �
�

��"$ (3) 

with the lattice weights: 
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&(	
49 																, � 0
19 					, � 1,2,3,4
136 				, � 5,6,7,8

3 

and 45! is the sound speed, equal to 1/3, for D2Q9 lattice topology. 

The macroscopic variables, the local fluid density ρ and fluid velocity u=(u,v) are given by: 

� � ∑ ��7�89 ,												�: � ∑ ;<��7�89 . (4) 

Using a Chapman-Enskog expansion, the Navier-Stokes equations can be derived from the Eq. (1) 

[19, 20, 22, 36]: 

=�=	 � > ∙ ��?
 � 0 

@A?@B � u> ∙ ��?
 � �>p � > ∙ �ρν>?
, (5) 

where the kinematic viscosity is defined as ν � 45!�τ � �!
∆	. 

 

Fig. 1. Lattice topologies and lattice velocity indexing for the D2Q9 (a) and D2Q5 (b). 

 

2. Lattice Boltzmann for advection-diffusion (or solute transport) 

The LB equation for reactive transport obeys a similar rule as the fluid solver: 

I��� � ��Δ�, 	 � Δ	
 � I���, 	
 � Ω�I��, 	
�	 (6) 

We use a D2Q5 lattice topology (Fig. 1b), which requires less storage memory, but is limited to 

smaller Peclet number values compared to the D2Q9 lattice [26]. The collision operator in equation 

(7) is also reduced to a single relaxation time BGK operator: 

Ω� � � �� �I���, 	
 � I�����, 	

.  (7) 

We use linear equilibrium functions gi
eq to solve for the advection-diffusion equation for solvents: 

I��� � K�L�1 � 3MN ∙ :
  (8) 
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The D2Q5 lattice weights are w0=1/3 and w1,…,4=1/6, and u is the local velocity field, calculated with 

the fluid dynamics solver. The local concentration is L � ∑ ��O�89 , and the relaxation time τs is 

related to the diffusion coefficient D by: 

P � 45!��5 � �!
∆	. (9) 

The advection diffusion equation can be retrieved by a Chapman-Enskog expansion from Eq. (6) 

[36, 40]: 

@Q@B � > ∙ �L?
 � > ∙ �P>L
. (10) 

 

3. Interface reaction kinetics 

Homogeneous chemical reactions [24-26, 35-36, 41-42] are often introduced in the LB equation (7) 

as source/sink terms Si. Heterogeneous (or interface) reactions are generally implemented as 

internal boundary conditions, i.e. sites that evolve according to a different dynamical rule than the 

bulk [24-26]. In this work, we propose a different approach in which the classic LBM algorithm 

(streaming and collision steps) is computed at each point of the domain, including interfaces 

between different phases/components, and heterogeneous reactions only occur at interfaces 

following a phase-field approach [34, 35].  This phase-field approach requires a flag variable ε(x,t) 

that is defined as 0 or 1 depending if the node is occupied by phase 1 or 2 (for a two components 

system).  

In a previous work [36], the flag variable was used in the collision step to identify the sites where 

the reactions occurred.  In this study, our goal is to develop a simple approach that does not depend 

on the interface geometry to implement reactions between two moving immiscible fluids. We 

identify the position of the interface with the phase-field variable between the streaming step and 

the collision. We then calculate the mass flux across the interface before the collision and correct it 

to satisfy the mass balance condition: 

�P>RL � STL9�L � L9
U � ΦW, (11) 

where >RL is the concentration normal to the interface, kr is the reaction rate, C0 is the equilibrium 

or saturation concentration and m is the order of reaction (we only considered first order reactions 

in this study). 

Using the phase-field method, the direction n normal to the interface is obtained when X�Y, 	
 � 0 

and there is one or more direction i such that X�Y � M�, 	
 � 1. Using the D2Q5 lattice, the normal 

direction can match with one of the main directions �M�,..,O
(as shown in Fig. 2(a,b)) or diagonal 

when a staircase approximation exists. In this case the mass flux is split/projected along the x,y 

directions (Fig. 2(b)). 

One of the advantages of the LBM resides in its ability to compute the mass flux locally. In the case 

of pure diffusion (no advective flux), the concentration gradient (>RL) can be retrieved by: 

>RL � ∑ �Z�[\;<
]Z�[

��^��_
� ]����∆B   (12) 
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where I�,R��
 � �X�[ � ;<
 � X�[

�I� � I����

 represents the non-equilibrium part of the particle 

distribution function traveling along the normal to the interface (assuming a staircase 

approximation), which can be calculated before the collision step. 

Combing equation (11)-(12) yields: 

 ∑ ��I�,R��
� � `aQb�Q]Qb
c �45!∆	 � ΦW . (13) 

We can now enforce the proper reaction condition at interfaces by replacing the non-equilibrium 

part of the distribution function in the direction normal with Id�]R��

: 

Id�,R��
 � I]��,R
��
 �ΦW � I]��,R
��
 � `aQb�Q]Qb
c �45!∆	 (14) 

The macroscopic concentration at the current timestep t, is re-calculated using the new 

distributions Id�,R��
 and Eq. (13) and (14) are computed iteratively until the interface concentration 

converges.  Once the model has converged, the mass balance (Eq. 11) and the interface 

concentration are both consistent and the collision step can be computed. The treatment of the 

interface is illustrated in Fig. 2a. 

We can summarize the reaction scheme as follows: (1) the streaming step is performed at all nodes 

in the domain. (2) After the flag variable identifies the interface and orientation, the 

reactive/diffusive flux is calculated according to Eq. (13). (3) The distribution functions in the 

direction normal to the interface are updated with Eq. (14) iteratively until the interface 

concentration converges and, (4), the collision step is performed. 
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Fig. 2.  (a) The reactive part of the model is calculated between the streaming step and the collision. 

The concentration gradient is calculated locally as eRL � ∑ ��^��_
�]����∆B   and set equal to the reactive flux  

ΦW � STL9�L � L9
U. The unknown function distribution coming from the fluid 2/solid interface is 

found iteratively by setting Id��\�
��
 � I3��]�
��
 �ΦW . (b) Illustration of the normal-direction estimation 

with the phase field in case of staircase approximation. 

The advantage of this scheme is that it can deal with moving interfaces with no additional 

correction because the advective flux is already considered in the equilibrium distributions. The 

linear equilibrium distribution function adds a spurious term in the Chapman-Enskog expansion 

(time derivative of the advective flux) in Eq. (3) according to Latt [44]. We found that, under all 

conditions tested here, the spurious term only plays a small role in the mass balance equation at the 

interface. However, it can be easily removed following the procedure described in [43, 44]. 

The main advantage of this kinetic reaction model lies in the approach to calculate the interface 

concentration. The interpolated scheme or the halfway bounce-back conditions generally use a 

finite-difference scheme to get the interface concentration required to calculate the reactive flux 
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[28, 29]. Other authors introduce the heterogeneous reaction as internal boundary conditions. This 

procedure is elegant, but the mass balance equation to solve at interface nodes differs from the bulk 

and depends on the orientation of the interface, and, as such, becomes more complex or 

computationally demanding in multicomponent systems with large effective surface area between 

the components [24-26, 33]. With the phase-field approach, the algorithm we propose does not use 

different closure equations depending on the orientation of the interface; additionally, moving 

interfaces can be naturally accounted for.  

 

III. Results and discussion 

In this section, we present the results obtained with different numerical simulations. Three 

different benchmark tests are presented to study the accuracy of the model. The reported test 

considers diffusion with a flat static interface, advection and diffusion with a flat moving boundary 

and surface evaporation out of a cylinder. 

 

1. Flat static interface 

The first test consists of a one-dimensional diffusive transport from a fixed (interface velocity uw=0) 

flat boundary with linear kinetics at the interface. We compared the LBM results to the analytical 

solution of Crank [48], used in Walsh and Saar [28]: 

L��, 	
 � L9 � L�� � L9� f ��g�4 h i!√cBk � ��l�m� � m!P	
 f �g�4 h i!√cB � m√P	k$ (15) 

Where L9 is the initial concentration, L�� is the equilibrium/saturation concentration, m � `nc  and P 

is the diffusivity. The test was performed in a square domain (100x100 nodes) of height H=100 

lattice units (l.u.) and length L=100 l.u.. For this simulation, the phase field variable is fixed as X h� o p!k � 1  and X h� q p!k � 0, and the initial concentrations was set to C0=L�� � 1 when X�[
 � 1 and L9 � 0 for X�[
 � 0. Lengths are normalized by the grid spacing and time is 

normalized so that dt= 1 in l.u..  

A Dirichlet boundary condition is set at the left side of the domain (x=0), imposing the equilibrium 

concentration L�� � 1. This condition is enforced by solving the missing part of the distribution 

functions [45, 46]: 

I��� � 0, r, 	
 � L�� � sI9�� � 0, r, 	
 � I!�� � 0, r, 	
 � I#�� � 0, r, 	
 � IO�� � 0, r, 	
t (16) 

At the right side of the domain we impose a no-flux condition (∂C/∂x=0): 

I#�� � u, r, 	
 � I#�� � u � 1, r, 	
 (17) 

while periodic boundary condition are set on the top and bottom.  

In Fig. 3 (a-d) we show the comparison between the analytical solution and our model results for 

different values of h at different times. We observe an excellent agreement between numerical 

results and the analytical solution in all cases. 
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Fig. 3. Analytical solution (solid lines) and LB solution (markers) for reaction at a static interface for 

different times with different m � `nc . In all cases, Ceq=1 and Co=0. 

 

2. Curved static interface 

The second test is performed to evaluate the model for a reaction imposed on a curved interface. 

We use the analytical solution for a cylinder with surface evaporation published in Crank [48]. We 

set an infinite cylinder with a diameter of 45 nodes in the middle of a 100x100 domain, as shown in 

Fig. 4. The surface of the cylinder (here in 2-D) at r=22.5 is subjected to a linear evaporation 

(reactive sink). We compare the truncated analytical solution (Eq. 23) for the concentration profile 

in the cylinder (first 6 terms of the analytical solution) with our numerical results at early time in 

Fig. 4 (a-c) for different reaction rates. 

Q]Q�vQwx]Q�v � 1 � ∑ !∙cy∙zb�a{v| 

�}v�\cy�
zb�}v
 exp	�� }v�cBy� 
�R8�   (23) 

The �R are the roots of: 

�����
 � P��9��
 � 0  (24) 

�� are the zero and first-order Bessel function and roots of Eq. (24) are given in [48] for several 

values of Da. Cin=0 is the initial concentration outside the cylinder and r>a>0 is the position where 

the analytical solution is calculated. 
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Fig. 4. Illustration of a cylinder in 2-D subjected to surface evaporation (a). Analytical solution (solid 

lines) and LB solution (markers) with evaporation at the surface of a cylinder at t=100 with kr=0.1 

(b), 0.01 (c), 0.001(d) and D=0.1667. In all cases, Ceq=1 and Co=0. 

 

Fig. 4 (b-d) shows a good agreement between the analytical and LB solution at early times.  It is 

important to note that our model behaves well even if we use a staircase approximation of the 

interface. The magnitude of the first order staircase approximation should provide less accurate 

results when the curvature of the isocontours of concentration next to the cylinder surface is the 

highest, i.e. at early times. 

 

3. Moving interface 

The final test is aimed at testing our model with reactions taking place at a moving interface (u≠0). 

Specifically, we show that the phase field method does not require an explicit treatment to correct ΦW for the advective flux. In this model, the algorithm that imposes the reactive flux remains the 

same as for pure diffusion, which sets it apart from recent studies [28-29, 33]. In this test, the initial 

position of the interface is set at [�/� � [�, then X�[ o [�, 	 � 0
 � 1 and X�[ q [�, 	 � 0
 � 0. The 

phase field variable is updated during the simulation so that X�[ o [� � ?	, 	
 � 1 and  X�[ q [� �?	, 	
 � 0.  
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The analytical solution used is the same as in Eq. (15), where a change in reference frame is used to 

shift the position x’=x+ut as function of time. Fig. 5 (a-c) compares the concentration predicted by 

the numerical simulations with the corresponding analytical solution for different values of 

reaction rate with u=0.01 l.u./t.s.. In Fig. 5 (d-f), we test our model over different diffusion 

coefficient values to vary the ratio of advective to diffusive transport, (i.e. the Peclet number). We 

observe that the numerical results agree very well with the analytical solution with no adjustment 

required for advective fluxes. No plots are shown for velocities uw<0.01, but we report that the 

agreement between the two solutions improves as the velocity decreases. 
 

Fig. 5. (a-c) Analytical solution (solid lines) and LB solution (markers) for a moving interface at 

different times with D=1/6 and kr=0.1(a), 0.001(b), 0.00001(c). (d-f) Analytical solution (solid 

lines) and LB solution (markers) for moving interface at different times for a fixed kr=0.01 and 
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D=0.1667 (c), 0.0333 (d), 0.3 (f). The position of the interface from the starting point is shifted by 

x’=x+ut for the analytical solution. In all cases, Ceq=1 and Co=0. 

To examine the accuracy of the LB reactive scheme we evaluate the difference between numerical 

results and the analytical solution over a range of transport and reaction conditions (Peclet and 

Damkholer numbers). We quantify the quality of the fit by computing the (L2) norm of the error in 

concentration across the domain with respect to the Peclet number (Pe): 

�� � �pc  (18) 

which represents the ratio between advection and diffusion transport, where u is the flow 

discharge (velocity), L is a characteristic lengthscale and D is the diffusion coefficient. We also vary 

the Damkholer number: 

P� � `pc  (19) 

that characterizes the ratio of diffusive transport to reaction time scales.  

Finally we define the mass Fourier number as: 

�� � cBp�  (20) 

which allows us to normalize timescales with respect to diffusion. The time t corresponds to the 

time of the simulation and we select the characteristic length to be the grid spacing in the lattice 

(Δx=1 lattice units), in the absence of a clear characteristic lengthscale in the problem setup (semi-

infinite media). We ran two simulations with Fo=33 and Fo=166 for a fixed reactive boundary and a 

single run time Fo= 51 for the moving boundary case, respectively, to study the effect of the 

temporal resolution on the accuracy of our model. In the case of static interface, we ran 54 

simulations for each Fourier number (Fo=33 and Fo=166) changing Da and diffusivity (varying 

relaxation time). For each combination of Da and τ we compute the relative error and the mean 

squared error between the analytical and numerical solution defined as follows: 

�W � ∑ �Q|v|�����|��Y,B
]Qv��wa��|��Y,B
�� ∑ �Q|v|�����|��Y,B
��   (21) 

��� � ∑ hQ|v|�����|��Y,B
]Qv��wa��|��Y,B
k�� ��   (22) 

Where Nx represent the number of points where the difference between the two solutions solution 

is calculated. The logarithm of the MSE is plotted in Fig. 6 (a, b). 
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Fig. 6. (a) The distribution of Log(MSE) with Fo=33 for different Da numbers and relaxation times. 

 (b) The distribution of Log(MSE) with Fo=166 for different Da numbers and relaxation 

times. 

 

Results of relative error, not reported in this work, highlight as the time progresses (increasing Fo), 

the accuracy between the analytical and numerical solution increases by up to one order of 

magnitude in most simulations. Fig. 6(a-b) shows that the error decreases when the transport is set 

with low diffusion coefficient (smaller relaxation time). The LB model first loses accuracy and 

becomes unstable at very low or high relaxation time and for reaction rate ST q 0.5, as reported 

also by Walsh and Saar [28]. This is probably due to the explicit nature of the transport scheme. 

For the moving interface, we set the duration of each calculation to Fo=51 and run 18 simulations 

for 3 value of Pe number (Pe=0.5; 0.05; 0.005) and 6 choices of Da number. The choice of Pe<1 was 

motivated by the stability analysis of the ADE scheme by Suga [47], who pointed out that the D2Q5 

scheme for solute transport is stable and more accurate for Pe<10. For larger Pe the solution could 

present oscillations. Table 1 and Fig. 7 show the results from these 18 simulations. 

Da Pe 0.5 0.05 0.005 

0.00002 2.40E-02 3.22E-02 2.55E-02 

0.0002 2.40E-02 3.21E-02 2.55E-02 

0.002 2.39E-02 3.20E-02 2.54E-02 

0.02 2.32E-02 3.10E-02 2.47E-02 

0.2 1.89E-02 2.54E-02 2.10E-02 

2 1.47E-02 2.00E-02 1.78E-02 

Table 1. Relative errors between the analytical and numerical solution for different relaxation times 

and Da numbers for moving interface with Fo=51. 
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Fig. 7. The distribution of Log(MSE) in case of moving interface and Fo=51 with different Peclet 

numbers and Damkohler numbers. 

In the case of a moving reactive interface, we observe that our model builds up most of the error 

when the interface position shifts to a neighbor site.  This effect is due to the discrete way we 

update the interface position in the numerical model (the interface position is at all times located at 

the position of a node and only moved when |:∆	| � Y � Y � 1. In Fig. 7, we show the logarithmic 

distribution of the MSE over a range of transport conditions (Pe) for several reaction rates (Da). 

As seen from Fig. 7, the error decreases for slower reaction rates (lower Da). Additionally, we 

observe that Pe does only play a secondary role on the error, showing that the accuracy of our 

model is affected by Da but is independent of the transport regime for Pe<1. 

 

IV. Multiphase dissolution simulation 

Multiphase transport phenomena are of great interest in environmental sciences because many 

contaminated sites contain non-aqueous phase liquids (NAPLs). NAPLs are hazardous organic 

liquids that are immiscible with water. NAPL components can dissolve in water in very small 

amounts and at very low rates, acting as a long-term contamination source for groundwater. 

Therefore, it is difficult to design effective remediation schemes, partly due to hydrogeological 

factors, such as complex heterogeneities and the presence of low permeability zones. Dissolution of 

NAPLs occurs at the interface between water and the organic compound.  

This final simulation aims to couple our LB reactive model with a multiphase flow and compute the 

mass transfer across the interface by dissolution of a fluid into another immiscible fluid. LB models 

for multiphase fluids range from the free-energy model of Swift et al [49], the color gradient model 

of Gunstensen [50] and the model of Shan and Chen (“SC”) [51]. We chose the SC model because it 

has been used successfully in modeling different multiphase processes, such as capillary rise, 
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multiphase fluid flow in porous media, fingering phenomena, wetting properties and dissolution of 

immiscible fluids [27, 52-57, 61], even though the SC model is limited to small viscosity and density 

contrasts between the fluids [19, 22]. Recent studies have been developed to get over these 

limitations, by using realistic equation of state into the model and by increasing the isotropy of the 

interaction force [56-58]. 

We use one distribution function to solve for the momentum conservation for each of the two fluids. 

The LBM equation is written for each phase as: 

��`�Y � ;<, 	 � 1
 � ��`�Y, 	
 � Ω�̀  (25) 

Where k denotes either fluid (1 or 2) and Ω�̀  is the collision operator which is simplified to a single 

relaxation time towards a local equilibrium (similar to Eq. (2)). The equilibrium functions are 

calculated with 

��`,���Y, 	
 � ���` �1 � 3 ��∙��wx��� �  ! ��∙��
wx����" � #! ���

wx
���" �  (26) 

 and the density for each fluid is obtained from �` � ∑ ��`� . The macroscopic velocity :�̀� is given 

by: 

?�̀� � ?� � ����A� 	 	 �27
	
Where 	?� is a composite velocity common to the two fluid components: 

:� � ∑ �∑ ���∙M� �� ¡�
¢∑ £� �� ¤  .  (28) 

In Eq. (27) the force term Fk acts on the kth component and includes adhesion (fluid-solid 

interaction) and cohesion forces (fluid-fluid interaction) between the two fluids. In the SC model 

the interaction force exerted by fluid S¥ on fluid k is defined as: 

¦`�[
 � �§��` ∑ K��¥̀� �� � M�Δ	, 	
M� . (29) 

The magnitude of §� controls the value of the surface tension σ with the Equation of State (EOS): 

� � �A�\A�̈
# � §� �A�∙A�̈
# . (30) 

We set a simulation inspired from that proposed by Chen and Zhang [27] and later repeated by 

Walsh and Saar [28]. The simulation we propose differs because we consider a collection of 

droplets with different sizes. The simulation domain consist of 400 and 600 nodes perpendicular 

and parallel to gravity respectively. The left and right boundaries are set as no-slip walls while the 

bottom and top of the domain are set as periodic boundary conditions. Eleven immiscible droplets 

are initially randomly distributed at the bottom of the domain, as shown in Fig. 8(a). 

In order to characterize the system, we introduce the Bond number Bo, defined as the ratio of 

buoyancy forces to surface tension 

©� � �A_]A�
^ª�« , (32) 
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where g is the gravitational acceleration, ρ1 and ρ2 are the densities of fluid 1 and fluid 2 and d is the 

droplet diameter (here we use the largest droplet as a reference). The interfacial tension σ between 

the two fluids was calibrated with Eq. (30) under equilibrium conditions (Laplace-Young’s law), 

and yielded σ≈0.08. The SC model does not allow significant density contrasts between the 

immiscible fluids. We introduce a bulk force in the collision for the discrete fluid (droplet) which we 

will use as a simple proxy to generate the buoyancy force for the droplets. 

We set the kinematic viscosity of both fluids to be identical (ν=1/6 lattice units) and the buoyancy 

force per unit volume for the droplets is set to 0.0001 and it is directed upward in the vertical 

direction. The reaction rate constant at the interface between the fluids is fixed to 0.01. These 

parameters yield Bo≈1 (defining the characteristic lengthscale as the size of the largest droplets) 

and Da≈2. The Bond number value was selected to display some small deformation for the largest 

droplets. The simulation time is normalized with 	� � p�c .  

The diffuse interface between the immiscible fluids that emerges from the SC model allows for 

different interpretation for the position of the interface. Sukop and Thorne [21] provide three 

methods to evaluate the boundary surface, each of these shows a different accuracy in reproducing 

Laplace’s law. For these calculations, we identify the location of the reactive interface between the 

two immiscible fluids with the location where the droplet density becomes greater than the density 

of the other fluid. This criterion results easy to implement and gives good agreement with Laplace’s 

equation [28]. 

As assumed in [26], the dissolution rate is much lower than the decrease of droplet radius and we 

therefore neglect droplet volume reduction by mass loss. The results of the simulations are shown 

in Fig. 8. The droplets start to move upward because they are positively buoyant and their rise 

velocity increases until they reach a steady state migration velocity. The dissolution starts at the 

beginning of the simulation even if the flow field around the droplets is not fully developed.  

At the first steps of the simulation, the solute transport is controlled by diffusion, as observed in Fig. 

8(a) with the isotropic concentration around the droplets. When the velocity of droplets 

approaches steady-state (Fig. 8(b-e)) the advective transport becomes predominant and the 

dissolved mass of suspended fluid is mostly distributed along the tail of the ascending droplets. We 

observe coalescence during the motion of droplets. Although the range of dimensionless numbers 

used here are similar to those of Walsh and Saar [28] and Chen and Zhang [27], our calculations do 

not generate significant fictitious lobes of high concentration at the top, bottom, and sides of the 

bubble as observed in [27]. The main difference between our simulation and that of Chen and 

Zhang [27] is that the droplets are more buoyant in our case, i.e. much higher Bond number, and 

consequently faster ascent velocity. Moreover, the rate of solute diffusion is also known to influence 

the accumulation of error caused by spurious currents during multiphase solute transport [61]. 

Parmigiani [61] highlighted that the error between a multi-component model (in that particular 

case he used a Shan Chen multiphase model together with an advection-diffusion equation for heat 

transport) can be less than 2% for a choice of advection-diffusion relaxation time greater than 0.55. 

In our calculations, the rising velocity of the droplets is high enough that the relative error 

associated with spurious current is less apparent but still present and the relaxation time for the 

solute transport model is set to 0.6. Walsh and Saar eliminated this issue by using an immiscible 

model with reduced interface velocities. Also Chen et al. [33] solved the problem adopting the 

Carnahan-Starling EOS, which generates small spurious currents.  
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This simulation aims to highlight the ability of our LB reactive model handles complex time-

dependent geometries. We want to point out the simplicity of the algorithm and the ease of 

implementation, which uses the phase field method to calculate/identify the normal direction of the 

flux, while the concentration at the interface is calculated by an iterative scheme avoiding finite 

difference discretization or half-way bounce-back. The reactive scheme is introduced into the 

classical LB algorithm and is applied just where an interface is identified with the phase-field, but 

the treatment is independent of interface orientation and velocity. 

Fig. 8. Snapshots of rising droplets dissolving due to interface reaction. The concentration inside the 

droplets is normalized (Ceq=1) and time is normalized by the characteristic time 	� � p�c . 

 

V. Conclusions 

In this work, we propose a new lattice Boltzmann scheme to simulate interface reactions between 

immiscible fluids. The model is based on the phase-field method and the sites where the 

heterogeneous reactions occur follow a similar evolution rule as the bulk of each fluid phase. This 

offers the advantage that the treatment of interface reactions becomes independent of the topology 

and orientation of the interface. The model has been validated with different benchmark examples 
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and in all simulations, the agreement between the numerical and analytical solution is found to be 

excellent. We also present tests for curved and moving interfaces. We found that the accuracy of our 

model increases with the progress of simulations and that the transport regime exerts only a 

secondary role on the accuracy of the scheme, while the model is more accurate at low Da. In the 

last test, we couple our model to a two-phase Shan Chen LB model and simulate the mass transfer 

by dissolution in a droplet suspension.  

In the future, we argue that a natural extension of this model is to apply this multiphase reactive 

transport in porous media to consider realistic remediation scenarios. Further extending the model 

to multicomponent chemical reactive transport, following the models of Kang [26], Chen [33] and 

Huber [35] will offer the possibility to improve the description of the physico-chemical and 

biological processes that control the mass balance of pollutant at the pore-scale. 
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Highlights 

A new lattice Boltzmann scheme for interface reaction is presented. 

The Phase-field approach is used to identify the normal direction to the interface between two fluids 

and a new way to calculate the interface concentration is proposed. 

Three different benchmark tests are presented to test the accuracy of the lattice Boltzmann model with 

analytical solutions. 

A final simulation is performed coupling the lattice Boltzmann reactive model with a Shan Chen 

multiphase flow and computing the mass transfer across the interface by dissolution. 




