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ABSTRACT

The aim of this paper is to introduce an adaptive prepro-

cessing procedure based on human perception in order to

increase the performance of some standard image processing

techniques. Specifically, image frequency content has been

weighted by the corresponding value of the contrast sensitiv-

ity function, in agreement with the sensitiveness of human

eye to the different image frequencies and contrasts. The

2D Rational dilation wavelet transform has been employed

for representing image frequencies. In fact, it provides an

adaptive and flexible multiresolution framework, enabling an

easy and straightforward adaptation to the image frequency

content. Preliminary experimental results show that the pro-

posed preprocessing allows us to increase the performance

of some standard image enhancement algorithms in terms of

visual quality and often also in terms of PSNR.

Index Terms— Human Visual System, Constrast sensi-

tivity function, Image enhnacement, SSIM.

1. INTRODUCTION

In the last years there has been a growing interest in the use of

Human Visual Perception (HVP) for solving some image and

video processing problems [15]. The first important use of

perception has been done in image coding where a different

quantization is applied to the different image frequency con-

tent (that is expressed in a proper time-frequency transform)

according to the sensitiveness of human eye to those frequen-

cies [2–4]. Starting from these works, research community

has dedicated a lot of effort in studying and embedding visual

perception concepts in image/video processing applications

reaching impressive results both in terms of the visual quality

of the final image and in terms of adaptivity, flexibility and au-

tomaticity of the proposed tools. Some significant examples

can be found in image quality assessment [8–10, 13], image

representation [5], image restoration [1, 6] and target detec-

tion [11,12]. In this paper we exploit these concepts to define

a method for preprocessing images (degraded or not) in order

to normalize their content according to the visual perception

of the local contrast. This idea is well expressed by the Camp-

bell Robson image in Fig. 1. The sinusoidal stimulus, having

Fig. 1. Campbell-Robson map: sinusoidal stimulus with in-

creasing frequency from left to right and decreasing contrast

from bottom to top.

changing frequency and contrast, is not perceived in the same

manner in the whole image. For a fixed distance, it is more

evident in the middle of the image while it is gradually less

evident far away from it. A concave line gives the frontier

between the perceived and not perceived part of this stim-

ulus, namely the Contrast Sensitivity Function (CSF) [14].

By changing the observation distance, this curve changes its

maximum point, its amplitude and it shrinks or dilates. The

main idea of this work is to construct a CSF that is better

adapted to the content of the analyzed image. Specifically,

we are interested in finding the frequency at which the CSF

attains its maximum for the specific image and in estimat-

ing the shape of the curve. Hence, we construct a multiscale

transform that changes its frequency resolution according to

the found shape: higher resolution at frequencies to which hu-

man eye is more sensitive and less resolution far from them.

The image content in these bands can be then weighted ac-

cording to the amplitude of the CSF function, as in [4]. To

this aim, differently from the latter, a flexible time-frequency

representation is required. In this case we need a transform

that allows a tunable and variable Q factor: low Q for por-

tions of the frequency axis that allow coarse resolution, high

Q wherever a finer frequency resolution is required. The 2D

RDWT [16] allows us the selection of different Q factors and,
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Fig. 2. Rational-dilation filter bank.

more importantly, the Q factor can change at each level of the

transform, still guaranteeing perfect reconstruction. In addi-

tion the Q factor can, in principle, be selected artitrarly small

or large, making the 2D RDWT useful for our task.

The outline of the paper is the following. Next section

gives a brief introduction to the 2D RDWT. Section 3 shows

how it can be used for defining a perception-based preprocess-

ing method. Preliminary experimental results are in Section 4

while Section 5 draws the conclusions.

2. 2D RATIONAL DILATION WAVELET
TRANSFORM

In this work we utilize a two-dimensional version of the

rational-dilation wavelet transform (RDWT) [16]. The

RDWT is an overcomplete discrete wavelet transform in

which the dilation factor can be adjusted by the user. In par-

ticular, the dilation factor can be set between 1 and 2 to per-

form a more gradual scaling between consecutive subbands

as compared to the dyadic wavelet transform (DWT) [17].

Like the DWT, the RDWT is implemented using an iterated

perfect reconstruction digital filter bank. It likewise also pos-

sesses the Parseval energy preservation property. However,

the RDWT filter bank (Fig. 2) has a different configuration

of up- and down-samplers. Also, unlike the usual DWT, the

RDWT is best implemented in the frequency domain. (This

is because the perfect reconstruction conditions are not easily

satisfied by FIR filters or even by recursive IIR filters.) That

is to say, the filters H and G are defined directly by their

frequency responses and they are implemented by point-wise

FFT multiplication (in accordance with the DFT convolution

property). The integer sampling factors (p, q, s) control the

dilation factor of the RDWT and the Q-factor of the wavelet.

In this work, we set s = 1 as we are interested in low Q-

factor wavelet transforms (i.e., not highly oscillatory). One

should use s > 1 for high Q-factor transforms which are

suitable for the analysis of oscillatory signals (e.g., speech).

We furthermore vary the sampling factors p and q from scale

to scale, so as to tailor the wavelet analysis to the signal.

In order to extend the RDWT to two dimensions, we adopt

the methodology and architecture of the steerable pyramid

(SPY) [18]. The SPY is implemented using an iterated 2D

filter bank with circularly symmetric frequency responses

which, in turn, are implemented using the FFT. The 2D filters

in the SPY are defined in terms of a perfect reconstruction

1D filter bank. To implement the 2D RDWT, up- and down-

sampling (Fig. 2) are applied separably (to rows and columns)

of the image. Additionally, the low-pass and high-pass 1D

frequency responses of the 1D RDWT filter bank are used

to form circularly symmetric 2D frequency responses. The

filters are implemented using the 2D FFT. Hence, the 1D

rational-dilation filter bank, on which the RDWT is based,

can be substituted into the SPY to obtain a transform for

which the dilation factor can set by the user. Furthermore, the

dilation factor can be adjusted at each scale while preserving

the perfect reconstruction property of the transform.

3. CSF-BASED PREPROCESSING

Campbell-Robson map shows how the human visual system

is more sensitive to medium spatial frequencies. In fact, while

in the lower portion of the image it is possible to see clearly

the different columns of gray, it is not so in the upper part

of the image. The set of points giving this visual threshold

outlines the CSF and represents precisely the threshold be-

yond which no longer one has the perception of the contrast

as a function of the spatial frequencies. In general, the max-

imum of this function is attained for values of the frequency

comprised between 2 and 5 cpd (cycles per degree) and de-

pends on the image content and the viewing distance. Hence,

in order to perform adaptive operations, it would be desirable

to get the CSF for the specific analysed image and use it for

balancing its frequency content: preserving (or emphasizing)

frequencies close to the maximum of the curve. The main

steps of the proposed method are:

1. Find the maximum of the CSF for the analysed image

2. Sample the CSF in a non uniform way according to its

shape

3. Find the sequence of Q factors (dilations of 2D RDWT)

which implements the non uniform sampling

4. Use the CSF (normalized with respect to its maximum) to

weight the coefficients of 2D RDWT

5. Invert the 2D RDWT.

3.1. CSF model

CSF depends on a large number of physical parameters, such

as quality of the eye lens, photoreceptors sensitivity, several

neural characteristics, external noise and so on. There exist

several equations that take into account all these dependen-

cies; however, by fixing some of them, it is possible to sim-

plify the formal expression of the CSF. The following equa-

tion describes the CSF as a function of the frequency space

for a standard observer between 20 and 30 years with a good

vision [19]

S(u) =
5200/

√
2 e−0.0016u2(1+ 100

L )
0.08

√(
1 + 155

X2
0
+ 0.64u2

)(
63

L0.83+ 1

1−e−0.02u2

) (1)
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where u is the frequency (in cpd), L is the total luminance

of the image, X0 is the angular dimension of the object ex-

pressed in degree, i.e. X0 = 2arctan
(

d
2v

)
with d and v

respectively the image dimension and the viewing distance.

The point at which the CSF attains its maximum is seen

as the optimum level of resolution at which seeing the image,

i.e. the one which gives the just noticeable contrast in the

image. This level can be automatically found by computing

the contrast between two successive low pass filtered versions

of the original image. To this aim we consider a set of N
pairs of natural numbers (pi, qi), i = 1, . . . , N that satisfy

the conditions for generating a low-pass filter Hpi,qi for the

2D RDWT. By selecting the rule qi = pi + 1, the sequence

of filters is such that the filter support grows in the frequency

domain as pi increases1. This sequence of filters is used for

defining the Peli’s contrast C of the image I as follows

C(pi, qi) =
∑

(x,y)∈Ω

|I ∗ hpi,qi(x, y)− I ∗ hpi−1,qi−1
(x, y)|

|Ω|(I ∗ hpi−1,qi−1(x, y))

where Ω is the image domain and hpi,qi is the impulse re-

sponse function of Hpi,qi . The couple of parameters giving

the best level of resolution is the one measuring the mini-

mum perceivable contrast τ between two successive blurred

images, i.e. (p̄, q̄) = argmin(pi,qi){C(pi, qi) ≤ τ}. The

contrast curve versus the level of resolution is depicted in Fig.

3.left. It is a decreasing function and the optimal point coin-

cides with the maximum inflection of the curve. It has been

empirically observed that this inflection point is attained when

τ = 0.02, that coincides with the Weber’s contrast threshold.

By denoting with fmax the maximum perceived fre-

quency, the maximum of the CSF can be fixed at ū = p̄
q̄
fS
2 ,

where fS = 2fmax is the sampling frequency that gives the

level of resolution under which a sinusoidal stimulus whose

maximum frequency is fmax is not perceived. Since fS can

be expressed also in terms of the viewing distance v (mea-

sured in meters) and the image resolution r (measured in dpi),

i.e. fS = 2vrtan
(

π
360

)
, by imposing that S(u) attains its

maximum value at ū, we can get the optimal viewing distance

for the considered image2. The value of the viewing distance

completely defines the CSF of the analysed image, as the one

depicted in Fig. 3.right.

3.2. CSF sampling

CSF sampling is based on the conjecture in the field of visi-

bility, which asserts that the human visual system is based on

multiple channels and the CSF is the envelope of the contrast

sensitivity of the cortical cells that take part to the visual per-

ception process [14]. Hence, it is possible to design a series of

1This rule has been selected for simplicity. A different rule which pro-

vides filters with increasing support in the frequency domain can be selected.
2It is computed by numerically solving the non linear equation

dS
du

|u=ū = 0.
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Fig. 3. Left: Peli Contrast curve provided by a sequence of

rational filters having increasing support in the time domain.

Right: Loglog plot of the CSF of Lena image corrupted by

gaussian noise with standard deviation σ = 20.

filter banks covering all the frequency axis but having band-

widths that are adapted to the curve shape: more tight around

the point of maximum visibility and wider elsewhere. In other

words, we determine a non uniform grid u1, u2, . . . , uN in the

interval [0, fmax] that gives the limits of the bandwidths of the

filter bank to construct, i.e. uk = p1p2···pk

q1q2···qk fmax. The distance

between consecutive points is fixed such that the interpolation

error is less than a prefixed tolerance.

CSF fitting can be done in different ways. In this paper we

propose to consider three contiguous intervals in [0, fmax]:
D1, D2, D3. D2 contains the maximum of the CSF. A dif-

ferent Q factor (couple of (pi, qi), i = 1, 2, 3) is selected

for each interval as the one providing the least allowed fit-

ting error. Taking into account the shape and the regularity

of the CSF, 8 points have been selected: 4 equally spaced (in

the logarithmic scale) in the central interval and 2 in each of

the remaining intervals. It means that we have a grid more

dense in correspondence to the frequency band containing the

maximum of the CSF, and a less dense elsewhere (see Fig.

3.right). It is worth observing that requiring equally spaced

points in the logarithmic scale means that their distance is

equal to log(qi)− log(pi).

3.3. CSF based weighting

The analysis in the previous sections provides the sequence

{(p1, q1), (p2, q2), (p3, q3)} of dilation factors that deter-

mines the 2D RDWT to be applied to the analysed image.

Eight frequency bands (each corresponding to a sample uk of

the CSF) have been then determined and weighted using the

following weights

w(uk) =
S(uk)

S(ū)
, k = 1, 2, . . . , 8.

The inversion of the transform using the modified coefficients

provides the preprocessed image IP .

4. EXPERIMENTAL RESULTS

The proposed preprocessing procedure has been tested on

several test images and some common image distortions,
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Table 1. Gain in terms of SSIM and PSNR (in the brackets)

provided by the proposed preprocessing strategy in denoising

Boat image and images in TID2008 database (average values

have been provided) affected by noise with different standard

deviations.

Image Method Noise StD σ

10 15 20 40

Boat IP /I 0.014 0.03 0.05 0.14

(0.95) (1.49) (2.02) (2.55)

IPd/Id -0.002 0.003 0.014 0.076

(-0.46) (-0.23) (0.13) (1.55)

TID2008 IP /I 0.007 0.016 0.032 –

(0.46) (0.77) (1.20) –

IPd/Id -0.003 0.007 0.011 –

(-0.36) (0.20) (0.44) –

like additive noise and blurring. In order to evaluate to what

extent the proposed preprocessing strategy can be useful in

image denoising, we consider a noisy image I and we com-

pare the quality of the preprocessed images IP , the denoised

image using a conventional Wiener filter Id and the denoised

IP,d preprocessed image using the same denoising method,

in terms of SSIM (Structural SIMilarity index [9]) and PSNR

(Peak Signal to Noise Ratio). Despite the limitations of both

measures [20], they have been used in this paper since the

former is a classical and widely used objective measure, the

latter is defined based on simple visibility concepts, like lumi-

nance adaptation and contrast masking, that are also the basic

concepts of the presented work. Fig. 4 depicts the results

achieved on 512× 512× 8bits Lena and Barbara images cor-

rupted by additive gaussian noise with increasing variance.

As it can be observed, the gain in terms of SSIM is consid-

erable when comparing I and IP (increasing for increasing

σ: from 0.001 to 0.11 for Lena image; from 0.002 to 0.13 for

Barbara) and also when comparing Id and IP,d (from 0.003

to 0.15 for Lena; from -0.0043 to 0.06 for Barbara). It is

worth observing that also the PSNR of IP and IP,d increases.

In particular, for Lena image the gain is from 0.57 db to 4.70

db for the preprocessed image IP and from -0.36 db to 2.58

db for IP,d for the preprocessed and denoised image; on the

contrary, for Barbara image the gain is a bit lower: from 0.29

to 4.30 for IP , from -0.61 to 1.12 for IP,d. For these images,

the couples of selected dilation factors of the 2D RDWT are

(3, 5), (1, 2), (2, 5). To evaluate the visual quality of the im-

ages, I , IP , Id and IP,d related to Lena image with σ = 25
have been shown in Fig. 5. It is worth observing that if a

constant Q factor is selected, for example (p, q) = (1, 2), the

gain in terms of SSIM and PSNR is smaller, respectively of

about 0.04 and 0.9. This confirms the fact that the proposed

preprocessing method allows for a considerable increment

of the quality of the final denoised images both in terms of
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Fig. 4. 512 × 512 × 8 bits Lena (top) and Barbara images

(bottom): SSIM (left) and PSNR (right) results for increasing

noise standard deviation.

SSIM and PSNR. The same considerations are valid if we

consider a larger set of test images. As shown in Table 1, it is

convenient to use the preprocessing procedure especially for

higher noise levels. In general, for standard deviations greater

than 15, the proposed denoising method provides a gain (in

terms of SSIM and/or PSNR) in the final image.

We also tested the preprocessing method for blurred im-

ages. In this case we still observe an increment of the visual

quality of the image, even though it is less evident as in de-

noising (SSIM gain for the final preprocessed and deblurred

image is 0.02 on average). As a matter of fact, the proposed

weighting strategy is very simple and involves all the coef-

ficients of the frequency band without discriminating them

with respect to their local contrast. In the case of blurring an

adaptive weighting method would be desirable.

Finally, the additional cost required by the proposed pro-

cedure is very moderate, making it useful for fast and real

time applications.

5. CONCLUSIONS

In this paper an image preprocessing method based on human

perception has been presented. The contrast sensitivity func-

tion for the analysed image has been estimated and non uni-

formly sampled in order to get a visually significant partition

of the frequency axis. The 2D RDWT has been used for ex-

panding the image in the found frequency bands. The value

of the contrast sensitivity function in these bands has been

used for properly weighting their content: a higher weight

has been assigned to those frequencies to which human eye

is more sensitive and is able to capture the least contrasts; a

lower weight is assigned elsewhere. Preliminary experimen-

tal results show that the proposed method allows to increase

the visual quality of some standard image enhancement al-
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Fig. 5. From left to right top to bottom: noisy I (σ = 25,

PSNR = 20.22, SSIM = 0.599), preprocessed IP (PSNR =

22.88, SSIM = 0.687), denoised Id (PSNR = 27.27, SSIM =

0.763) and denoised preprocessed IP,d (PSNR = 28.49, SSIM

= 0.812) Lena image.

gorithms in terms of SSIM and often in terms of PSNR. The

achieved results are promising and promote future research

that will surely be devoted to the use of more perceptually

based quality measures in the evaluation of images and in

producing more extensive results (different images, different

denoising algorithms). Future research will also deal with the

refinement of the proposed strategy making it more adaptive

to the local image visual contrast and to the image distortion

kind.
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