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#### Abstract

In this paper, we propose a rigorous way to define the concept of ambiguity in the domain of graphs. In past studies, the classical definition of ambiguity has been derived starting from fuzzy set and fuzzy information theories. Our aim is to show that also in the domain of the graphs it is possible to derive a formulation able to capture the same semantic and mathematical concept. To strengthen the theoretical results, we discuss the application of the graph ambiguity concept to the graph classification setting, conceiving a new kind of inexact graph matching procedure. The results prove that the graph ambiguity concept is a characterizing and discriminative property of graphs.
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## 1. Introduction

Data mining and knowledge discovery methods [1,31] play a central role in many modern scientific contexts, especially considering the availability of large datasets. The employment of fuzzy sets [81] as the basic mathematical objects to represent complex systems has received a great deal of attention from a broad range of scientific disciplines, because they are naturally able to model the uncertainty of the data and the soft relations between the elements of the modeled system. Graphs are powerful representation instruments, able to model both relational and semantical information in data. They are ubiquitous in every field of science and engineering [25,29,63,65]. Consequently, the field of structural pattern recognition is growing fast, and is aimed to the establishment of standard pattern recognition techniques on different structured domains, such as the ones of graphs, strings, and automata [28,51].

The ambiguity, or uncertainty, of a fuzzy set is a well-known concept and its mathematical formulation is well described using a concept similar to the one of information from information theory [68,69], that is, the fuzzy information $[24,44]$. The first objective of this paper is to show that it is possible to measure the ambiguity of a complex combinatorial object, such as a graph. The intuition is the following: the ambiguity in the definition of a graph is a matter of observation, or better, of representation. The intrinsic, or characteristic, ambiguity is the evaluation of the graph considering the best possible representation; we show that the ambiguity of the graph is measurable using the concept of fuzzy entropy

[^0][ $42,45,52]$. Our approach is based on the fact that the graph can be explicitly represented in a vector space. Consequently, we do not need to define a new fuzzy entropy function in the domain of graphs; instead, our objective is to be able to import the whole set of already defined fuzzy entropy functions to this new representation of the graph. This is a novel problem considering the domain of graphs, and in our analysis we will refer to it with the name graph ambiguity. This result has both theoretical and practical relevance, as we show in this paper. Indeed, on the basis of this new theoretical concept, we will develop a set of new procedures able to deal with the graph matching problem [51].

This paper is organized as follows. Some basic preliminary definitions are given in Section 1.1. A brief introduction to the concepts of fuzzy entropy and graph partitioning is given in Sections 1.2 and 1.3 , respectively. The graph ambiguity concept is exposed mainly in Section 2, where the representation of the graph in a suited embedding space is described (Section 2.2) and the graph ambiguity evaluation is carried out (Section 2.3). In Section 2.4, we show some properties related to the developed embedding procedure. The graph ambiguity problem is described in Section 3 , that is, the computational problem aimed to the identification of the best possible representation for the graph. In Section 3.1 we analyze some of the derived properties of the measure, while its computation is treated in Section 3.2. In Section 4, we define the Fuzzy Information-Theoretic Graph Kernel (Fuzzy IT Graph Kernel), that is, a new similarity measure between graphs. This new way of conceiving graph matching is based on the theoretical results provided by the proposed graph ambiguity concept. Moreover, we benchmarked this new graph similarity measure against other state-of-the-art approaches, obtaining comparable results. Finally, in Section 5 we draw our conclusions, together with a description of different future applications concerning the proposed graph ambiguity.

### 1.1. Preliminary definitions

Firstly, we will briefly introduce the contexts of fuzzy sets and graphs, considering only the most basic definitions needed for our paper. A more complete and in depth treatment of the subject of fuzzy sets is given by Pedrycz and Gomide [58], while for graph theory we refer to Bollobás [9] and Diestel [23]. Other less general definitions will be provided only when necessary. For simplicity, we will restrict the main observations to the class of (possibly weighted) simple graphs, if not stated otherwise.

A generic (fuzzy) set is denoted in calligraphic style, such as $\mathcal{X}$. A fuzzy set $\mathcal{X}$ [81], defined on the universe of discourse $\mathcal{U}$, is a set of pairs $(x, \mu(x))$, where $x \in \mathcal{U}$ represents an element and $\mu(x)$, sometimes denoted as $\mu_{\mathcal{X}}(x)$, stands for its membership value, or membership degree, to the fuzzy set $\mathcal{X}$. The membership function describing the fuzzy set $\mathcal{X}$ is a function of the form $\mu_{\mathcal{X}}: \mathcal{U} \rightarrow[0,1]$, where if $\mu_{\mathcal{X}}(x)=1\left(\mu_{\mathcal{X}}(x)=0\right)$ holds, we say that the element $x \in \mathcal{U}$ belongs totally (does not totally belong) to the fuzzy set $\mathcal{X}$. A crisp set $\mathcal{X}$ is a set where each element of $\mathcal{U}$ belongs, or does not belong, totally to $\mathcal{X}$. The set denoted with [1/2] is a fuzzy set with all membership values equal to $1 / 2$.

Real column vectors are denoted with $\underline{\mathbf{x}}$ and an $n \times m$ matrix with $\mathbf{M}^{n \times m}$ or simply $\mathbf{M}$ where the dimension is easily inferable from the context. A mapping function $f: \mathcal{X} \rightarrow \mathcal{Y}$ will also be denoted with $f(\cdot)$. $\mathbb{R}_{0}^{+}$stands for the set of positive real values plus the zero.

Definition 1.1 (Graph). A graph is a pair $G=(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the finite set of vertices (also referred to as nodes) and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the finite set of edges.

The items of $\mathcal{E}$ can be denoted with $e_{i j}=\left(v_{i}, v_{j}\right)$, meaning an edge from vertex $v_{i}$ to vertex $v_{j}$. If $\mathcal{E}$ is a symmetric relation, $(v, u) \in \mathcal{E} \Leftrightarrow(u, v) \in \mathcal{E}, \forall v, u \in \mathcal{V}$, then the graph $G$ is called undirected, conversely, it is referred to as directed graph. $G$ is called a weighted graph if for each edge $e_{i j}$ there is a real (usually nonnegative) number $w_{i j}$ called the weight. An unweighted graph can be seen as a weighted one with $w_{i j}=1, \forall e_{i j} \in \mathcal{E}$. The notations $\mathcal{V}(G)$ and $\mathcal{E}(G)$ will refer, respectively, to the sets of vertices and edges of the graph $G$.

Definition 1.2 (Adjacency matrix). Given a graph $G=(\mathcal{V}, \mathcal{E})$, with $|\mathcal{V}|=n$, the adjacency matrix of $G$ is denoted with $\mathbf{A}^{n \times n}$ and is defined as

$$
A_{i j}= \begin{cases}1 & \text { if } e_{i j} \in \mathcal{E}  \tag{1}\\ 0 & \text { otherwise }\end{cases}
$$

Similarly, if the graph $G$ is weighted then $A_{i j}=w_{i j}$ is a weighted adjacency matrix. For undirected graphs this matrix is symmetric. The degree of a vertex $v_{i}$ is denoted with $\operatorname{deg}\left(v_{i}\right)$ and is equal to the number of incident edges, that is: $\operatorname{deg}\left(v_{i}\right)=\sum_{j} A_{i j}$.

Definition 1.3 (Walks). A walk of length $k$ in a graph $G$ is a sequence of vertices $\left(v_{1}, \ldots, v_{k+1}\right)$ with $v_{i} \in \mathcal{V}$ and $e_{i, i+1}=\left(v_{i}, v_{i+1}\right) \in \mathcal{E}, i=1 \rightarrow k$.

A path in a graph $G$ is a walk with no repeated vertices. If two vertices are not connected by a path their distance is assumed to be $\infty$. A cycle of length $k$ in a graph $G$ is a path of length $k$ with $\left(v_{k+1}, v_{1}\right) \in \mathcal{E}$. A graph $G$ is called connected if there is a walk between any two vertices.

Definition 1.4 (Diameter). The diameter $\Delta$ of a graph $G=(\mathcal{V}, \mathcal{E})$ is the greatest shortest path length between any two vertices of the graph.

Definition 1.5 (Subgraph). Let $G_{1}=\left(\mathcal{V}_{1}, \mathcal{E}_{1}\right)$ and $G_{2}=\left(\mathcal{V}_{2}, \mathcal{E}_{2}\right)$ be two graphs. $G_{1}$ is a subgraph of $G_{2}$, written as $G_{1} \subseteq G_{2}$, if $\mathcal{V}_{1} \subseteq \mathcal{V}_{2}$ and $\mathcal{E}_{1} \subseteq \mathcal{E}_{2} \cap\left(\mathcal{V}_{1} \times \mathcal{V}_{1}\right)$ hold.

Definition 1.6 (Induced subgraph). Given a graph $G=(\mathcal{V}, \mathcal{E})$ and a subset $\mathcal{C} \subseteq \mathcal{V}$, the induced subgraph of the vertices in $\mathcal{C}$ is denoted with $G[\mathcal{C}]=\left(\mathcal{C}, \mathcal{E}^{\prime}\right)$, where $\mathcal{E}^{\prime}=\mathcal{E} \cap(\mathcal{C} \times \mathcal{C})$.

### 1.2. Fuzzy information theory

Starting from fuzzy set theory developed by Zadeh [81], the principal aim of the fuzzy information research branch is to extend and generalize the concept of uncertainty of a generic object to different contexts, where ambiguity, or imprecision, of definitions and measurements are key elements to be considered. The basic building block of the classical information theory can be identified certainly in the concept of a entropy measure of a probability distribution. Considering fuzzy sets, the concept of fuzzy entropy was developed [42,45,52]. The original Shannon entropy [68] measures the average information provided by a probability distribution. A fuzzy entropy measure is conceived to estimate the degree of ambiguity of an object, defined in terms of fuzzy sets. However, both concepts define a kind of uncertainty [44].

Zadeh [80] defines the concept of entropy of a fuzzy event, conceived as a weighted sum of the Shannon entropy, using the membership values as weights. The first formulation that is not based on the classic probabilistic interpretation can be found in Luca and Termini [52]; in their work there is also the definition of the base axioms that a general fuzzy entropy measure should satisfy.

Definition 1.7 (Fuzzy entropy). Given a crisp set $\mathcal{X},|\mathcal{X}|=k$, we define its fuzzy power set with $\mathcal{F}(\mathcal{X})$, that is, the crisp set of all fuzzy sets of $\mathcal{X}$. In general, $\mathcal{F}(\mathcal{X})$ has continuum-many elements (fuzzy sets). The function $E: \mathcal{F}(\mathcal{X}) \rightarrow$ $[0, \infty)$ is a fuzzy entropy function if the following axioms are satisfied:

1. (Sharpness) $\forall \mathcal{Y} \in \mathcal{P}(\mathcal{X}), E(\mathcal{Y})=0$, where $\mathcal{P}(\mathcal{X})$ is the power set of $\mathcal{X}$,
2. (Maximality) $E\left(\left[\frac{1}{2}\right]\right)=\max _{\mathcal{A} \in \mathcal{F}(\mathcal{X})} E(\mathcal{A})$,
3. (Resolution) $\forall \mathcal{Y}, \mathcal{Z} \in \mathcal{F}(\mathcal{X})$, if $\mathcal{Y}$ is less fuzzy than $\mathcal{Z}$ we have $E(\mathcal{Y}) \leq E(\mathcal{Z})$,
4. (Symmetry) $E(\mathcal{Y})=E\left(\mathcal{Y}^{c}\right)$, where $\mathcal{Y}^{c}$ is the fuzzy complement set of $\mathcal{Y}$.

For the third condition of Definition 1.7, less fuzzy means that if $\mu_{\mathcal{Z}}(x) \leq 1 / 2 \Rightarrow \mu_{\mathcal{Y}}(x) \leq \mu_{\mathcal{Z}}(x)$, and if $\mu_{\mathcal{Z}}(x)$ $\geq 1 / 2 \Rightarrow \mu_{\mathcal{Y}}(x) \geq \mu_{\mathcal{Z}}(x)$ holds $\forall x \in \mathcal{X}$. These axioms say that a fuzzy entropy is a function of the membership values characterizing a given fuzzy set. If a fuzzy set contains objects with uncertain membership values (i.e., around $1 / 2$ ), then the definition of the fuzzy set is not clear - i.e., the elements belong to the fuzzy set with uncertainty - and hence its fuzzy entropy should be high. Conversely, if the membership values are mostly crisp, that is, only a small number of objects has uncertain memberships, the fuzzy set should have a small fuzzy entropy value.

Other concepts from information theory have been extended and generalized in the domain of fuzzy sets, such as the fuzzy directed divergence and fuzzy symmetric divergence $[7,44]$.

### 1.2.1. Fuzzy entropy measures

Many fuzzy entropy functions have been developed and analyzed in the literature, such as the ones proposed by Bhandari and Pal [7], Fan and Ma [26], Gang [27], Kaufmann [42], Kosko [45,46], Luca and Termini [52], Pal and Pal [56], Shang and Jiang [67], Yager [78], You and Wen [79], as well as Hooda [35]. In a recent survey of Al-Sharhan et al. [3], a taxonomy is presented for the most important formulations. Roughly speaking, it is possible to identify three main categories of fuzzy entropy formulations: probabilistic, non-probabilistic, and hybrid.

Considering the non-probabilistic fuzzy entropy functions, we can cite the formulation of Kosko [45] that analyzes the geometry of a fuzzy set considering the relationship between its fuzzy complement, defining a new vectorial interpretation for discrete fuzzy sets. Given a crisp set $\mathcal{X},|\mathcal{X}|=k$, the subset $\mathcal{C} \subseteq \mathcal{X}$ can be represented as a binary vector such as $[1,1, \ldots, 0]^{T}$, where the $i$-th element is equal to one if the $i$-th element of $\mathcal{X}$ belongs to $\mathcal{C}$, being equal to zero otherwise. In the case of a (discrete) fuzzy set $\mathcal{A} \in \mathcal{F}(\mathcal{X})$, its vector representation consists in representing the membership values of the elements of $\mathcal{X}$ as a $k$-dimensional vector $\underline{\mathbf{f}} \in[0,1]^{k}$, where $f_{i}=\mu_{\mathcal{A}}\left(x_{i}\right)$; we will make use of this handy notation in this paper.

Kosko computes the fuzzy entropy of $\mathcal{A}$ as

$$
\begin{equation*}
E_{K o}(\underline{\mathbf{f}})=\frac{\left.c(\underline{\mathbf{f}}\rceil \underline{\mathbf{f}}^{c}\right)}{c\left(\underline{\mathbf{f}} \perp \underline{\mathbf{f}}^{c}\right)} \in[0,1] \tag{2}
\end{equation*}
$$

where $f_{i}^{c}=1-f_{i}$, and the function $c(\underline{\mathbf{f}})=\sum_{i} f_{i}$ is a measure of the cardinality of the fuzzy set. Symbols $\perp$ and $\top$ represent the standard $t$-conorm and $t$-norm operators [4,81]. When $\underline{\mathbf{f}}$ is unidimensional, Eq. (2) reduces to

$$
E_{K o}(f)= \begin{cases}\frac{f}{1-f} & \text { if } f \leq \frac{1}{2}  \tag{3}\\ \frac{1-f}{f} & \text { otherwise }\end{cases}
$$

Other three formulations that consider the relationship between the fuzzy set $\mathcal{A}$ and its fuzzy complement $\mathcal{A}^{c}$ are the one of Kaufmann [42], Yager [78], and Shang and Jiang [67]. Let $\mathcal{A} \in \mathcal{F}(\mathcal{X})$ be a fuzzy set and let nearest crisp set $\mathcal{A}_{\text {near }}$ have a membership function defined as

$$
\mu_{\mathcal{A}_{\text {near }}}(x)= \begin{cases}1 & \text { if } \mu_{\mathcal{A}}(x) \geq 1 / 2  \tag{4}\\ 0 & \text { otherwise }\end{cases}
$$

The fuzzy entropy of Kaufmann [42] measures the distance of a fuzzy set between its nearest crisp set, and it is defined as

$$
\begin{equation*}
E_{K}(\mathcal{A})=\frac{1}{n^{1 / p}} \sum d_{p}\left(\mathcal{A}, \mathcal{A}_{\text {near }}\right) \tag{5}
\end{equation*}
$$

The formulation of Yager [78] is

$$
\begin{equation*}
E_{Y}(\mathcal{A})=1-\frac{d_{p}\left(\mathcal{A}, \mathcal{A}^{c}\right)}{n^{1 / p}} \tag{6}
\end{equation*}
$$

where in both Eqs. (5) and (6) $d_{p}(\cdot, \cdot)$ is a Minkowski distance of order $p$ applied to the membership values of the fuzzy sets, that is,

$$
\begin{equation*}
d_{p}(\mathcal{A}, \mathcal{B})=\left(\sum_{x \in \mathcal{X}}\left|\mu_{\mathcal{A}}(x)-\mu_{\mathcal{B}}(x)\right|^{p}\right)^{1 / p} \tag{7}
\end{equation*}
$$

Another interesting formulation is the one of Shang and Jiang [67]. Given a fuzzy set $\mathcal{A}$ and its fuzzy complement $\mathcal{A}^{c}$, the fuzzy entropy of $\mathcal{A}$ is defined considering the memberships of the intersection and union of those two fuzzy sets,

$$
\begin{equation*}
E_{S J}=\frac{1}{n} \sum_{i=1}^{n} \frac{\mu_{\mathcal{A} \top \mathcal{A}^{c}}\left(x_{i}\right)}{\mu_{\mathcal{A} \perp \mathcal{A}^{c}}\left(x_{i}\right)} \tag{8}
\end{equation*}
$$

An example of generalization of the classical Shannon entropy comes from Pal and Pal [56] and is referred to as hybrid entropy. Considering the scenario of a digital communication over a noisy channel and a binary probability distribution over the alphabet $\{0,1\}$, the hybrid entropy of the fuzzy set $\mathcal{A}$, semantically interpreted as "symbol close to 1 ", is defined as

$$
\begin{equation*}
E_{H}(\mathcal{A})=-p(0) \log \left(1-F_{0}\right)-p(1) \log \left(F_{1}\right), \tag{9}
\end{equation*}
$$

where $p(0)$ and $p(1)$ are the probabilities of the occurrence of the symbols 0 and 1 , respectively. The average likeliness of interpreting the $i$-th symbol as 0 and 1 , respectively, is defined as

$$
F_{0}=\frac{1}{k} \sum_{i=1}^{k}\left(1-\mu\left(x_{i}\right)\right) \exp \left(\mu\left(x_{i}\right)\right)
$$

and

$$
\begin{equation*}
F_{1}=\frac{1}{k} \sum_{i=1}^{k}\left(\mu\left(x_{i}\right)\right) \exp \left(1-\mu\left(x_{i}\right)\right) . \tag{10}
\end{equation*}
$$

An example of pure probabilistic formulation can be found in Bhandari and Pal [7], based on Rényi's entropy [61]. It is a parametric fuzzy entropy function that depends on $\alpha>0$, with $\alpha \neq 1$, defined as

$$
\begin{equation*}
E_{\alpha}(\mathcal{A})=\frac{1}{1-\alpha} \sum_{i=1}^{n} \log \left[\mu^{\alpha}\left(x_{i}\right)+\left(1-\mu\left(x_{i}\right)\right)^{\alpha}\right] . \tag{11}
\end{equation*}
$$

### 1.3. Graph partitioning

In this section we will introduce the problem known as graph partitioning that seeks to find a partition of the set of vertices of a graph that optimizes a suited performance measure. Our interest is not focused on issues related to graph partitioning, but only in the definition of the problem. In this paper, when we talk about clustering of the vertex set or issues related to graph clustering, we are referring to the problem of partitioning the vertex set of a given graph. For examples on graph partitioning see Brandes et al. [14-16], Jianbin et al. [37].

Definition 1.8 (Hard $k$-clustering). Given a graph $G=(\mathcal{V}, \mathcal{E})$, a hard $k$-clustering problem over $G$ consists in finding a partition $\mathcal{K}=\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right\}$, with $1 \leq k \leq|\mathcal{V}|$ disjoint non-empty sets $\mathcal{C}_{i}$ of vertices, such that $\bigcup_{i=1}^{k} \mathcal{C}_{i}=\mathcal{V}$ holds. $k$ is referred to as the order of the clustering.

Obviously $k$ is a natural number. Each cluster $\mathcal{C}_{i}, i=1 \rightarrow k$, is a set of vertices, $\mathcal{C}_{i} \subseteq \mathcal{V}$, which induces a proper subgraph $G\left[\mathcal{C}_{i}\right]$. Given a $1 \leq k \leq|\mathcal{V}(G)|$, we can ask how many clusterings of order $k$ does the graph $G$ have.

Definition 1.9 (Set of $k$-clusterings). Given a graph $G=(\mathcal{V}, \mathcal{E})$ and a number $1 \leq k \leq|\mathcal{V}|$, we denote with $\Gamma^{k}(G)$ the set of all possible hard $k$-clusterings of the graph $G$.

Where it is not ambiguous, we will use also the notation $\Gamma^{k}$. Generalizing for $k$, we obtain the set $\Gamma^{*}(G)$ of all possible hard $k$-clusterings of the graph $G$.

Definition 1.10 (Set of *-clusterings). Given a graph $G=(\mathcal{V}, \mathcal{E}), \Gamma^{*}(G)=\left\{\mathcal{K}_{1}, \ldots, \mathcal{K}_{\left|\Gamma^{*}\right|}\right\}$ is the set of all possible hard $k$-clusterings of the graph $G$, for $k=1 \rightarrow|\mathcal{V}|$.

We can calculate the size of the set $\Gamma^{*}(G)$ of graph $G=(\mathcal{V}, \mathcal{E})$, with $|\mathcal{V}|=n$ vertices, using the Stirling numbers of the second kind [70]. The sum of these numbers is expressed with the Bell numbers [64],

$$
\left|\Gamma^{*}(G)\right|=\sum_{k=0}^{n} S(n, k)=\sum_{k=0}^{n}\left\{\begin{array}{l}
n  \tag{12}\\
k
\end{array}\right\}=\sum_{k=0}^{n} \frac{1}{k!} \sum_{j=0}^{k}(-1)^{k-j}\binom{k}{j} j^{n} .
$$

For example, if we have a graph with $|\mathcal{V}(G)|=3$ vertices, there are five different partitions, $\left|\Gamma^{*}(G)\right|=0+1+3+1=5$.
Considering Eq. (12), it is easy to understand that the number of partitions of a graph grows exponentially with the number of vertices, that is,

$$
\begin{equation*}
\left|\Gamma^{*}(G)\right|_{n}=\mathcal{O}(\exp (n)) \tag{13}
\end{equation*}
$$

Now we introduce the important concept of fuzzy partitioning of the vertices set of a graph. This concept plays an important role in the definition of the graph ambiguity.

Definition 1.11 (Soft $k$-clustering). Given a graph $G=(\mathcal{V}, \mathcal{E})$, a soft $k$-clustering of $\mathcal{V}(G)$ is defined as a collection $\mathcal{S}=\left\{\mathcal{F}_{1}, \ldots, \mathcal{F}_{k}\right\}$ of $1 \leq k \leq|\mathcal{V}|$ fuzzy sets $\mathcal{F}_{i}$, such that each $v \in \mathcal{V}(G)$ belongs with a certain membership degree to every fuzzy set of $\mathcal{S}$.

Considering our needs, it is important to treat also a particular case, where the graph is empty, $G=(\emptyset, \mathcal{E})$, that is, when there are no vertices to partition. This kind of graph is also referred to as zero-order graph.

Definition 1.12 (Empty graph clustering). Given an empty graph $G=(\emptyset, \mathcal{E})$, the only possible clustering is the empty clustering $\Gamma^{*}(G)=\mathcal{K}_{\emptyset}=\emptyset$.

## 2. Graph ambiguity

In this section, we introduce all the concepts related to the graph ambiguity. We show that partitioning a graph can be interpreted formally as an algebraic representation. To this end, given a hard $k$-clustering $\mathcal{K}$, we analyze the derived grouping of the vertices, firstly inducing another type of clustering. This second interpretation of the graph is elaborated as an explicit embedding of the graph in a suitable vector space. What follows is almost directly applicable also to directed graphs, but for the sake of simplicity, we will restrict our analysis to the class of undirected ones.

### 2.1. Induced soft clustering

Given a hard $k$-clustering $\mathcal{K}=\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right\}$, our objective is to obtain what we call the relative induced soft clustering $\mathcal{S}$, of the same order $k$. To make this possible, we model each cluster $\mathcal{C}_{i}$ with a specific fuzzy set $\mathcal{F}_{i}$, defining a collection of fuzzy sets $\mathcal{S}=\left\{\mathcal{F}_{1}, \ldots, \mathcal{F}_{k}\right\}$. Each vertex $v \in \mathcal{C}_{i}$ becomes then an element of a fuzzy set $\mathcal{F}_{i}$ considering the pair $\left(v, \mu_{\mathcal{F}_{i}}(v)\right), i=1 \rightarrow k$. For this purpose, the membership function $\mu_{\mathcal{F}_{i}}(\cdot)$ is defined as the product of two distinct functions of the same argument, that is,

$$
\begin{equation*}
\mu_{\mathcal{F}_{i}}(v)=\alpha_{i}(v) \cdot \tau_{i}(v) . \tag{14}
\end{equation*}
$$

The first factor is defined as

$$
\begin{equation*}
\alpha_{i}(v)=\frac{\operatorname{deg}_{\mathcal{C}_{i}}(v)}{\sum_{j=1}^{k} \operatorname{deg}_{\mathcal{C}_{j}}(v)}, \tag{15}
\end{equation*}
$$

where the degree evaluation $\operatorname{deg}_{\mathcal{C}_{i}}(v)$ can take into account also the weights of the edges. $\operatorname{deg}_{\mathcal{C}_{i}}(v)$ is the degree of the vertex $v$ in the specific cluster $\mathcal{C}_{i}$, that is, the number of intra-cluster edges. $\tau_{i}(v)$ is a radial basis function (RBF) nonlinear modifier defined as follows:

$$
\begin{equation*}
\tau_{i}(v)=\exp \left(-\frac{d\left(v, \delta\left(\mathcal{C}_{i}\right)\right)}{t^{2}}\right), \quad t \geq 1 . \tag{16}
\end{equation*}
$$

The function $\delta\left(\mathcal{C}_{i}\right)$ retrieves the representatives of the set $\mathcal{C}$, that is, a subset of vertices, say $\mathcal{M} \subseteq \mathcal{C}_{i}$, that are maximally central in the induced subgraph $G\left[\mathcal{C}_{i}\right]$. The function $d\left(v, \delta\left(\mathcal{C}_{i}\right)\right)$ computes the minimum distance (i.e., the shortest path) from $v$ to the closest vertex in $\mathcal{M}$. Details on the computation of the representatives are given in Section 2.1.3. The more peripheral a vertex is, the higher should be the dispersion applied to its membership value. It is quite easy to understand that the membership function shown in Eq. (14) assumes values in [0, 1].

This process of inducing a soft clustering from a hard $k$-clustering can be modeled by a many-to-one mapping function from $\Gamma^{*}$ to the set of all possible soft clusterings $\Psi^{*}$, generalizing for the set of all graphs $\mathcal{G}$.

Definition 2.1 (Induced soft clustering). The soft clustering $\mathcal{S}$ is an induced soft clustering, and it is denoted with $\mathcal{K} \succ \mathcal{S}$. The mapping function generating those induced soft clusterings is a many-to-one mapping function defined as follows:

$$
\begin{equation*}
\psi: \Gamma^{*}(\mathcal{G}) \rightarrow \Psi^{*}(\mathcal{G}) \tag{17}
\end{equation*}
$$

Given a graph $G=(\mathcal{V}, \mathcal{E})$, the mapping function shown in Eq. (17) is not injective, because two distinct hard $k$-clusterings $\mathcal{K}_{i}, \mathcal{K}_{j} \in \Gamma^{*}(G)$ could be mapped into the same soft clustering $\mathcal{S}$. We will return to this issue later in Section 2.4.2. This map is neither surjective, because not every possible soft clustering of $\Psi^{*}(\mathcal{G})$ can be associated with a hard $k$-clustering of $\Gamma^{*}(\mathcal{G})$. This claim is supported by the fact that there are infinitely many possible configurations of the collection of membership values that any vertex can assume.

As in the hard case, we need to extend the definition of soft clustering to the case of an empty graph.
Definition 2.2 (Empty induced soft clustering). Given an empty graph $G=(\emptyset, \mathcal{E})$, the unique hard clustering is $\Gamma^{*}(G)=$ $\mathcal{K}_{\emptyset}=\emptyset$. Consequently the only possible soft clustering will be the empty one $\mathcal{S}=\emptyset$.

### 2.1.1. Membership function

The membership function $\mu_{\mathcal{F}_{i}}(\cdot)$ shown in Eq. (14) is a convex nonlinear function of two variables: the degree $\operatorname{deg}_{C_{i}}(v)$ of the vertex $v$ in the $i$-th cluster and of the minimum distance $d\left(v, \delta\left(\mathcal{C}_{i}\right)\right)$ to the representatives of $\mathcal{C}_{i}$. More formally,

Definition 2.3 (Membership function). The membership function, defined in Eq. (14), which evaluates the membership value of each vertex to each fuzzy set $\mathcal{F}_{i}$, is a nonlinear convex function of the form

$$
\begin{equation*}
\mu: \hat{\mathcal{D}} \times \Sigma \rightarrow[0,1] \tag{18}
\end{equation*}
$$

where $\hat{\mathcal{D}}=[0,1]$ is the set of normalized degrees and $\Sigma$ is the set of minimum distances from each cluster representative.

If the graph is unweighted, then $\Sigma=\mathbb{N}_{0} \cup\{\infty\}$, otherwise $\Sigma=\mathbb{R}_{0}^{+} \cup\{\infty\}$. There are two factors that influence the membership of a vertex: the degree concentration $\alpha_{i}(v)$ and the centrality, or nearness, $\tau_{i}(v)$. The first one is an estimation of the connectivity of the vertex in a specific cluster $\mathcal{C}_{i}$, while the second one is an estimation of the centrality of the vertex in the cluster, that is, how far is from the set $\mathcal{M}$ of representatives of this cluster.

The nonlinear modifier $\tau_{i}(v)$ decays exponentially with the distance, which evaluates to one when the vertex $v \in \mathcal{M}$ and goes to zero when there is no path from $v$ to any of the vertices in $\mathcal{M}$, that is, when the distance is $\infty$. The parameter $t$ controls the influence of this nonlinear modifier over the whole membership value. If $t \rightarrow \infty$, actually we are not considering the centrality factor, because $\lim _{t \rightarrow \infty} \exp \left(-x / t^{2}\right)=1$. In Fig. 1 is shown the shape of the membership function defined in Eq. (14) in a finite range of possible distances.


Fig. 1. Shape of the membership function defined in Eq. (14).

### 2.1.2. Bounding of the membership function

If the graph $G=(\mathcal{V}, \mathcal{E})$ is (strongly) connected, and considering the notation of Eq. (14), we have the following bounds:

$$
\begin{equation*}
0 \leq d\left(v, \delta\left(\mathcal{C}_{i}\right)\right) \leq \Delta, \quad \forall v \in \mathcal{V}, i=1 \rightarrow k \tag{19}
\end{equation*}
$$

where $\Delta$ is the diameter of the graph. If there is no path $P$ between $v$ and $\delta\left(\mathcal{C}_{i}\right), d(\cdot, \cdot)$ evaluates to $\infty$. Formally,

$$
\begin{cases}d\left(v, \delta\left(\mathcal{C}_{i}\right)\right) \leq \Delta & \text { if } \exists P  \tag{20}\\ d\left(v, \delta\left(\mathcal{C}_{i}\right)\right)=\infty & \text { otherwise }\end{cases}
$$

From Eq. (20) it is possible to state that $\forall v \in \mathcal{V}$, and for $i=1 \rightarrow k$, holds

$$
\begin{cases}\exp \left(-\frac{\Delta}{t^{2}}\right) \leq \tau_{i}(v) \leq 1 & \text { if } \exists P  \tag{21}\\ \tau_{i}(v)=0 & \text { otherwise }\end{cases}
$$

Consequently, the membership value of each $v \in \mathcal{V}$ to the $i$-th fuzzy set $\mathcal{F}_{i}$ is bounded by

$$
\begin{cases}\alpha_{i}(v) \cdot \exp \left(-\frac{\Delta}{t^{2}}\right) \leq \mu_{\mathcal{F}_{i}}(v) \leq \alpha_{i}(v) & \text { if } \exists P,  \tag{22}\\ \mu_{\mathcal{F}_{i}}(v)=0 & \text { otherwise }\end{cases}
$$

If in a cluster there is no connectivity, obviously there cannot be any path, thus $\mu_{\mathcal{F}_{i}}(v)=0$. The bound shown in Eq. (22) is a function of a characteristic property of the graph, the diameter $\Delta$. One should investigate further in this direction, searching for a bridge with the spectral graph theory [19,20]. Indeed, the diameter of a graph is known to be related to the eigenvalues of the Laplacian matrix associated with the graph [19].

### 2.1.3. Cluster representatives

The representatives identification function $\delta(\cdot)$ computes a set of vertices $\mathcal{M} \subseteq \mathcal{C}_{i}, \mathcal{M} \neq \emptyset$, that are central considering the induced subgraph $G\left[\mathcal{C}_{i}\right]$. Formally, we have defined the set of representatives of a cluster $\mathcal{C}_{i}$ as the one whose elements minimize a given nonnegative finite cost function $f(\cdot)$

$$
\begin{equation*}
\delta\left(\mathcal{C}_{i}\right)=\left\{v: \underset{v \in \mathcal{C}_{i}}{\arg \min } f(v)\right\} . \tag{23}
\end{equation*}
$$

Note that $\delta\left(\mathcal{C}_{i}\right)$ always exists (is non-empty) also for singleton clusters. Intuitively, a vertex is central (i.e., important) in a graph if it is highly connected to the other vertices. To this end, we consider the set of elements that minimizes the sum of distances, known as MinSOD,

$$
\begin{equation*}
\delta\left(\mathcal{C}_{i}\right)=\left\{v: \underset{v \in \mathcal{C}_{i}}{\arg \min }\left(\sum_{u \in \mathcal{C}_{i}} d(v, u)\right)\right\} . \tag{24}
\end{equation*}
$$

Note that equivalently one could minimize the sum of any (positive) power of the distances. By convention, the summation is taken only for finite-value distances. For large graphs the exact determination of $\delta\left(\mathcal{C}_{i}\right)$ could be prohibitive. The determination of the centrality, or importance, of a vertex in a network is a well-known problem in socio-mathematics and network dynamic fields [33,75], especially for web information retrieval systems. For example we can cite PageRank of Brin and Page [17] and any of its variations [76], HITS of Kleinberg [43], Betweenness Centrality [13], and Closeness Centrality [73]. We are not interested here in a full treatment of this problem in this paper. We will just assume to be able to determine the set of representatives $\delta\left(\mathcal{C}_{i}\right)$ exactly as defined in Eq. (24).

The asymptotic complexity for the computation of Eq. (24) is given by

$$
\begin{equation*}
\mathcal{O}\left(\left|\mathcal{V}\left(G\left[\mathcal{C}_{i}\right]\right)\right|^{2} \cdot\left(\left|\mathcal{E}\left(G\left[\mathcal{C}_{i}\right]\right)\right|+\left|\mathcal{V}\left(G\left[\mathcal{C}_{i}\right]\right)\right| \log \left(\left|\mathcal{V}\left(G\left[\mathcal{C}_{i}\right]\right)\right|\right)\right)\right) \tag{25}
\end{equation*}
$$

where the second factor is the best known running time for Dijkstra's algorithm [21], used for computing the $\left|\mathcal{V}\left(G\left[\mathcal{C}_{i}\right]\right)\right|^{2}$ shortest paths in the cluster $\mathcal{C}_{i}$.

### 2.2. Graph embedding into the unit hypercube

The graph embedding can be described as a function that maps the vertices of the graph to a suitable vector space. In our case this space is a $k$-dimensional unit hypercube defined as $\mathcal{I}^{k}=[0,1]^{k}$, and it will be denoted simply with $\mathcal{I}$ where the dimension $k$ can be implicitly inferred from the context or it is not strictly required for the understanding. This multidimensional bounded (crisp) set contains all the possible realizations of the membership values of the vertices to the given induced soft clustering $\mathcal{S}$. To deal with our embedding, and consequently with the measurement of the graph ambiguity, we do not need any metric distance, neither any norm nor inner product defined on $\mathcal{I}$. Later, we will analyze the properties of this embedding, and then we will equip this space with this kind of functions.

Now we show how to map each vertex of the graph into a point in this space and, consequently, how to calculate the graph ambiguity. Given a graph $G=(\mathcal{V}, \mathcal{E})$ and a hard $k$-clustering $\mathcal{K} \in \Gamma^{*}$, we obtain a vector representation of each vertex $v$ in the unit hypercube $\mathcal{I}^{k}$ that we will denote with $\underline{\mathbf{f}}_{v} \in \mathcal{I}^{k}, \forall v \in \mathcal{V}(G)$. Formally,

Definition 2.4 (Vertex mapping function). A mapping for vertices is a function of the form

$$
\begin{equation*}
\varphi^{\mathcal{K}}: \mathcal{V}(\mathcal{G}) \rightarrow \mathcal{I} \tag{26}
\end{equation*}
$$

that maps each vertex $v$ with a point in $\mathcal{I}^{k}$, denoted with a vector $\underline{\mathbf{f}}_{v}$ of membership values of $v$ given $\mathcal{K} \succ \mathcal{S}$. Each $i$-th component is defined as $f_{i}^{v}=\mu_{\mathcal{F}_{i}}(v)$, hence

$$
\begin{equation*}
\varphi^{\mathcal{K}}(v)=\underline{\mathbf{f}}_{v}=\left[\mu_{\mathcal{F}_{1}}(v), \mu_{\mathcal{F}_{2}}(v), \ldots, \mu_{\mathcal{F}_{k}}(v)\right]^{T} . \tag{27}
\end{equation*}
$$

We use this notation $\varphi^{\mathcal{K}}(\cdot)$ to remark that this representation is done considering the particular clustering $\mathcal{K} \succ \mathcal{S}$ (Section 2.1). By definition of the membership function, $\varphi^{\mathcal{K}}(\cdot)$ is a nonlinear mapping function. Considering an isolated vertex with $\operatorname{deg}(v)=0$, we have that the mapping function will map this vertex to the origin of the hypercube, that is, in $\underline{\mathbf{0}}$. Intuitively, these vertices have no ambiguity. We will see later how to justify this claim.

Before we can generalize this mapping to a set of vertices, we need to introduce some mathematical concepts. The unit hypercube is a multidimensional bounded set, and set operations like, for example, union $\cup$ and intersection $\cap$ between fuzzy sets of the collection $\mathcal{S}$ are extended with the respective triangular operators t-conorm $\perp$ and $t$-norm $\top[4,30,81]$. The $t$-conorm is the dual operator of the $t$-norm, and it is a function of the form $\perp$ : $[0,1] \times[0,1] \rightarrow[0,1]$. There are many well-known formulations in the literature [4,30]; some of these are shown in Table 1.

After we have performed the embedding of each vertex $v_{i} \in \mathcal{V}(G)$, we obtain a collection of vector representations $\left\{\underline{f}_{v_{i}}\right\}_{i=1}^{|\mathcal{V}(G)|}$ in the unit hypercube $\mathcal{I}^{k}$. Our aim is to calculate the ambiguity of the graph $G$, considering this specific representation framework $\mathcal{K} \succ \mathcal{S}$. The graph ambiguity measure will be expressed in terms of the membership values of the vertices to each fuzzy set $\mathcal{F}_{i}, i=1 \rightarrow k$. We can describe each fuzzy set $\mathcal{F}_{i}$ as an $n$-dimensional vector

$$
\begin{equation*}
\underline{\mathbf{f}}_{\mathcal{F}_{i}}=\left[\mu_{\mathcal{F}_{i}}\left(v_{1}\right), \mu_{\mathcal{F}_{i}}\left(v_{2}\right), \ldots, \mu_{\mathcal{F}_{i}}\left(v_{n}\right)\right]^{T}, \tag{28}
\end{equation*}
$$

containing the respective membership values of the vertices. Remember that each fuzzy set $\mathcal{F}_{i}$ models only one hard cluster $\mathcal{C}_{i}$, and by definition $\bigcup_{i=1}^{k} \mathcal{C}_{i}=\mathcal{V}(G)$ holds. Consequently, the vector representation of the graph as a whole will be expressed as the union of each fuzzy set $\mathcal{F}_{i}$, that is, as the t-conorm of each $\mathcal{F}_{i}, i=1 \rightarrow k$.

Table 1
Some t-conorm formulations.

| Name | Formula |
| :--- | :--- |
| Maximum t-conorm | $\perp_{\max }(a, b)=\max \{a, b\}$ |
| Probabilistic sum | $\perp_{\text {sum }}(a, b)=a+b-a \cdot b$ |
| Bounded sum | $\perp_{\text {Luk }}(a, b)=\min \{a+b, 1\}$ |
| Einstein sum | $\perp_{\mathrm{H}_{2}}(a, b)=\frac{a+b}{1+a b}$ |

Definition 2.5 (Graph embedding). An embedding for a graph into the unit hypercube is a function of the form

$$
\begin{equation*}
\phi^{\mathcal{K}}: \mathcal{G} \rightarrow \mathcal{I} \tag{29}
\end{equation*}
$$

Given a graph $G=(\mathcal{V}, \mathcal{E}),|\mathcal{V}|=n$, a hard $k$-clustering $\mathcal{K} \in \Gamma^{*}$ and the relative induced soft clustering $\mathcal{S}$, the embedding of $G$ is defined as

$$
\begin{equation*}
\phi^{\mathcal{K}}(G)=\perp_{i=1}^{k} \underline{\mathbf{f}}_{\mathcal{F}_{i}}=\underline{\mathbf{f}}_{G} \in \mathcal{I}^{n} \tag{30}
\end{equation*}
$$

In Eq. (30) the operator $\perp$ is assumed to be generalized to vectors in $[0,1]^{n}$, and will act as a componentwise t-conorm. Note that $\perp$ is associative, so the order in Eq. (30) will not matter. In this way, the entire graph is eventually represented as a single fuzzy set, and hence its membership values can be described with an $n$-dimensional vector $\underline{\mathbf{f}}_{G}$, belonging to the unit hypercube $\mathcal{I}^{n}$.

We need to define how to handle the case of an empty graph (see Definitions 1.12 and 2.2). By convention, the mapping function shown in Eq. (29) will map any empty graph to the scalar zero.

### 2.2.1. Matrix representation

It is convenient to represent the induced soft clustering $\mathcal{S}$ as a matrix $\mathbf{M}^{n \times k}$, where $n$ is the number of vertices in the graph and $k$ is the order of the chosen hard $k$-clustering. We have

$$
\mathbf{M}^{n \times k}=\left[\begin{array}{ccc}
\mu_{\mathcal{F}_{1}}\left(v_{1}\right) & \cdots & \mu_{\mathcal{F}_{k}}\left(v_{1}\right)  \tag{31}\\
\vdots & \cdots & \vdots \\
\mu_{\mathcal{F}_{1}}\left(v_{n}\right) & \cdots & \mu_{\mathcal{F}_{k}}\left(v_{n}\right)
\end{array}\right]
$$

The $i$-th column represents the membership values of the $i$-th fuzzy set $\mathcal{F}_{i}$, that is, $\underline{\mathbf{f}}_{i}$. This notation is not strictly necessary but it is a convenient and formal description of the induced soft clustering that could be also used for further investigations, as for example considering PCA analysis [38] aimed at reducing the dimensionality of the embedding space $\mathcal{I}$, or any multidimensional scaling techniques [10]. However, in this paper we will not focus on this direction.

### 2.3. Graph ambiguity

The fuzzy entropy measures (see Section 1.2) are built to be able to measure the ambiguity of a fuzzy set, both on discrete or continuous domains. Our principal objective is to apply those measures also to graphs. In this section we will describe how to measure the ambiguity of the graph, considering a specific representation induced by the choice of the hard $k$-clustering $\mathcal{K}$.

Definition 2.6 (Graph ambiguity). The graph ambiguity is a nonnegative function of the form

$$
\begin{equation*}
A: \mathcal{I} \rightarrow[0, \infty) \tag{32}
\end{equation*}
$$

Given a graph $G=(\mathcal{V}, \mathcal{E})$, with $|\mathcal{V}|=n$ and a hard $k$-clustering $\mathcal{K} \in \Gamma^{*}$, the ambiguity of the graph is computed as a composite function

$$
\begin{equation*}
A\left(\phi^{\mathcal{K}}(G)\right)=(g \circ E)\left(\underline{\mathbf{f}}_{G}\right)=g\left(E\left(\underline{\mathbf{f}}_{G}\right)\right) \tag{33}
\end{equation*}
$$

where $g: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$is a nonnegative monotone nondecreasing function such that $g(0)=0$ holds. The function $E(\cdot)$ is any fuzzy entropy function that satisfies the requirements of Definition 1.7.

In Table 2 are shown five types of graph ambiguity measures that satisfy the requirements of Definition 2.6 . In Fig. 2 are shown some shapes of these functions considering two-dimensional vectors, that is, representations induced with two clusters. Note that these plots are based on Kosko's formulation of the fuzzy entropy (see Eq. (2)). Different formulations of fuzzy entropy will produce different shapes, but preserving the constraints of a general fuzzy entropy function listed in Definition 1.7, such as the maximization and minimization points.

Table 2
Types of graph ambiguity.

| Type | Formula | Parameters |
| :--- | :--- | :--- |
| Linear | $v E\left(\mathbf{f}_{G}\right)+\gamma$ | $v \geq 1, \gamma \geq 0$ |
| Logarithmic | $\log \left(1+E\left(\underline{\mathbf{f}}_{G}\right)\right)$ | $p>0$ |
| Polynomial | $E\left(\mathbf{f}_{G}\right)^{p}$ |  |
| Exponential | $\exp \left(E\left(\underline{\mathbf{f}}_{G}\right)\right)-1$ | 2 |
| Sigmoidal | $\frac{2}{1+\exp \left(\frac{-E\left(\mathbf{f}_{G}\right)}{\sigma}\right)}-1$ | $\sigma>0$ |
|  |  |  |



Fig. 2. Some types of graph ambiguity: (a) Polynomial. (b) Logarithmic. (c) Exponential. (d) Sigmoidal.
It is easy to understand that the measure of ambiguity for a graph is conditioned to the specific clustering $\mathcal{K}$ adopted for the representation. Different clusterings could produce different ambiguity values. We will return to this topic later.

A representation of the graph is a vector $\underline{\mathbf{f}}_{G} \in[0,1]^{n}$. For instance, consider the representation $[0.5,0.5,0.5]^{T}$. This implies that the three vertices are equally assigned to each fuzzy set, making very hard to say something about their memberships in the fuzzified graph. By definition of fuzzy entropy, this vector representation of the graph will have the maximum possible ambiguity evaluation. Conversely, a representation of the form $[1,1,1]^{T}$ will denote a clear assignment of the vertices. Note that also $[1,0,0]^{T}$ is a totally unambiguous representation. For this purpose, we will call a representation crisp if each component assumes values in $\{0,1\}$, and soft if at least one component is in the open interval $(0,1)$.

The ambiguity could be calculated also for each fuzzy set $\mathcal{F}_{i} \in \mathcal{S}$. Given the vector representation of the fuzzy set $\mathcal{F}_{i}$, namely $\underline{\mathbf{f}}_{\mathcal{F}_{i}}$, the ambiguity given in Eq. (33) can be applied directly as

$$
\begin{equation*}
A\left(\underline{\mathbf{f}}_{\mathcal{F}_{i}}\right)=g\left(E\left(\underline{\mathbf{f}}_{\mathcal{F}_{i}}\right)\right) . \tag{34}
\end{equation*}
$$

The ambiguity measure $A(\cdot)$ is a nonnegative measure defined, indirectly, on the set of vertices of the graph. The subadditive property follows from the subadditivity of the function $E(\cdot)$ [45] and from the fact that any monotone nondecreasing transformation will preserve this property. Thus we have that

$$
\begin{equation*}
A\left(\mathbf{f}_{G}\right) \leq \sum_{i=1}^{k} A\left(\mathbf{f}_{\mathcal{F}_{i}}\right) . \tag{35}
\end{equation*}
$$

In this case, the whole is less than or equal to the sum of its parts. $A(\cdot)$ is closed under multiplication by a nonnegative constant $\alpha \in \mathbb{R}_{0}^{+}$and under product of two ambiguity measures, that is, both $A\left(\phi^{\mathcal{K}}(G)\right)=A_{1}\left(\phi^{\mathcal{K}}(G)\right) \cdot \alpha$ and $A\left(\phi^{\mathcal{K}}(G)\right)=A_{2}\left(\phi^{\mathcal{K}}(G)\right) \cdot A_{3}\left(\phi^{\mathcal{K}}(G)\right)$ are again valid graph ambiguity measures satisfying the requirements listed in Definition 2.6.

For completeness, we extend the graph ambiguity measure for the empty set $\emptyset$.
Definition 2.7 (Empty set ambiguity). The ambiguity of a graph $G$ with an empty set of vertices $\mathcal{V}=\emptyset$ is zero, since

$$
\begin{equation*}
A\left(\phi^{\mathcal{K}}(G)\right)=A(0)=0 \tag{36}
\end{equation*}
$$

### 2.4. Embedding properties

In this section we will study some properties of the embedding functions $\varphi^{\mathcal{K}}(\cdot)$ and $\phi^{\mathcal{K}}(\cdot)$ (see Definitions 2.4 and 2.5 , respectively). To be able to deal with some of these analyses, we need to equip the embedding space with a metric distance. So, we define the metric space as $\left(\mathcal{I}, m_{p}\right)$, where $m_{p}(\cdot, \cdot)$ is a Minkowski distance of order $p$.

### 2.4.1. Commonalities among vertices

An interesting property of our embedding function $\varphi^{\mathcal{K}}(\cdot)$ is that it will map two vertices into close points in the unit hypercube $\mathcal{I}$ if they share commonalities in terms of a structural definition in the graph. Now we will prove that the structural definitions, that is, degree concentration and centrality factors, of any two vertices in a graph are reflected in the embedding space considering their mutual distance.

Claim 2.1 (Mutual distance). If two given vertices $v, u \in \mathcal{V}(G)$ have similar structural properties in the graph $G$, regardless of their direct nearness in $G$, they will be mapped close in $\mathcal{I}^{k}$ by the embedding function $\varphi^{\mathcal{K}}(\cdot)$, considering any hard $k$-clustering $\mathcal{K} \in \Gamma^{*}(G)$.

Proof. To prove the claim we just need to exploit the metric properties of $\mathcal{I}^{k}$. Considering this, we have

$$
\begin{align*}
\sqrt[p]{k} & \geq m_{p}\left(\varphi^{\mathcal{K}}(v), \varphi^{\mathcal{K}}(u)\right)=\left(\sum_{i=1}^{k}\left|\mu_{\mathcal{F}_{i}}(v)-\mu_{\mathcal{F}_{i}}(u)\right|^{p}\right)^{1 / p} \\
& =\left(\sum_{i=1}^{k}\left|\alpha_{i}(v) \cdot \exp \left(-\frac{d\left(v, \delta\left(\mathcal{C}_{i}\right)\right)}{t^{2}}\right)-\alpha_{i}(u) \cdot \exp \left(-\frac{d\left(u, \delta\left(\mathcal{C}_{i}\right)\right)}{t^{2}}\right)\right|^{p}\right)^{1 / p} . \tag{37}
\end{align*}
$$

In the last line of Eq. (37), it is possible to clearly see that if they have similar degree concentration $\left(\alpha_{i}(v)\right.$ and $\left.\alpha_{i}(u)\right)$ and similar distances from the chosen representation framework, regardless of their order, they will produce a small numeric value in the summation, that is, a small distance in the embedding space $\mathcal{I}^{k}$.

Claim 2.1 will hold also if we consider two non-connected vertices, whose distance in the graph is by definition $\infty$. An isolated vertex $u$ will be mapped into the origin $\underline{\mathbf{0}}$ and the distance between any other vector representation of another vertex $v$ will be simply the $p$-th norm of $v-\left\|\underline{\mathbf{f}}_{v}\right\|_{p}$.

### 2.4.2. Equivalence between clusterings

As observed in Section 2.1, given two distinct hard $k$-clusterings $\mathcal{K}_{i}, \mathcal{K}_{j} \in \Gamma^{*}(G)$, they can share the same induced soft clustering $\mathcal{S}$ and then they will produce the same graph ambiguity measure. Consequently, it is necessary to explore the equivalence relation between the clusterings in $\Gamma^{*}(G)$.

For the property of symmetry of any fuzzy entropy function (see Definition 1.7), and from the fact that any permutations of the components of the input vector will produce the same entropy value (e.g., $E\left([a, b]^{T}\right)=E\left([b, a]^{T}\right), \forall b, a \in$ $[0,1])$, we can define the equality condition for the vector representations of the graph, based on the induced soft clustering.

Definition 2.8 (Induced soft clustering equality). Given two distinct induced soft clusterings $\mathcal{K}_{i} \succ \mathcal{S}_{i}, \mathcal{K}_{j} \succ \mathcal{S}_{j}$, we say that these are equal if and only if they induce the same vector representation for the graph. Formally,

$$
\begin{equation*}
\mathcal{S}_{i}=\mathcal{S}_{j} \Leftrightarrow \phi^{\mathcal{K}_{i}}(G)=\Pi \phi^{\mathcal{K}_{j}}(G), \tag{38}
\end{equation*}
$$

for all permutation matrices $\Pi$ of order $n$. The equality is also given for complementary values, that is, two vector representations are considered equal also if $\phi^{\mathcal{K}_{i}}(G)_{h}=1-\phi^{\mathcal{K}_{j}}(G)_{h}, \forall h=1 \rightarrow n$.

What matters are the values of the representations, not their order. For example $[a, b]^{T}$ would be equal to $[b, a]^{T}$, $[1-a, 1-b]^{T}$, and $[1-b, 1-a]^{T}$.

Now we introduce the important definition of equivalence between hard $k$-clusterings.
Definition 2.9 (Clustering equivalence). Given two hard $k$-clusterings $\mathcal{K}_{i}, \mathcal{K}_{j} \in \Gamma^{*}(G)$ of the graph $G=(\mathcal{V}, \mathcal{E})$, we call these equivalent if and only if they have the same ambiguity value. Formally, the equivalence relation $\equiv_{A}$ on $\Gamma^{*}$ is defined as

$$
\begin{equation*}
\mathcal{K}_{i} \equiv_{A} \mathcal{K}_{j} \Leftrightarrow A\left(\phi^{\mathcal{K}_{i}}(G)\right)=A\left(\phi^{\mathcal{K}_{j}}(G)\right) . \tag{39}
\end{equation*}
$$

It is straightforward to check that this equivalence relation satisfies reflexivity, symmetry, and transitivity constraints for all possible hard $k$-clusterings in $\Gamma^{*}$.

Considering this definition of equivalence between clusterings, we observe that if two clusterings induce the same representation for a graph, then they will be equivalent.

Claim 2.2. Given two hard $k$-clusterings $\mathcal{K}_{i}, \mathcal{K}_{j} \in \Gamma^{*}(G)$, if they induce the same soft clustering $\mathcal{S}$, then $\mathcal{K}_{i}$ and $\mathcal{K}_{j}$ are equivalent. Formally,

$$
\begin{equation*}
\mathcal{K}_{i} \succ \mathcal{S}=\mathcal{K}_{j} \succ \mathcal{S} \Rightarrow \mathcal{K}_{i} \equiv_{A} \mathcal{K}_{j} \tag{40}
\end{equation*}
$$

Proof. The proof is trivial and follows from Definition 2.8.
Now we introduce the concept of equivalence class of a hard $k$-clustering for a given graph $G$.
Definition 2.10 (Clusterings equivalence class). Given a graph $G=(\mathcal{V}, \mathcal{E})$ and a clustering $\mathcal{K}_{i} \in \Gamma^{*}$, the class of equivalent clusterings $\left\{\mathcal{K}_{i}\right\}$ over $\Gamma^{*}$ is defined as

$$
\begin{equation*}
\left\{\mathcal{K}_{i}\right\}_{\Gamma^{*}}=\left\{\mathcal{K}: \mathcal{K} \equiv_{A} \mathcal{K}_{i}, \mathcal{K} \in \Gamma^{*}\right\} . \tag{41}
\end{equation*}
$$

Sometimes, for notational purposes, the equivalence class $\left\{\mathcal{K}_{i}\right\}_{\Gamma^{*}}$ can be denoted just with one of its elements, say $\mathcal{K}_{i}$. Given the equivalence relation $\equiv_{A}$, it is possible to define the quotient set of $\Gamma^{*}$.

Definition 2.11 (Clusterings quotient set). Given a graph $G$ and the equivalence relation $\equiv_{A}$, the set of equivalence classes over $\Gamma^{*}$, considering the relation $\equiv_{A}$, forms the quotient set of $\Gamma^{*}$, and it is denoted with $\mathcal{Q}(G)$.

The quotient set $\mathcal{Q}(G)$ contains only those hard $k$-clusterings with different induced representations considering the graph $G$. The existence of the equivalence relations is very important in order to design optimized algorithms for the graph ambiguity computation, avoiding the evaluation of every possible hard $k$-clustering in $\Gamma^{*}(G)$, since some of the induced representations share the same ambiguity.

Now we study the cardinality of the set $\mathcal{Q}(G)$. To rigorously analyze the properties of $\mathcal{Q}(G)$, we introduce a notation to denote hard $k$-clusterings of $\Gamma^{*}(G)$. With the following notation, we want to denote what we called the partition types of $G$. Let $G=K_{4}$ be the complete graph of order four, for instance. We know from Eq. (12) that $\left|\Gamma^{*}(G)\right|=15$. The possible hard $k$-clusterings are shown in Table 3.

For $k=1$ we have one type of partition that we can denote as (4). This notation means that there is a single set of four elements (i.e., the four vertices of the graph). For $k=2$ we have two types of partition. The first one denotes a partition of type (2)(2), meaning that we group the elements using two sets, containing in turn two elements each.

Table 3
Partition types of the 15 hard $k$-clusterings for $G=K_{4}$.

| $\boldsymbol{k}$ | Partition type | Hard $\boldsymbol{k}$-clusterings |
| :--- | :--- | :--- |
| 1 | $(4)$ | $\mathcal{K}_{1}=\{\{1,2,3,4\}\}$ |
| 2 | $(2)(2)$ | $\mathcal{K}_{2}=\{\{1,2\},\{3,4\}\}, \mathcal{K}_{3}=\{\{1,3\},\{2,4\}\}, \mathcal{K}_{4}=\{\{1,4\},\{2,3\}\}, \mathcal{K}_{8}=\{\{3\},\{1,2,4\}\},\left\{\begin{array}{l} \\ 2\end{array}\right.$ |
| 3 | $(1)(3)(1)(2)$ | $\mathcal{K}_{5}=\{\{4\},\{1,2,3\}\}, \mathcal{K}_{6}=\{\{1\},\{2,3,4\}\}, \mathcal{K}_{7}=\{\{2\},\{1,3,4\}\}, \mathcal{K}_{9}=\{\{3\},\{4\},\{1,2\}\}, \mathcal{K}_{10}=\{\{2\},\{4\},\{1,3\}\}, \mathcal{K}_{11}=\{\{2\},\{3\},\{1,4\}\}, \mathcal{K}_{12}=\{\{1\},\{4\},\{2,3\}\}, \mathcal{K}_{13}=\{\{1\},\{3\},\{2,4\}\}$, |
|  |  | $\mathcal{K}_{14}=\{\{1\},\{2\},\{3,4\}\}$ |
| 4 | $(1)(1)(1)(1)$ | $\mathcal{K}_{15}=\{\{1\},\{2\},\{3\},\{4\}\}$ |

The second one denotes a partition of type (1)(3), meaning that the grouping is again done with two sets, but with one and three elements for each set, respectively. For $k=3$, we have one type of partition, denoted as (1)(1)(2), meaning that we employ three sets, containing one, again one, and two elements, respectively. Finally, for $k=4$ we have only one type of partition, denoted as $(1)(1)(1)(1)$.

Using this encoding to denote the types of possible partitions, it is easy to make a connection with the well-known partition function, denoted as $p(n)$, of number theory [32,34,60]. Indeed, $p(n)$ counts the number of distinct partitions of a positive integer $n$. That is, it counts the number of distinct ways to write $n$ as a sum of positive integers. The hard $k$-clustering of $\mathcal{V}(G)$ has practically the same meaning.

Claim 2.3. Given $G=K_{4}$, we have $|\mathcal{Q}(G)|=p(4)=5$.
Proof. Using Table 3, we need to show that all the hard $k$-clusterings belonging to, say, the partition type (2)(2) share the same ambiguity. As a consequence, we need to prove also that hard $k$-clusterings belonging to different partition types (e.g., (2)(2) and (1)(3)) have different ambiguity, eventually yielding a total of $p(4)=5$ equivalence classes. For instance, it is very easy to understand that $\mathcal{K}_{2}$ and $\mathcal{K}_{3}$ are equivalent. Indeed, $G$ being complete, their induced representations will be equal, and consequently they result to be equivalent (see Claim 2.2). The reason for this is that in a complete graph, regardless of the particular hard $k$-clustering $\mathcal{K}_{i} \in \Gamma^{*}$, every vertex is a representative of its cluster (the shortest path length is always one). At the same time, the number of edges between vertices belonging to different clusters is always the same. This is not the case considering $\mathcal{K}_{2}$ and $\mathcal{K}_{5}$, for instance. Indeed, in this case the respective degree distributions among the two clusters are not equal (or symmetric), and consequently their representations cannot be the same. The same arguments hold for the other inter- and intra-types of hard $k$-clustering combinations.

In the case of complete graphs, the result of Claim 2.3 quite easily generalizes to any positive integer $n$.
Theorem 2.4. Let $K_{n}$ be a complete graph of order $n$. We have $\left|\mathcal{Q}\left(K_{n}\right)\right|=p(n)$.
In the case of non-complete graphs, it is not assured that for any graph of order, say, $n=4$ the two hard $k$-clusterings $\mathcal{K}_{2}$ and $\mathcal{K}_{3}$ will be equivalent. In fact, being not complete, some edges will be missing and the degree distributions will certainly not be the same. Moreover, in this case it is not assured that, regardless the clustering, every vertex will be a representative of its own cluster, yielding possibly different representations. Consequently, given a generic graph $G=(\mathcal{V}, \mathcal{E})$, with $|\mathcal{V}(G)|=n$, we have

$$
\begin{equation*}
|\mathcal{Q}(G)| \geq p(n) \tag{42}
\end{equation*}
$$

Eq. (42) fixes a lower bound for what concerns the number of possible equivalence classes of a generic graph of order $n$. This result is quite important because it helps defining the hardness of the problem from the computational viewpoint.

Assuming that the graph $G$ is weighted, the result of Theorem 2.4 may not be still valid, because degree concentrations can vary even between intra-type partitions, as indeed they are dependent on the particular weighting of the graph. Nonetheless, the bound shown in Eq. (42) is valid also in this case.

### 2.4.3. Compression factor

Given two vertices $u, v \in \mathcal{V}(G)$, and suppose that they have the same vector representation, that is: $\underline{\mathbf{f}}_{v}=\underline{\mathbf{f}}_{u}$. We have shown in Section 2.4.1 that $v$ could be different from $u$. We can state that the unit hypercube $\mathcal{I}$, equipped, for example, with the Euclidean distance $d_{2}(\cdot, \cdot)$, is actually a semi-metric space $\left(\mathcal{I}, d_{2}\right)$, because the definitiveness constraint of metric distances is not satisfied. Considering this, any number of vertices mapped to the same point will not affect differently the determination of the ambiguity of the graph, that is, only one of those equally mapped vertices is useful for the determination of the graph ambiguity. This claim is easily proved considering the behavior of the t-conorm $\perp$ operator. So, we can define another property that we will call compression factor of the vertex mapping function $\varphi(\cdot)$.

Definition 2.12 (Compression factor). Given a graph $G=(\mathcal{V}, \mathcal{E})$, for any set of vertices $\mathcal{V}^{\prime} \in \mathcal{P}(\mathcal{V}(G))$ the compression factor $\eta$ of the embedding of the vertices in $\mathcal{V}^{\prime}$ is defined as

$$
\begin{equation*}
\eta=1-\frac{N-1}{\left|\mathcal{V}^{\prime}\right|-1} \in[0,1], \tag{43}
\end{equation*}
$$

where $N$ stands for the number of distinguishable vertices in $\mathcal{V}^{\prime}$, that is, the ones with different vector representations.
When $\mathcal{V}^{\prime}=\mathcal{V}(G)$ the compression factor is referred to the whole graph $G$. The compression factor $\eta$ can be thought of as a measure to quantify the regularity of a graph. In fact, when we consider a $d$-regular graph, we will see that $\eta$ will be exactly 1 , because each vertex will be represented by the same point in the embedding space.

## 3. The graph ambiguity problem

The ambiguity of a graph $G$ is expressed through a measure that depends on the specific representation chosen, that is, it is a relative measure. Moreover, it is intuitive to think that the ambiguity of a complex combinatorial object is a relative concept, conditioned to the adopted representation framework. Now we are able to distinguish two concepts: the measure of ambiguity and the graph ambiguity problem. The latter is a computational problem, with the aim of identifying the intrinsic, or characteristic, ambiguity of a graph.

Definition 3.1 (Graph ambiguity problem). Given a graph $G=(\mathcal{V}, \mathcal{E})$, the graph ambiguity problem is defined as

$$
\begin{equation*}
A_{G}^{*}=\min _{\mathcal{K} \in \mathcal{Q}(G)} A\left(\phi^{\mathcal{K}}(G)\right), \tag{44}
\end{equation*}
$$

where $\mathcal{Q}(G)$ is the solution space of the optimization problem.
Where it is not ambiguous, we will refer to the intrinsic ambiguity value $A_{G}^{*}$ of the graph $G$ simply with $A^{*}$. This is a discrete unconstrained optimization problem. The intrinsic ambiguity of the graph is the minimum ambiguity achievable over all possible representations. When we talk about the ambiguity of a graph, without considering any specific representation, we are referring to the best one, that is, $A^{*}$, the one that minimizes Eq. (44).

### 3.1. Analysis

In this section we analyze three properties of graph ambiguity. The first one shows that the measure of ambiguity can be seen also as a measure of regularity of the graph. The second one deals with the isomorphism between graphs. Finally, the last one is useful for stating the validity of the measure also for some pathological cases.

### 3.1.1. d-Regular graph

A $d$-regular (undirected) graph $G=(\mathcal{V}, \mathcal{E})$ is a graph with $\operatorname{deg}(v)=d, \forall v \in \mathcal{V}$, where $0 \leq d \leq|\mathcal{V}|-1$; when $d=|\mathcal{V}|-1$, the graph is said to be complete. An automorphism of a graph $G=(\mathcal{V}, \mathcal{E})$ is a permutation $p: \mathcal{V} \rightarrow \mathcal{V}$ of its vertices satisfying the edge-preserving property, that is, $(v, u) \in \mathcal{E} \Leftrightarrow(p(v), p(u)) \in \mathcal{E}$. A distance-transitive graph is a $d$-regular graph $G$ in which distances between vertices are preserved under automorphisms, i.e., $d(u, v)=d(p(u), p(v))$ holds $\forall u, v \in \mathcal{V}(G)$. Conversely, asymmetric $d$-regular graphs do not have nontrivial symmetries, that is, they do not
have automorphisms other than the identity mapping (the mapping of the graph onto itself). Consequently, for these graphs, distances among vertices are not regular [23].

The degree-regularity is reflected directly by the graph ambiguity, observing that any distance-transitive $d$-regular graph has no ambiguity.

Theorem 3.1 (Ambiguity of distance-transitive d-regular graphs). The ambiguity of any distance-transitive $d$-regular graph of any order is zero.

Proof. Consider a (distance-transitive) $d$-regular graph $G=(\mathcal{V}, \mathcal{E})$ with $1 \leq d \leq|\mathcal{V}|-1$. If $|\mathcal{K}|=1$ then every vertex will share the full concentration degree and centrality. Consequently, every vertex will be a representative of this cluster and thus its membership value will be one. It is straightforward to check that the ambiguity of the graph with this clustering will be zero. Now consider the same graph $G$, but with a clustering of order $m>1$. Necessarily it follows that at least an edge will be cut and the degree concentration of some vertices (the ones interested by the cut) will be shared among $h \leq m$ different clusters, producing a non-crisp vector representation of the graph $\underline{\mathbf{f}}_{G}$, where at least one component is in $(0,1)$. This directly implies a non-zero ambiguity for the graph.

A direct consequence of Theorem 3.1 is that for any $d$-regular graph we obtain the maximum concentration factor, that is, $\eta=1$.

It is worth to discuss the particular case of a complete graph $K_{n}=(\mathcal{V}, \mathcal{E}),|\mathcal{V}|=n$, with self-loops. A self-loop is an edge of the form $e_{i i}=\left(v_{i}, v_{i}\right)$. In this case, analyzing the ambiguity of the graph for $t \rightarrow \infty$, the exact maximum of Eq. (33) is achieved when $|\mathcal{K}|=n$, that is, when all the clusters are constituted by only one vertex. Conversely it still holds that $A^{*}(G)=0$.

### 3.1.2. Relation with graph isomorphism

It is possible to establish a relation with the concept of isomorphism between graphs. To this aim, we will restrict to the class of unweighted graphs. Given two graphs $G$ and $G^{\prime}$, a graph isomorphism is a bijection $f: \mathcal{V}(G) \rightarrow \mathcal{V}\left(G^{\prime}\right)$ such that $(f(v), f(w)) \in \mathcal{E}\left(G^{\prime}\right) \Leftrightarrow(v, w) \in \mathcal{E}(G)$ holds $\forall w, v \in \mathcal{V}(G)$ [23]. If an isomorphism exists, then the two graphs are said to be isomorphic, which is denoted with $G \simeq G^{\prime}$. We will show that the isomorphism relation will imply the equality of the ambiguity; nonetheless, two graphs with the same ambiguity are not necessarily isomorphic.

Lemma 3.1. If $G \simeq G^{\prime}$, then

1. $\alpha_{i}(v)=\alpha_{i}(f(v)), \forall v \in \mathcal{V}(G), \forall i=1 \rightarrow k$,
2. $d(v, u)=d(f(v), f(u)), \forall v, u \in \mathcal{V}(G)$,
where $d(v, u)$ and $d(f(v), f(u))$ are the minimum distances computed in $G$ and $G^{\prime}$, respectively.
The proof of Lemma 3.1 is given in Appendix A.
Theorem 3.2. If two graphs are isomorphic then they have the same ambiguity. Formally,

$$
\begin{equation*}
G \simeq G^{\prime} \Rightarrow A_{G}^{*}=A_{G^{\prime}}^{*} . \tag{45}
\end{equation*}
$$

Proof. A direct consequence of Lemma 3.1 is that $\forall v \in \mathcal{V}(G)$ holds $\varphi^{\mathcal{K}}(v)=\varphi^{\mathcal{K}^{\prime}}(f(v))$, because if the degrees and minimum distances are preserved the vector representations of the mapped vertices will be the same, regardless of the chosen $\mathcal{K} \in \Gamma^{*}(G)$ and the correspondent $\mathcal{K}^{f} \in \Gamma^{*}\left(G^{\prime}\right)$, derived from the application of the isomorphism $f(\cdot)$ to the elements in the clusters of $\mathcal{K}$. If two graphs have the same representation, they will have the same ambiguity (Claim 2.2), therefore $A_{G}^{*}=A_{G^{\prime}}^{*}$.

Theorem 3.2 shows that the ambiguity could be seen as a graph invariant, that is, a property of graphs that depends only on the abstract structure. Those properties do not change between graphs of the same class induced by the isomorphism relation [23]. This is an interesting theoretical result, because many other relations could be observed between other characteristic properties of graphs, such as the clustering coefficient, clique number, graph spectrum, algebraic connectivity, and independence number.

Theorem 3.3. If two graphs have the same ambiguity, then they are not necessarily isomorphic. Formally,

$$
\begin{equation*}
A_{G}^{*}=A_{G^{\prime}}^{*} \nRightarrow G \simeq G^{\prime} . \tag{46}
\end{equation*}
$$

Proof. To prove this theorem just note that every $d$-regular graph of any order has ambiguity equal to zero (see Theorem 3.1), and that not any $d$-regular graph is necessarily isomorphic to some other $d$-regular graph. For example $K_{3}$ and $K_{4}$ cannot be isomorphic because they have different orders.

### 3.1.3. Pathological graphs

A zero-order graph is a graph $G=(\emptyset, \mathcal{E})$. We have already shown how to handle this particular case, and it is intuitive to think that a graph of this kind cannot have any ambiguity. A zero-size graph is a graph $G=(\mathcal{V}, \emptyset)$, where each vertex is isolated. Intuitively, also in this case the graph should result unambiguous.

Claim 3.4. The ambiguity of any zero-order or zero-size graph is always zero.
Proof. Considering the zero-order case, the proof follows quite obviously from Definitions 2.6 and 2.7, and from straightforward calculations. In the case of a zero-size graph, we note that regardless of the hard $k$-clustering adopted for the representation, each vertex, being isolated, will be mapped to the origin $\underline{\mathbf{0}}$ of the hypercube $\mathcal{I}$. Consequently, the ambiguity of such a representation will be zero.

Note that a zero-size graph can be seen as a zero-regular graph, consequently the result of Theorem 3.1 can be applied also in this case.

### 3.2. Graph ambiguity computation

The mathematical formulation of the graph ambiguity problem is given in Eq. (44) as a discrete optimization problem and states that the characteristic ambiguity of a graph is the one with a minimum measure of ambiguity. Now we need an algorithm to find this minimum.

### 3.2.1. Computational complexity

Given a (non-pathological) graph $G=(\mathcal{V}, \mathcal{E}),|\mathcal{V}|=n$, finding the minimum of Eq. (44) requires evaluating every hard $k$-clustering in $\mathcal{Q}(G)$. As discussed in Section 2.4.2, the cardinality of the solution space $\mathcal{Q}(G)$ is bounded from below by the evaluation of the partition function $p(n)$. As shown by different authors [32,34,60], this number grows exponentially with $n$. As a consequence, the graph ambiguity problem should be considered as a problem in $\mathbf{N P}$ [72], since, given $\hat{\mathcal{K}}$, defined as

$$
\begin{equation*}
\hat{\mathcal{K}}=\underset{\mathcal{K} \in \mathcal{Q}(G)}{\arg \min } A\left(\phi^{\mathcal{K}}(G)\right), \tag{47}
\end{equation*}
$$

the evaluation of $A\left(\phi^{\hat{\mathcal{K}}}(G)\right)$ can be clearly verified in polynomial time (see Definition 2.6). However, by definition of the class NP, we do not reject the possibility to conceive a polynomial time deterministic algorithm to find the minimum of Eq. (44).

### 3.2.2. Genetic algorithm approach

Given a graph $G=(\mathcal{V}, \mathcal{E}),|\mathcal{V}|=n$, and a finite alphabet $\Omega=\{1,2, \ldots, k\}$, it is possible to represent each hard $k$-clustering with a vector $\underline{\mathbf{c}} \in \Omega^{n}$. If the $i$-th component of this vector is equal to, say, $1 \leq l \leq k$, then this means that the $i$-th vertex of the graph $G$ is assigned to the cluster $\mathcal{C}_{l}$. To be able to cover every possible partitioning of $G$, we set $|\Omega|=n$. A vector constructed in this way is able to encode every possible hard $k$-clustering of $\Gamma^{*}(G)$.

A suboptimal approach can be conceived considering the stochastic optimization strategy provided by a genetic algorithm. A genetic algorithm can be defined with a fitness function that is based completely on the graph ambiguity evaluation (see Eq. (33)). Each hard $k$-clustering $\mathcal{K} \in \Gamma^{*}(G)$ can be encoded by the vector $\underline{\mathbf{c}}$ that will represent its genetic code. The population of the genetic algorithm $\mathcal{P}=\left\{\underline{\mathbf{c}}_{1}, \ldots, \underline{\mathbf{c}}_{m}\right\}$ is defined as a set of those vectors. Standard selection, crossover, and mutation operators can be applied directly to these vectors, producing a sequence of evolved populations
(i.e., candidate solutions). Clearly the solution with the best fitness is the one with lowest ambiguity measure. It is worth to remark that this approach does not ensures the convergence to the global minimum $A^{*}$, but rather to a suboptimal value.

## 4. Graph similarity measures by graph ambiguity computation

Given a set $\mathcal{X}$, a positive definite ( pd ) kernel function $k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is a symmetric function of two variables that satisfies

$$
\begin{equation*}
\sum_{i, j \in\{1, \ldots, n\}} c_{i} c_{j} k\left(x_{i}, x_{j}\right) \geq 0 \tag{48}
\end{equation*}
$$

$\forall n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in \mathcal{X}$ and $c_{1}, \ldots, c_{n} \in \mathbb{R}$. In the fields of pattern recognition and soft computing, such a pd kernel is called Mercer's kernel [2] (sometimes called also valid kernel), and acts as the core similarity procedure of kernel machines $[66,71]$. Kernel functions of this type can be defined on virtually any input set $\mathcal{X}$, such as graphs and strings, for instance. In the first case, they are known in the literature as graph kernels [11,50,55,74]. A recent interesting development in this field is the establishment of the so-called information-theoretic kernels [18,54,59], aimed at the definition of pd kernel functions on probability distributions, using concepts derived from information theory.

What we introduce in this section is the definition of Fuzzy Information-Theoretic Kernel functions (Fuzzy IT Kernels). These functions are Mercer's kernels founded on fuzzy information-theoretic concepts. The aim is to provide general procedures able to compute the similarity value of two fuzzy sets, whatever they represent. Finally, for the ultimate purpose of this paper, we will employ those Fuzzy IT Kernels in the graphs domain $\mathcal{G}$, yielding graphs similarity functions that we call Fuzzy IT Graph Kernels, founded on the new theoretical concepts provided by graph ambiguity.

### 4.1. Fuzzy information-theoretic graph kernels

A dissimilarity function $d: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{0}^{+}$, defined over a generic set $\mathcal{X}$, is a generalized distance measure that satisfies fewer metric constraints with respect to a proper metric distance [57]. For example, given two discrete probability distributions $P=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ and $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)$, a measure of dissimilarity between these distributions can be obtained with the classical divergence of Kullback and Leibler [48]. This is not a metric distance, because it is not symmetric in general. Nonetheless, later on a symmetric version was proposed [47]. One of the first attempts to define a fuzzy divergence was done by Bhandari and Pal [7]. The proposed fuzzy directed divergence $I(\cdot, \cdot)$ among two fuzzy sets $\mathcal{A}$ and $\mathcal{B}$, defined on the same discrete universe of discourse $\mathcal{U}$, is computed as follows:

$$
\begin{equation*}
I(\mathcal{A}, \mathcal{B})=\sum_{i=1}^{n}\left[\mu_{\mathcal{A}}\left(x_{i}\right) \log \left(\frac{\mu_{\mathcal{A}}\left(x_{i}\right)}{\mu_{\mathcal{B}}\left(x_{i}\right)}\right)+\left(1-\mu_{\mathcal{A}}\left(x_{i}\right)\right) \log \left(\frac{1-\mu_{\mathcal{A}}\left(x_{i}\right)}{1-\mu_{\mathcal{B}}\left(x_{i}\right)}\right)\right] \tag{49}
\end{equation*}
$$

and its symmetric version is given by

$$
\begin{equation*}
J(\mathcal{A}, \mathcal{B})=I(\mathcal{A}, \mathcal{B})+I(\mathcal{B}, \mathcal{A}) \tag{50}
\end{equation*}
$$

There are other known generalized formulations of the same concept of fuzzy divergence, such as the fuzzy Rényi divergence of order $\alpha$ proposed by Bajaj and Hooda [5],

$$
\begin{equation*}
I_{\alpha}(\mathcal{A}, \mathcal{B})=\frac{1}{\alpha-1} \sum_{i=1}^{n} \log \left[\mu_{\mathcal{A}}\left(x_{i}\right)^{\alpha} \cdot \mu_{\mathcal{B}}\left(x_{i}\right)^{1-\alpha}+\left(1-\mu_{\mathcal{A}}\left(x_{i}\right)\right)^{\alpha} \cdot\left(1-\mu_{\mathcal{B}}\left(x_{i}\right)\right)^{1-\alpha}\right] \tag{51}
\end{equation*}
$$

that is defined for $\alpha>0, \alpha \neq 1$. Its symmetric version is defined as

$$
\begin{equation*}
J_{\alpha}(\mathcal{A}, \mathcal{B})=I_{\alpha}(\mathcal{A}, \mathcal{B})+I_{\alpha}(\mathcal{B}, \mathcal{A}) \tag{52}
\end{equation*}
$$

Being able to compute the dissimilarity value of two fuzzy sets, we introduce the definition of the Fuzzy IT Kernel.

Definition 4.1 (Fuzzy information-theoretic kernel). Given two fuzzy sets $\mathcal{A}, \mathcal{B} \in \mathcal{F}$, where $\mathcal{F}$ is the crisp set of all fuzzy sets, let $J(\cdot, \cdot)$ be a fuzzy symmetric divergence measure defined on $\mathcal{F}$. We define a Fuzzy Information-Theoretic Kernel function $k: \mathcal{F} \times \mathcal{F} \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
k(\mathcal{A}, \mathcal{B})=\exp \left(-\gamma \cdot J(\mathcal{A}, \mathcal{B})^{2}\right), \quad \gamma>0 \tag{53}
\end{equation*}
$$

It is possible to recognize in Eq. (53) the well-known RBF kernel scheme. Such a kernel function is a valid Mercer's kernel, provided that the dissimilarity on which it relies is a metric [66]. It is worth to stress that different distancebased families of Fuzzy IT Kernels could be defined, using the rational quadratic and the exponential kernels, for instance. However, in this paper we will restrict the analysis to the RBF kernel. The Fuzzy IT Kernel defined in Eq. (53) possesses valuable properties, as indeed it assumes values in the interval [0, 1]. Moreover, $k(\mathcal{A}, \mathcal{B})=1$ holds only if the divergence of the two fuzzy sets is zero, that is, when they are equal. Conversely, it tends to zero as the divergence tends to infinity. When $\gamma=1 / 2 \sigma^{2}$ holds, the function shown in Eq. (53) is called a Gaussian RBF, and the $\sigma$ parameter is known in the literature as the kernel size, since its adaptation permits to fit data with different distributions.

The embedding of the graph into the unit hypercube $\mathcal{I}$, described in Section 2.2, can be used to establish a measure of dissimilarity between two represented graphs using the concept of fuzzy directed or symmetric divergence. Given two graphs $G_{1}$ and $G_{2}$, and let $\underline{\mathbf{f}}_{G_{1}}$ and $\underline{\mathbf{f}}_{G_{2}}$ be their respective best representations (i.e., the ones that minimize Eq. (44)), a measure of dissimilarity between those two graphs can be computed as

$$
\begin{equation*}
J_{\alpha}\left(\mathbf{f}_{G_{1}}, \underline{\mathbf{f}}_{G_{2}}\right) \tag{54}
\end{equation*}
$$

as defined in Eq. (52), for instance. The explanation of Eq. (54) is that if two given graphs are different in their structure, this must be reflected also in their representation in the unit hypercube $\mathcal{I}$. Therefore, the measure of dissimilarity can be evaluated computing the divergence of the respective vector representations, since, as discussed in Section 2.2, each vector encodes the membership values of the resulting fuzzy set that describes the graph as a whole.

Substituting Eq. (54) into Eq. (53) we can bridge the fields of fuzzy information theory and graph-based pattern recognition and soft computing, through the definition of the Fuzzy IT Graph Kernel. Indeed, the establishment of a (dis)similarity measure between graphs is one of the basic building blocks of data-driven inference systems able to cope with graphs as input patterns [51]. Moreover, such a function is a pd (graph) kernel, and consequently it can be employed directly also in the so-called large margin classifiers, such as the famous SVM system [12].

### 4.2. Experimental evaluation

In this section, we discuss the experiments performed to assess the performance of the newly introduced Fuzzy IT Graph Kernel in common classification problems defined on graphs. We study different classification problem instances, controlling the difficulty of each setup. We benchmark the Fuzzy IT Graph Kernel function against other two well-known inexact graph matching algorithms, called weighted Best Matching First (wBMF) [51], and Graph Coverage (GC) [50], respectively. These procedures have been employed in a simple classifier based on the $k$-NN rule. The choice of a simple classifier is motivated by the fact that such a system totally relies on the definition of a dissimilarity function. In this way, we are able to better evaluate the capability of each considered graph matching algorithm. The Fuzzy IT Graph Kernel has been configured with the fuzzy Rényi divergence shown in Eq. (52), setting $\alpha=2$. The kernel size $\sigma$ has been fixed to one. In addition, the ambiguity of graphs has been computed using directly the fuzzy entropy function shown in Eq. (2), i.e., applying the linear modifier described in Table 2 with $v=1$ and $\gamma=0$. Those parameters could have been optimized using a suited cross-validation technique. Anyway, in this paper we will use a fixed setup. All the tests have been performed using four values of $k$ in the $k$-NN rule, namely $1,3,5$, and 7 .
Each synthetic dataset has been generated using a scheme based on Markov chains, described by Livi et al. [49], which consists in producing a sequence of two-class classification problems. Consequently, we generate graphs from two Markov chains that are entirely described by the respective transition matrices. The hardness of the problem is directly controlled by adjusting the similarity of these two matrices. The more similar they are, more difficult the classification problem becomes, as indeed the sampled graphs will result, with high probability, very similar. For this purpose, we have defined 20 classification problem instances. The generated problems are conceived to be of incremental difficulty, where the last instance is actually impossible to solve due to the total superposition of the classes. Since the adopted


Fig. 3. Classification accuracy with $k=1$.


Fig. 4. Classification accuracy with $k=3$.
implementation of the graph ambiguity depends on the genetic algorithm proposed in Section 3.2.2, we have repeated the test for each problem instance 10 times using different random seeds, reporting the mean values together with the standard deviations. Finally, both training and test set contain 200 graphs of order 50 and variable size between 70 and 150.

Fig. 3 shows the test set classification accuracy (as a percentage) for the three classification systems using $k=1$. Note that GA in the plot stands for the Graph Ambiguity-based Fuzzy IT Graph Kernel. The outcome is quite interesting because we achieve exactly the same results for each system. As expected, being a strictly controlled benchmark test, when the classification becomes really hard, that is, from the instance number 18 , we observe a considerable loss of classification accuracy. Nonetheless, even if the employed batch of tests is considered to be very difficult, the three systems show a very robust behavior, with a mean classification accuracy value, achieved over the considered problem instances, greater than $90 \%$. In Figs. 4, 5, and 6 we report the results obtained using a setup for the $k$-NN classifier with $k=3, k=5$, and $k=7$, respectively. It is possible to observe that the wBMF algorithm, regardless of the specific $k$, shows very good results in the first seven instances. Subsequently, the classification accuracy drops significantly to the level of the random classifier (i.e., $50 \%$ of accuracy), while this result is achieved only in the last test by the other two algorithms. Moreover, for $k=3$ and $k=5$, its overall median accuracy value is always considerably lower than the other two. On the other hand, GA and GC algorithms show quite similar results, with the GA-based system showing


Fig. 5. Classification accuracy with $k=5$.


Fig. 6. Classification accuracy with $k=7$.
always better median accuracy values, denoting a more robust behavior considering the generalization to different sizes of the adopted neighborhood for the classification. Finally, the results adopting the GA-based classification system present always zero standard deviation, confirming the reliability of the results.

The GA-based system employs around 15 min to process a single classification problem instance, while the GCbased system employs around 23 min . The wBMF-based system is significantly faster, since it requires around 1 min to classify a single instance.

## 5. Conclusions

We have investigated the possibility of the definition of a measure of ambiguity for graphs. The concept of the ambiguity of an object was already explored in the literature using the fuzzy entropy measure, but it has never been formulated on graphs. Our methodology consists in embedding the graph in a suitable vector space $\mathcal{I}$, bringing the problem back to a well-known and understood scenario. We have shown some properties that derive from the proposed embedding functions, such as the fact that the structural definitions between vertices in the graphs are preserved in the embedding space $\mathcal{I}$, considering their mutual distance. We have defined the graph ambiguity problem as a discrete optimization problem, whose aim is to find the best representation, that is, the one that minimizes the measure of
ambiguity of the graph. This ambiguity was referred to as the intrinsic or characteristic ambiguity of the graph. Moreover, by means of the graph ambiguity concept, we have developed the Fuzzy IT Graph Kernel similarity function, joining the fields of fuzzy information theory and graph-based pattern recognition and soft computing. This new approach to graph matching has been tested experimentally on classification problems of controlled difficulty, yielding promising results.

Our aim is to analyze more deeply both theoretical and experimental evaluation of the graph ambiguity concept. There are many areas of interest in which the proposed graph ambiguity measure could be applied. We are particularly interested in the fields of computational intelligence techniques and pattern recognition problems dealing with structured data, where we have to effectively cope with complex problems of data mining-representation and machine learning, such as graph representation for clustering and classification [22,36,49,55,62,74] and issues related to graph partitioning $[14,15,39,40]$. In particular, we are highly interested in the evaluation of our new measure of graph ambiguity in real problems concerning inexact graph matching [50,51,77], as discussed and experimented in Section 4. It is worth to stress that graphs are ubiquitous in a considerable number of scientific fields. For instance, we can cite applications to web content-based information retrieval [65], smart grid modeling [25], and complex and biological networks analysis [8,11].

Moreover, module identification in complex graphs could be coped with by solving the optimization problem shown in Eq. (44), and considering as output the optimal hard $k$-clustering $\hat{\mathcal{K}}$. In this case, possible fields of interest range from bio-chemio informatics [53] to VLSI design [41] and web information retrieval systems [6].
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## Appendix A

Proof of Lemma 3.1. If the two graphs, $G$ and $G^{\prime}$, are isomorphic, then by definition they are of the same order and of the same size, and there will exist a bijection $f(\cdot)$ that maps each vertex $v \in \mathcal{V}(G)$ with a vertex $u \in \mathcal{V}\left(G^{\prime}\right)$. This means that $v$ has the same topological definition in $G$ as $u$ in $G^{\prime}$, that is, the same neighborhoods given $f(\cdot)$. Assume for example $\mathcal{V}(G)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}, \mathcal{V}\left(G^{\prime}\right)=\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$. Given $\mathcal{K} \in \Gamma^{*}(G)$ there always exists a correspondent $\mathcal{K}^{f} \in \Gamma^{*}\left(G^{\prime}\right)$, of the same order $k$, built considering the mapped vertices by the isomorphism $f(\cdot)$. The proof proceeds considering this correspondence.

Now we check for $\alpha_{i}(v)=\alpha_{i}(f(v)), \forall v \in \mathcal{V}(G), \forall i=1 \rightarrow k$. By definition of isomorphism $f(\cdot)$, for any two vertices $v, z \in \mathcal{V}(G)$, if they are adjacent in $G$ then $f(v)$ and $f(z)$ must be adjacent in $G^{\prime}$. Moreover, if $v$ and $z$ are (are not) in the same cluster in $\mathcal{K}$, then $f(v)$ and $f(z)$ are (are not) in the same cluster of $\mathcal{K}^{f}$. It follows that the degree concentration of each vertex $v \in \mathcal{V}(G)$ is the same as the one of $f(v) \in \mathcal{V}\left(G^{\prime}\right)$, and then $\alpha_{i}(v)=\alpha_{i}(f(v)), \forall i=1 \rightarrow k$.

Now we check for $d(v, u)=d(f(v), f(u)), \forall v, u \in \mathcal{V}(G)$. The case $(v, u) \in \mathcal{E}(G)$ is trivial. If $(v, u) \notin \mathcal{E}(G)$ we have $d(v, u)=l>1$. Suppose that the shortest path from $v$ to $u$ is $p=\left(v=z_{0}, z_{1}, z_{2}, \ldots, z_{l-1}, z_{l}=u\right)$. Then, by definition of isomorphism, $\forall\left(z_{i}, z_{i+1}\right) \in p, i=0 \rightarrow l-1$, must exist an edge $\left(f\left(z_{i}\right), f\left(z_{i+1}\right)\right) \in \mathcal{E}\left(G^{\prime}\right)$. This implies that the shortest path sequence of vertices from $f(v)$ to $f(u)$ in $G^{\prime}$ is $p^{\prime}=\left(f(v)=f\left(z_{0}\right), f\left(z_{1}\right), f\left(z_{2}\right), \ldots, f\left(z_{l-1}\right), f\left(z_{l}\right)=\right.$ $f(u)$ ).
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