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Abstract
Health-related data is stored in a number of repositories that are managed and controlled by different 
entities. For instance, Electronic Health Records are usually administered by governments. Electronic 
Medical Records are typically controlled by health care providers, whereas Personal Health Records 
are managed directly by patients. Recently, Blockchain-based health record systems largely regulated 
by technology have emerged as another type of repository. Repositories for storing health data differ 
from one another based on cost, level of security and quality of performance. Not only has the type of 
repositories increased in recent years, but the quantum of health data to be stored has increased. For 
instance, the advent of wearable sensors that capture physiological signs has resulted in an exponential 
growth in digital health data. The increase in the types of repository and amount of data has driven 
a need for intelligent processes to select appropriate repositories as data is collected. However, the 
storage allocation decision is complex and nuanced. The challenges are exacerbated when health data 
are continuously streamed, as is the case with wearable sensors. Although patients are not always 
solely responsible for determining which repository should be used, they typically have some input into 
this decision. Patients can be expected to have idiosyncratic preferences regarding storage decisions 
depending on their unique contexts. In this paper, we propose a predictive model for the storage of 
health data that can meet patient needs and make storage decisions rapidly, in real-time, even with 
data streaming from wearable sensors. The model is built with a machine learning classifier that learns 
the mapping between characteristics of health data and features of storage repositories from a training 
set generated synthetically from correlations evident from small samples of experts. Results from the 
evaluation demonstrate the viability of the machine learning technique used.
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Introduction

The management of health data is no longer exclusively regulated by clinicians but increasingly 
requires a level of consent from patients.1 Patients can decide who can access, analyze, and 
exchange their health information more than ever.2 For instance, a patient has a great deal of con-
trol over Patient-Generated Health Data (PGHD) created, generated and collected by themselves, 
such as vital signs or fitness data.2 Managing PGHD requires effort, cost and time for assimilating 
the data and as a consequence PGHD is rarely integrated with other repositories.

Patients who shared their self-tracking data with service providers expressed their dissatisfac-
tion with the level of the provider’s engagement with the data.3 Despite this, PGHD can enhance 
medical care if the data can be incorporated with current health data systems following data storage 
requirements. Broad categories of patient-generated health data4 such as medication information, 
biometric tracking, behavioral tracking, environmental tracking, social interactions tracking, 
genetic information, mental health assessment, symptom tracking, reported outcomes, and legal 
documents have been identified in the literature.5 However, few studies have examined the man-
agement of storage of various kinds of health data generated by patients.

Legislation has emerged in most jurisdictions regarding the storage of health data. Most legisla-
tion such as HIPPA6 and AHPRA7 are organization-centric. Healthcare professionals or agencies 
typically own the health data that is produced and gathered under their oversight. However, some 
jurisdictions such as GDPR8,9 introduced in Europe, are consumer-centered regulations where the 
patient has complete control over health data and must consent to the collection of his or her health 
information, decide how long the health care professionals will hold the data, and where the col-
lected data will be processed and stored.10 Although the data protection regulations of the GDPR 
enable patients to have complete control over their health data, most users are unable to handle 
large quantities of data, understand the nature of the data collected, or various methods of process-
ing and track their personal data in compliance with the GDPR requirements.8,11

The appropriate management of health data is necessary to protect the patient’s privacy and 
confidentiality while ensuring that data is available to relevant stakeholders. Recent reviews have 
identified the security of health data to be a major issue, particularly with the emergence of data 
from power, and memory limited medical sensors12,13 and many medical data repositories.14 
Currently, the huge volume of health data is stored in repositories managed by different types of 
organizations. We discuss seven such health record agencies below:

1. Governments Controlled EHR: A government-managed electronic health record (EHR) is 
a record of a patient’s health events throughout the lifespan. Diverse healthcare providers 
have access to subsets of the data where access is controlled by patients to different degrees. 
For instance, My Health Record15 run by the Australian Government provides patients with 
mechanisms to control access to the data except in the context of criminal investigations or 
national security. EHRs are typically regulated by national laws that prescribe constraints 
such as the requirement that data be stored within national boundaries.

2. Proprietary eHealth Cloud: Global entities including Microsoft16, Google,17 and Apple18 
have hosted health data repositories on publicly accessible Cloud storage medium. Though 
these global entities have struggled to maintain continuity of service, smaller-scale propri-
etary repositories are continuously emerging, offering public or private Cloud-based 



Uddin et al. 3011

medical records storage. Patients are often provided with a high degree of control of their 
data by proprietary eHealth Cloud providers. However, aggregated data can be on-sold by 
these providers to third parties, and the Cloud administrators can always access confiden-
tial data.

3. Technology managed Blockchain EHR19–22 is a decentralized, tamper-proof ledger-based 
EHR in which a certain number of transactions are bundled into a Block to be reviewed by 
nodes called Miners prior to writing the Block in the current ledger. Figure 1 provides an 
overview of how Bitcoin Blockchain operates. Some startup Blockchain-based EHR pro-
jects such as Patientory,23 and GEM24 have recently been introduced. Access to data is 
completely controlled by patients with no exceptions for giving control for criminal inves-
tigations, system administrators or other entities. IBM estimated that 70% of healthcare 
leaders expect that Blockchain technology will enhance current clinical trial management, 
regulatory compliance, and promote a decentralized health record sharing system (HRS).25 
Blockchain supports the processing and exchange of health data without the need for third 
parties trust. Traditional health record systems maintain a database that is operated and 
maintained by a single agency. In contrast, the Blockchain database is available to all indi-
viduals, but a user can only access his or her information stored on the Blockchain. In 
Blockchain technology, miner nodes verify and validate transactions on a peer to peer net-
work before committing those transactions in a ledger that is replicated amongst all partici-
pants of the system which guarantees the immutability and irreversibility of the recorded 
documents. Further, public cryptography applied in the Blockchain ensures data persis-
tence, provenance, distributed data control, accountability and transparency. Blockchain 
leveraged health record system can accelerate collaboration, sharing, integration of health 
data across various health agencies, healthcare professionals and patients.26,27

4. Healthcare service providers’ Electronic Medical Records (EMR): Most contact patients 
have with their provider leads to data being added to the provider’s Electronic Medical 
Records (EMR). In most jurisdictions, providers own and control the storage and access to 
patient records though all providers must comply with regulatory requirements prescribed 
by acts such as the Health Records Act in Victoria.28 Patients have varying levels of access 
to data stored in repositories managed by healthcare providers.

5. Insurance organizations’ Health Database: Health records are often stored in repositories 
controlled by insurance agencies or related organizations. Patients typically have minimal 
control or access to data managed by insurance agencies. These health databases are mainly 
managed for billing and administration, but can also be utilized by researchers, health 
authorities and other stakeholders to promote observational studies.

6. Disease specific registries: Registries for cancer-related records were first launched in 
North America and Europe between 1940 and 1950, respectively.29 The cancer registry 
holds studies, screening, and test findings related to various cancers such as skin, 
breast, and cervix, as well as malignant tumors to provide information on the occur-
rence of cancer incidence and control. The cancer registry gathers data from various 
health agencies on cancer cases diagnosed or treated. For example, the Australian 
Cancer Database (ACD)30 contains data about all cases of cancer diagnosed in Australia 
since 1982.31

7. Patient controlled Personal Health Record (PHR): PHRs include patient-generated health 
records collected via consumer health apps, sensors, and wearable devices.1 Health data 
can be hosted on storage systems entirely managed by patients. For instance, patients may 
collect their own blood glucose, ECG and other readings and store the data in a personal 
health record system they manage.
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Each of the seven types of repositories for the storage of health data outlined above has different 
costs, security vulnerabilities, accessibility levels, usability features, and reliability track records. 
For example, Blockchain repositories avoid a trusted authority but are computationally very expen-
sive. The government-run My Health Record prevents unauthorized individuals from sharing or 
disclosing patient data but has restricted capacity to store streamed data from sensors. Propriety 
Cloud eHealth repositories can provide patients with theoretically unlimited storage, but the 
retrieval of data can be slow.

The need to maintain privacy and confidentiality is often depicted as minimal requirements for 
all health data; however, in practice, health data is not equally sensitive for every patient at all 
times. A patient may generate her own ECG data for storage on a personal health record, allow 
indicators such as the ST segment to be copied to her cardiologist’s record and be available to other 
providers through a government-operated EHR, however, rescind this when she attains a high 
public profile. The same patient may be compelled to accept that her provider will store her preg-
nancy test results but prefer that data should not be available to anyone else at all.
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Node A sends digital coin to node B.
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Figure 1. The basic operation of a Blockchain.
1A Blockchain’s participant A wants to transfer some digital coins to another participant B. A’s device needs to make 
a transaction using user’s wallet. Participants can usually utilize their portable devices such as smartphone, laptop, and 
low-processing computer for making transactions. The transactions are digitally signed with A’s private key and transac-
tion contents are encrypted with the B’s public key if necessary.
Next, 2A’s device transmits the transaction to a peer-to-peer network that comprises of high-processing devices also 
known as nodes. The Blockchain algorithms and protocols are implemented on this network.
After that, 3the nodes on the Blockchain network replicate the transaction and broadcast it throughout the network. 
The nodes packed a certain number of transactions in a Block.
4,5,6All participants only bind the Block to the current chain of already verified Blocks when a miner node produces the 
new Block ’s target hash code using Proof of Work method also known as computational puzzle. The verification process 
on the Blockchain, is called the consensus mechanism that varies in terms of computational cost and turnaround time.
Finally, 8the B’s device can access the transaction from the confirmed Block using its private key.
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Health data can be thought to be disseminated among diverse agents managing storage reposi-
tories in such a way that the nominated storage medium reflects data management requirements 
including the quality of service, cost, volume, confidentiality, security, and privacy of data that the 
patient desires for each chunk of his or her data. Ko et al.32 has taken one step toward this ideal by 
describing a hybrid execution model to store data defined as “sensitive” in a private Cloud and 
“non-sensitive” data in a public Cloud. This approach facilitates the processing of sensitive and 
non-sensitive data as defined by the user while preserving the user’s privacy. However, this 
approach was not explicitly advanced for health data. Further, the communication between two 
kinds of Cloud platform causes long network delays and requires high bandwidth for data-inten-
sive computation. Zhang et al.33 advanced a hybrid Cloud platform within the same network to 
address the issue.

Artificial intelligence in healthcare has made it possible to automatically diagnose health data 
while streaming data from medical sensors, apps and devices. An algorithm can categorize specific 
health data, including ECG, blood pressure, and pulse rate as normal or abnormal based on a range 
of conditions, and the threshold set by healthcare professionals. For example, ECG wave having 
RR interval, QRS complex, and QT interval within the range of [0.12–0.20 s], [0.06–0.10 s], [0.30–
0.44] respectively, and R-wave is less than or equal to 0.12 s is considered to be abnormal.34 
Abnormal data are usually clinically useful and important for potential research. To preserve 
abnormal data, Vaidehi et al.14 proposed a multi-agent-based health monitoring system for elderly 
people using Body Area Sensor Networks. Four kinds of agents named Admin, Control, Query, and 
Data Agent manage health records where the Data Agent classifies the medical data as normal or 
abnormal. Normal data is filtered out, and abnormal data is compressed to handle Big data chal-
lenges in continuous patient monitoring. However, this approach assumes a single storage medium.

Huge amounts of health data are now generated, which necessitates diverse storage options.35 
Al Ghamdi and Thomson36 explored different online storage systems and presented a case study 
for the storage of data generated from an oil company. Ghamdi identified storage-related chal-
lenges including energy consumption for operating and cooling storage, the capacity of reposito-
ries to cope with the growth of Big data, unused storage, the risk associated with data loss, 
downtime, and backup issues of different storage mediums. NetApp platform among NAS 
(Network Area Storage), SAN (Storage Area Network) and DAS (Direct Attached Storage), Cloud 
and Hadoop were suggested as storage mediums for Big data. A follow-up survey was conducted, 
which showed that NetApp facilitated data encryption, compression and solved the unused storage 
problem. Although they considered multiple storage mediums and assessed those against relevant 
criteria, oil company data, unlike health data, is relatively uniform, so no method for dynamically 
selecting a storage medium was proposed.

Many researchers37–39 have developed methods for selecting suitable Cloud Service Providers 
(CSPs) to store consumer data, taking into account the performance and cost parameters of the 
CSPs. Ruiz-Alvarez and Humphrey37,38 proposed a model that considered an application’s require-
ments and user’s priorities to choose a Cloud server among different Cloud Service Providers 
(CSP). They developed a mathematical model based on Linear Integer Programming with respect 
to storage computing cost and performance characteristics, including latency, bandwidth, and job 
turnaround. Yoon and Kamal39 also proposed a Linear Integer Programming model that used pro-
cessing time and cost to optimally allocate datasets to distributed heterogeneous Clouds. The Cloud 
service with high processing power minimizes the operational time but incurs high operational 
costs. Conversely, the Cloud service with low processing time minimizes the operational cost but 
increases the processing time. As in other work cited here, this work also focused on the perfor-
mance assessment of different Cloud Service Providers but did not focus on mechanisms for select-
ing different types of health data repository. The more general problem of how best health data can 
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be disseminated among multiple health management systems based on data management require-
ments and patient preferences has still not been addressed.

Further, the Blockchain that promises security and privacy has prompted researchers to investi-
gate it for the management of health data. However, Blockchain technologies are not an ideal solu-
tion for hosting Big health data due to its design. To address this issue, a number of researchers 
suggested merging traditional health databases with Blockchain-based eHealth and distributing 
data among them according to the user’s choice and probable future data usage. For instance, 
Uddin et al.40 advanced an architecture that places a software agent known as a Patient Agent that 
is aware of the patient’s preferences, on hardware that could continuously make the storage reposi-
tory decision on the basis of data sensitivity, context, significance, security, and access level. 
However, they did not describe a feasible model for making this decision. In addition, most of the 
focus by Ko et al.,32 Zhang et al.,33 and Uddin et al.40 was on the development of improved crypto-
graphic techniques to protect sensitive health data in the Cloud.

We extended these approaches by developing a model that can make the storage repository deci-
sion to select a repository amongst a range of repositories by taking into account a broader analysis 
of patient data beyond the “normal” or “abnormal” criteria Vaidehi et al.14 adopts by also taking 
into account other factors such as data security, privacy, and QoP (Quality of Performance) require-
ments. In our work, we have considered data variations in terms of sensitivity, volume, and other 
factors in order to direct data to one or more of the health record management systems available.

Further, the state-of-the art works have not dealt with data storage requirements but rather 
focused on Cloud Service Providers (CSP) selection based on diverse criteria using optimization 
methods. We propose a novel health data storage recommendation model to distribute health data 
among multiple health repositories using machine learning.

Our work involves an automated health data storage recommendation model that suggests an 
appropriate storage repository by considering health data sensitivity, quality of performance, and 
patient’s security and privacy preferences.

We describe relevant literature in the next section, our model after that, and evaluation trials in 
the results section before concluding the paper.

Related literature

The amount of health data has risen exponentially, with growing numbers of patients wearing 
bracelets and other medical IoT sensors. Each health record system cannot necessarily meet the 
requirements of Big data in terms of storage space, storage speed, storage structure, etc. Moreover, 
patients are at risk of losing important medical information41 if the correct health record system is 
not selected.

In some studies, the health data generated from wearable sensors, and different medical apps 
were manually uploaded to personal health record systems which might have delayed the response 
from the caregivers. To address this issue, Andy et al.42 and Peleg et al.43 advanced the usages of 
patient-generated data by uploading it to commercial blood glucose monitors. Martinez et al.44 
developed an automated blood pressure cuff that channelled data to the HealthVault45 hosted by 
Microsoft. Some research46 has suggested filtering or compressing streamed data to fit into the 
electronic health record system. Hohemberger et al.46 addressed the challenges of storing health 
data streamed from wearable sensors in EHR (Electronic Health Record) and proposed health data 
reduction policies that intended to save the heart rate of a patient in a specific range of ages.

The research in47–50 advocated some action plans and standards to adopt an electronic health 
record system. However, these studies47–50 did not develop any model to accommodate user’s pref-
erences and data storage requirements. Busis47 urged healthcare professionals to follow three steps: 
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assessment, planning, and selection before adopting an electronic health record systems. Healthcare 
practitioners were recommended to recognize their requirements and affordability during the 
assessment process. In the planning steps, they would define their goals and identify priorities and 
barriers while choosing a health record system. Finally, many criteria for assessing a health record 
system such as time-saving, ease of use, billing, quality of service, and the ability to participate in 
a particular insurance plan are determined in the selection phase.

Weathers and Esper48 emphasized that when choosing a specific Electronic Health Record, 
functional needs, troubleshooting, and optimization facilities should be taken into account. The 
author provided a checklist to follow before purchasing any electronic health record system. The 
checklist mainly covers on-site client meeting arrangements, site visiting, maintaining live 
workflow and others. Hart et al.49 proposed 10 laws to follow before choosing a specific digital 
health data repository: future use, volume and access time of data, backup capabilities, and pri-
vacy protections, storage costs are important factors to be considered when choosing reposito-
ries for health data.50

Boonstra and Broekhuis and Ross et al.51,52 described several obstacles faced by medical profes-
sionals and practitioners while adopting an electronic record system. Some of these are high imple-
mentation costs and maintenance costs, legal and technical problems like system complexity, lack 
of support staff, low customizability. Healthcare professionals and patients are usually not incen-
tivized for using electronic health records, which has hindered wider adoption of Electronic Health 
record system. Further, patients and healthcare professionals’ concerns regarding privacy and secu-
rity have not been addressed to the extent they expect.53

Khan and Hoque54 described the need to create a data warehouse for health data spread across a 
variety of sources, including clinics, hospitals, insurers, and patients. They proposed a broadly 
accepted conceptual and logical data warehouse model to store various types of geographically 
dispersed health data. They defined two data criteria: the amount of unstructured health data and 
confidentiality that the data warehouse model would tackle.

Hart et al.49 emphasized that medical data should be stored in plaintext without filtration and 
compression. As the data analytics and processing method upgrade or change over time, future re-
analysis and reproducibility may be possible to be carried out on the data to improve insights. 
Researchers can encounter difficulties in verifying potential empirical results, the validity of statis-
tical models, and findings through studies using the derived data. However, the difficulty of main-
taining raw data lies in protecting data integrity. The emerging Blockchain technology can provide 
a viable alternative to preserving raw data integrity. Blockchain can support the on-chain crypto-
graphic hash code of the raw data to be maintained in a decentralized manner, which can validate 
the integrity of the raw data stored in off-chain.

Privacy in health informatics refers to an individual’s right to monitor and control access and 
distribution of health data. Patients are often unable to fully control their health information, but 
they desire more control over their health information.53 Individual’s desire for privacy is influ-
enced by their gender, age, the level of data sensitivity, and health conditions.55 Some research56 
indicates women are more concerned about privacy than men. Yet Kenny and Connolly55 con-
cluded that males have greater privacy concerns regarding health data than females. Kenny and 
Connolly has described human characteristics, behaviors and experiences as driving factors in 
individuals’ increasing concerns about privacy. The authors verified several hypotheses through 
their studies. For instance, individuals are hesitant to reveal sensitive information about health. 
Age has a positive influence on privacy matters, with older people having more concerns about 
privacy. An individual with a health condition typically has less privacy concerns, as they seek to 
benefit from health services.55 Rahim et al.57 provided a conceptual model for patient privacy pref-
erences in the healthcare system. In the model, he identified four antecedents that positively 
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influence the patient’s privacy in the healthcare environment. The antecedents described in the 
model include the needs for exchanging health data, the patient’s faith in the EMR, the ease of 
access control in the EMR and patient’s security awareness.

Many studies58–62 identified a wide range of parameters for evaluating Cloud services and pro-
posed some guidelines that should be followed when choosing health records. We reviewed the 
following literature that advanced standards for assessing health record systems in order to design 
our proposed model.

Chang et al.58 developed an objective mathematical framework for maximizing benefits with a 
given budget and cost to minimize the likelihood of CSP failure and improve availability. DP 
(Dynamic Programming) was used to select the best CSPs. The method maximizes the number of 
data blocks that survive when certain CSPs fail, or are subject to a fixed budget. Rehman et al.59 
put forward a framework for tracking the performance of CSP through feedback from users. Qu 
et al.60 introduced a CSP selection process based on user feedback that includes four components; 
Cloud Selection Service, Benchmark Testing Service, User Feedback Management Service, and 
Aggregation Evaluation Service. Qu et al. defined the criterion for choosing CSP as subjective or 
objective. Cloud consumers give ratings as subjective criteria to the system, and third party trust 
supplies the system with measurable CSP performance as objective criteria. A simple Additive 
Fuzzy System which aggregates subjective and objective criteria were used to rank the available 
CSPs.

Lee and Seo61 suggested a hybrid multi-criteria decision-making model for CSP selection in 
which, initially, decision-making factors were defined using a Balanced Scorecard (BSC) method-
ology. Secondly, critical decision criteria were extracted using the Fuzzy Delphi (FDM) process 
and thirdly, weight allocation for each decision-making criterion and CSP selection was carried out 
using FAHP (Fuzzy Analytic Hierarchical Process).

Halabi and Bellaiche62 hierarchically identified a set of criteria for evaluating the security of 
CSPs, where security was subjectively and objectively evaluated using the Analytic Hierarchical 
Process (AHP). In order to comply with a CIA (Confidentiality, Integrity, and Availability), Halabi 
and Bellaiche63 has also introduced a broker-based system that will fulfil the Service Level 
Agreement. They developed a CIA-based optimization function to identify CSPs with minimal 
user frustration for CIA. Halabi et al.64 addressed online Cloud services allocations in view of 
global safety satisfaction. A linear optimization technique is used to formalize the resource alloca-
tion problem in relation to global security requirements. The linear optimization problem formu-
lated was solved using a genetic algorithm.

Patient-centered health data with structural heterogeneity are produced at a particularly high 
rate, and high magnitude so needs to be stored and processed rapidly. Precision is crucial to extract 
useful insights from health data, but some sources generate vague and inaccurate data. Nonetheless, 
a distributed data management system can resolve these issues to some degree.26

The studies discussed above have explored diverse Cloud storage mediums. However, these 
studies did not develop machine learning-based mechanisms to meet user’s preferences and data 
features and also did not design the selection of repositories considering various health data storage 
systems and data properties. Our approach for facilitating distributed health data management is 
outlined in the next section.

The health repositories recommendation model for health data

The storage recommendation system presented here assumes the patient is in control of the storage 
decision along the lines advocated by the “Gimme me my dam data”65 movement. In many juris-
dictions, health information generated by healthcare providers is owned and controlled 
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by a healthcare provider. However, as consumer health movements increase in popularity and 
increasingly patients generate their own data, storage decision’s are assumed to become more 
pressing for patients. Further, as the quantum of streamed data increases, storage decisions must be 
made so frequently that manual consultation with the patient becomes cumbersome, and an auto-
mated process is required.

The process advanced here maps information about the storage requirements a patient has for a 
block of data to the storage features of repositories managed by diverse agents. However, a patient’s 
data storage requirements vary enormously and cannot necessarily be pre-specified to cover all 
future patient contexts. This is managed by having a mapping manually specified by experts as a 
training set for a machine learning classifier to learn to generalize to a mapping that covers a wider 
set of patient contexts. Figures 2 and 3 show the overall approach developed here, explained in 
detail below. First, we describe a set of variables or features characterizing the requirements for 
storing a chunk of data – the data storage requirements which is illustrated in Phase-1 of Figure 2.

Some of the attribute’s values for data storage requirements are declared to be numerical (range 
between 1 and 5) and some are categorical. Secondly, a dataset having these attributes or features 
is constructed where each instance reflects the specifications needed for storing a particular chunk 
of data (this constitutes Phase-2 of the model shown in Figure 2).

Next, the features that reflect characteristics of storage repositories called the Health Repositories 
Evaluation Criteria are calculated by adding the rating provided by an expertise group. This is 
presented in Phase-2 of Figure 2. Throughout this scenario, we are ranking five storage repositories 
against four standards. In Phase-3 of Figure 2, ultimately, statistical correlation, clinical heuristic 
rules (those rules can be created by the medical professionals or patients themselves), and user 
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Figure 2. The high level view of the proposed recommendation model.
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preferences are used to decide the class labeling for each instance in the dataset. The experts or 
users may, in a real situation, allocate a storage repository (class label) to an instance that will be 
encoded using heuristic rules. The correlation coefficient is used to infer the class label of those 
instances for which a user’s preferences or heuristic rules are not exactly matched.

In Phase-4 of Figure 2, a machine learning classifier trained with the sample dataset containing 
user and expert expectations can, therefore, generalize the mapping of data requirements to health 
repositories. The storage recommendation framework shown in Figure 3 comprises two parts: the 
selection of data storage requirements and assessment standards for health repositories, and 
Machine Learning. Each component is described below.

Data storage requirements and health repositories assessment standards selection

The upper part of the framework in Figure 3 includes features that reflect characteristics of the data 
to be stored called Data Storage Requirements, and features that reflect characteristics of storage 
repositories called the Health Repositories Evaluation Criteria and an association analysis between 
the two sets of features.

Data Storage Requirements

Data sensitivity level

Data volume

Medical care context

Patient demography

Storage Evaluation Standards 

Security and privacy

Storage capacity 

Quality of Performance

Cost

Association analysis 

Pearson correlation Heuristic rulesManhattan distance 

Training dataset
formation

Train the classi�er if accuracy >= threshold

Select a new classi�er
End

User preferences

Methods to form training dataset

Health data storage requirements & repositories evaluation standards selection

Machine Learning

Figure 3. The health data storage recommendation systems.



Uddin et al. 3019

Data storage requirements

The requirements considered relevant for deciding which repository should best be used for a 
chunk of data have been selected from the literature and include sensitivity, volume, medical care 
context and patient demographic data:

•• Sensitivity: Although all health-related data should be prevented from unauthorized 
access, some data can be regarded to be more sensitive to breaches than other data. The 
level of data sensitivity can be expected to vary from individual to individual, depending 
on their personal preferences and contexts. For example, data concerning a person’s sex-
ual orientation may be highly sensitive for one person in one context compared with 
another person in the same or different context. To illustrate, an ECG trace at one point 
may need to be kept extremely secure against unauthorized access for one patient but less 
so at another point in time.

•• Volume: Is the data block a single small block as in a test result or is the data streaming form-
ing huge datasets such as continuous streams including ECG, blood pressure, temperature, 
and oxygen level? This latter dataset requires health storage repositories that can support 
virtually unlimited storage, whereas static reports, medical diagnoses, and medication sum-
maries are occasionally generated and do not need a storage medium with high capacity.

•• Medical Care Context: Although many contexts patients find themselves in can be identi-
fied, a small number of contexts can be identified at a coarse-grained level. For this work, 
four contexts were considered sufficient to describe common medical care contexts: a pal-
liative care context, emergency context, chronically ill context or non-chronic disease con-
text. Medical care contexts can also be expected to vary from country to country. For 
example, in Australia, medical contexts might include front line care (GP), hospital care, 
emergency care, specialist care, allied care, elderly care and palliative care. Different care 
contexts can be served by storage repositories to different extents. For example, having 
health data stored in EMR managed by healthcare providers is more desirable during emer-
gency or life-threatening contexts because it can be retrieved quickly.

•• Patient Demographics: Data such as socio-economic status, profession, education, and 
nationality can play a significant role in the selection of a storage medium. For instance, 
storage cost may be particularly important for a person on a low income, whereas confiden-
tiality may be very important for a person with a high public profile.

Health repositories evaluation criteria

Tables 1 and 2 illustrate features that distinguish four of the organizations that manage health data 
repositories described above. While many factors distinguish one manager from another, we limit 
our focus to four: security and privacy, performance quality, capacity, and cost. Each of the four 
main criteria has sub-criteria. Criteria related to the performance of a repository, such as download-
ing or uploading speed, data availability, and maintenance services are clustered as Quality of 
Performance criteria. Likewise, criteria related to security and privacy, such as the capabilities of 
preserving confidentiality, data integrity, and resistance to cyberattacks are listed as Security and 
Privacy. Figure 4 shows criteria and sub-criteria against which health repositories are assessed.

•• Security and privacy: This includes confidentiality that represents the capacity for a storage 
medium to protect patient’s data against inappropriate disclosure or tampering by the insider 
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Table 1. The strength and weakness of health repositories against criteria.

Criteria for evaluating 
health repositories

Government EHR Blockchain EHR

Security and privacy Government employees may 
access health data without 
patient’s knowledge. EHR realizes 
legal compliance constraints 
enshrined in legislation.66 EHR 
implementations are subject to 
rigorous audit process, minimizing 
the risk of data manipulation.

Blockchain EHR is a patient-driven data 
management technology that prevents 
unauthorized access to records. Blockchain 
EHR can anonymously process health 
records and guarantee information integrity 
by copying the entire ledger to multiple 
entities. However, a patient’s privacy is 
breached if attackers can discover the 
data owner through content analysis.67 
Although Blockchain EHR withstands 
major cybersecurity attacks such as Denial 
of Service (DoS), Ransomware and single 
point of failure, it is susceptible to protocol 
related attacks such as a long-range attack, 
and mining attacks known as 51% attacks.

Storage capacity Government EHR is a scalable 
storage management system 
but not suitable for streamed 
data. Although EHR facilitates 
an extensive archive of patient 
medical history with a high level of 
security, uploading streamed data 
to EHR is impracticable due to a 
large amount of data that needs to 
be stored over the time.46

Blockchain does not provide scalable 
storage facilities for mining Big health 
data on-chain as the record is required 
to be replicated in every participant.68 
However, off-chain data management in the 
Blockchain can meet this challenge.

Quality of 
performance

EHR maintains standardized 
and uninterrupted coordination 
services promptly.

Blockchain EHR can support cross border 
sharing of health data while preserving 
confidentiality and integrity. Users can 
access data from various points. However, 
slow processing and access to health data69 
due to limited scalability, legal and political 
compliance issues70 can impact the quality 
of care.

Cost Government EHR requires high 
implementation, maintenance and 
administrative costs that many 
national governments might not 
afford. However, government 
management of EHR maximizes 
cost-effectiveness and quality of 
care for the patient.71

Blockchain EHR alleviates many service 
costs, including employee wages, a legal fee 
but users have to contribute computational 
resources.

EHR: electronic health record; Blockchain EHR: Blockchain based electronic health record.

or outsider attackers. Some storage repositories have better cyberattack defenses than oth-
ers. Additionally, some storage repositories can keep data accessible at all times or deliver 
data upon request, including unexpected disruptions like hardware failures, cyberattacks or 
natural disasters better than others. For some repositories, only the receiver and sender are 
involved in processing patient data, whereas others involve third-parties. Some repositories 
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enable the patient to control access to his or her data to a greater extent than others (access 
control)

•• Quality of Performance criteria includes processing speed that indicates the time of upload-
ing, downloading and processing patient health data, interoperability refers to the ability of 
a storage medium to exchange data among different kinds of systems and software, and data 
transparency refers to the capability of a storage medium to ensure correctness, the legiti-
macy of the data source and the capacity to easily access and use data irrespective of source 

Table 2. The strength and weakness of health record systems.

Criteria for evaluating 
health repositories

Proprietary eHealth cloud provider Healthcare provider EMR

Security and privacy Patient’s identifier and health data is 
accessible by Cloud administrators72 
that threatens patient’s privacy. It 
cannot guarantee the integrity of 
health data due to third parties’ 
involvement in processing and 
providing storage.73,74 Further, 
Cloud database is prone to many 
cyberattacks, including data breaches, 
prefix hijacking,72 spoofing identity, 
trust management and non-repudiation 
among servers. However, top Cloud 
providers such as Microsoft, Amazon 
web Service safeguard customer’s data 
from malicious attacks and facilitate 
the availability and access to data 
across multiple organizations located 
worldwide.

Insiders such as healthcare 
professionals, and support staff are 
associated with over half of recent 
health data breaches75 in EMRs. EMRs 
are defenceless against different 
cyberattacks, including DoS, ransom, 
and single point of failure. Risks 
of information leakage during data 
dissemination. Laws and regulations 
bar the rapid sharing76 of EMR data 
with other organizations from different 
countries. However, an organization 
managing EMR provides its healthcare 
professionals with instant access to each 
patient’s history, allowing the practice 
to track patient history and identify 
patients who are due for visits, tests or 
screenings.

Storage capacity Cloud virtually provides flexible and 
scalable storage to mine, manipulate, 
and analyze large health datasets.70 
However, Cloud servers may 
occasionally encounter operational 
failure causing unavailability of data.

EMR is built with limited storage 
capacity that accommodates health 
information from a single institution 
but not appropriate for continuously 
streamed data.

Quality of 
performance

Cloud causes some delays in handling 
massive numbers of entities depending 
on the quality of internet connections. 
However, Cloud facilitates seamless, 
and timely transmission and sharing77 
health data worldwide.

EMR system enables healthcare 
professionals to exercise consent 
exception in an emergency (insufficient 
time to pursue informed consent from 
a patient) which improves the quality 
of care. However, the EMR system 
provides inadequate interoperability 
while sharing health data across different 
health organizations due to their diverse 
security and access policies.77

Cost Cloud offers a cost-efficient, more 
effortless scalable environment 
for storage and deployment of 
applications.

Most health organizations prefer on-
premise storage which costs higher than 
Cloud-based storage options.

EMR: electronic medical record.
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and location. The storage organization’s reputation represents the past history of the storage 
repository manager’s ratings from bodies such as investors, customers, suppliers, employ-
ees, regulators, politicians, non-governmental organizations for its service.

•• Storage capacity indicates the capacity of a storage repository to backup and archive data, 
and durability refers to the capacity for a repository to protect patient’s health-related data 
from bit rot, degradation, and other long term corruptions.

•• Cost involves deployment, and maintenance that indicates the action taken by a storage 
medium to retain or restore its service or machine, equipment, and service.

Tables 1 and 2 describe the strengths and weaknesses of four storage repositories against the 
four major criteria: security and privacy, quality of performance, and cost. Table 3 presents the 
assessment of five health data repositories against the sub-criteria under four major criteria. Values 
range from [1 5]to  for each feature. The ratings derive from the three of the authors’ own judge-
ments, as IT experts. Future research is planned to source the ratings from a wider group of IT 
experts and healthcare professionals. The single rating for criteria is calculated by averaging the 
ratings provided by the three authors. The rating in favor of a criterion for a health data storage 
repository is estimated according to equation (1).
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r , ji  indicates rate against a criterion i  for a storage medium j. xk indicates a rate given by each of m 
experts against the criterion i for the storage medium j. rc represents rating given by an expert 
against sub-criteria. The radar graph depicted in Figure 5 visualizes the strength of five health 
repositories with respect to the four criteria.

The association between data features and repository evaluation 
standards

The proposed method aims to transfer medical data, particularly patient-generated health data to 
one of the health record systems that appropriately reflect the data requirements or user’s prefer-
ences. Health data requirements outlined above are associated with storage evaluation criteria in a 
one to many relation where some associations are strong, and some are weakly related. Figure 6 
shows the relationship between data storage requirements and storage evaluation criteria. The data 

 Criteria for evaluating health record systems

Security & Privacy Quality of Performance  Cost

Cyber Attack Prevention

Integrity Checking

Backup

Durability
Confidentiality

Third Party Involvement

Accessibility Control Data Transparency

Speed

Availability Data Interoperability

Reputation Deployment

Operational 

Maintenance Service

Volume capacity

Maintenance
Magnitude

Figure 4. The hierarchical representations of health repositories evaluating standards.
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Table 3. Rating five health repositories against four criteria.

Evaluation 
criteria

Sub criteria BC EHR Cloud eHealth EMR PHR EHR

Security 
and privacy

To what extent can the storage repository 
ensure data integrity?

4.65 2.85 2.90 3.40 2.85

To what extent is the storage repository 
available 24/7?

 

To what extent can a third party access data?  
To what extent can the storage repository 
withstand Ransomware, DoS, Insider Attacks?

 

Storage 
capacity

To what extent can the repository support 
storage for Big data?

1.67 4.42 3.1 1.50 2.77

To what extent can the repository facilitate 
processing of Big data?

 

To what extent can the repository facilitate 
storage for continuously streamed data?

 

QoP How fast can data uploading be? 2.00 3.67 3.52 3.17 3.52
How fast can data retrieval be?  
How fast can data processing be?  

Cost How low is deployment cost? 3.83 4.05 3.44 1.73 4.40
How low are maintenance costs ?  
How low are service costs?  

BC EHR: Blockchain electronic health record; EMR: electronic medical record; PHR: personal health record; QoP: qual-
ity of performance.

Figure 5. The strength of five health repositories in favor of four criteria.
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features have interrelationships and effect one another. For example, a data block considered highly 
confidential may be submitted in plaintext format to a health record system for rapid processing. 
At the same time, a patient’s demographic features (such as high social status or public profile) can 
make relatively low confidential data highly sensitive. Demographic data, such as education or 
technical experience, is likely to positively influence patient privacy concerns. So he or she can 
choose a particular storage repository that protects health data confidentiality.

Machine learning

This section describes how a training dataset that represents the mapping of the different data 
blocks to various health repositories is created for the machine learning algorithms. The system 
adopts supervised learning for dynamically suggesting health repositories for a particular data 
block. For this reason, we need to generate a training dataset with the label for each instance of the 
dataset.

Mapping between health data block and health repositories

We have taken into account a few methods to determine the class label (health repository) for each 
entity in the dataset. The approach includes correlation coefficient analysis, distance measurement, 
heuristic rules designed by healthcare professionals, and user preferences.

•• Mapping using correlation coefficient: We specify several features for each data block to be 
assigned to a health repository. Some of these features are directly related to the data block, 
and some features are associated with the patient. The features might include the level of 
sensitivity, the magnitude or volume of data, data type, medical care context, and patient 
demographic information (nationality, profession, education and socio-economic status and 
income level).

Data sensitivity 

Data volume

Care context 

Patient Demograpic

Security and privacy 

Volume capacity 

Quality of performance 

Cost

Age

Nationality

Socio-economic status

Profession

Education level

Computer knowledge

Health data storage requirements

Health repository evaluation 
standards

Interplay relationship

Strong association between data features 
and storage evaluation standards

Weak association between data features and 
storage evaluation standards

Figure 6. The mapping between data storage requirements and storage medium evaluation criteria.
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Firstly, four features named data sensitivity, volume, medical care context and consumer’s 
income level have a linear correlation with four attributes of health repositories: security and pri-
vacy, storage capacity, quality of performance, and costs associated with adopting a health record 
system. The association between data features and the criteria of the health repository is explained 
in Table 4.

Each data feature shown in Table 4 is assigned a value in the range [1 5]to . For example, a spe-
cific health data block assigned to “higher confidential” has value 5 for the sensitivity feature, and 
medium one has value 4 for that attribute. Similarly, a data block with high magnitude has value 5 
for the data volume feature and so on.

Pearson correlation coefficient is calculated to label an instance provided that other features do 
not have an impact on deciding the health repositories.

The Pearson correlation coefficient is presented in equation (2). We calculate the correlation 
coefficient between four features of a data block and four evaluation criteria of all health reposito-
ries. The repository with the highest Pearson coefficient with respect to features of a data block was 
considered best suited for that data block.
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Assuming that r r r r r1 2 3 4 5, , , and  are calculated between the set of data storage requirements (D) and 
the evaluation criteria of EHR (S1), PHR (S2), Cloud eHealth (S3), Blockchain (S4), and EMR (S5), 
respectively.

The recommended storage (Si ) for a particular instance of the dataset D is estimated using equa-
tion (3):

Table 4. Relation between data storage requirements and repository evaluation criteria.

Data requirements Remarks Storage evaluation 
criteria

Data sensitivity In general, all medical data is not labeled with the same level 
of sensitivity. For instance, ECG data for a person with a 
high public profile may be sought by so many commentators 
that the level of security required is extreme. The data 
sensitivity is intimately associated with the security and 
privacy capacity of a storage repository.

Security and 
privacy

Data volume Large volumes of data should be channeled to a storage 
medium with high capacity, and low volume of data can be 
stored in a storage medium with lower capacity. So, data 
volume is linked to the storage capacity of a repository.

Storage capacity

Care context Access to health data might tolerate a certain amount of 
delay depending on the types of care. For instance, the 
delay can be tolerated in normal care setting but not in an 
emergency setting. So, different levels of QoP need to be 
ensured on the basis of care status.

QoP (Quality of 
performance)

Socio-economic A patient’s demographic profile plays a role in deciding how 
much privacy, security and quality of performance a patient 
requires when selecting a health repository. In developing 
countries, the socio-economic status of a patient may be 
closely linked to the costs associated with a repository

Cost
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S max r r ri n= ( , , , )1 2   (3)

where i n and j m= 1,2, , = 1, ,  . n is number of storage mediums and m is the number of 
criteria.

However, if any instance with identical values for all the features appears in the dataset, the 
Pearson correlation coefficient cannot be calculated to discover the best-suited repository for that 
instance. In such cases, the Euclidean or Manhattan distance between data storage requirements 
and the criteria of all repositories is calculated to determine the best-fitted repositories for storing 
the data block.

Assuming that, the recommended repository (Si
) for a particular instance I that has identical 

value for all the features can be found using equation (4), and (5)
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S min r r ri = ( , , , )1 2  n  (5)

where i n and j= 1,2, , = 1, ,  m

•• Mapping using experts’ knowledge: Secondly, healthcare professionals’ decision, user’s 
preferences and other features such as normal or abnormal patterns, patient profile status 
and other demographic factors can dominate in selecting an appropriate health data storage 
repository. For instance, unusual heart patterns in cardiovascular patients are likely to be 
clinically useful and should be stored in such a repository that enables rapid access by 
healthcare professionals. Data that is within normal ranges can often be stored in a low 
secured or inexpensive storage repository because it is unlikely to be of interest to future 
health care professionals, though may have minimal utility for future health research. 
Additionally, selection of health repositories also relies on the data block genre. For instance, 
in many countries such as Australia, USA, Europe, data related to a cancer diagnosis is 
uploaded to a cancer registry database.

Heuristic rules can best address the contexts discussed above. Patient specific heuristic rules can 
enable high-level user preferences (healthcare professionals) to be easily specified. The heuristic 
rules are set to take precedence over the correlation analysis method for nominating the most 
appropriate storage repository for a data block. Sample rules representing the authors’ preferences 
are as follows.

1. if Data reflects Normal patterns and Data volumes are high, then Storage medium is Cloud 
eHealth

2. if Data reflects Normal patterns and Data volume is small, then Storage medium is PHR
3. if Data reflects abnormal patterns, then Storage medium is EMR
4. if Public profile is high and Care context is normal, then Storage medium is Blockchain 

eHealth
5. if Public profile is high and Care context is emergency, then Storage medium is EMR
6. if Data genre is cancer, then Send a copy of data to the Cancer registry

•• Mapping decided by users: The decisions regarding how data is to be disseminated among 
multiple storage managers should be made in accordance with a user’s preference. Different 



Uddin et al. 3027

users may have quite different choices regarding privacy, and the preferences may change 
depending on a diverse range of contexts.78 The patient is expected to choose his or her 
health record systems depending on his or her health condition, demographic data (age, 
nationality), social profile or status, data type, sensitivity, and significance of data. For 
example, one user might give preference to having their vital signs data stored on healthcare 
providers storage for rapid access in an emergency setting but not in other contexts. Another 
patient may be a government employee who is reluctant to have their psychiatric record on 
a government-managed EHR. A patient with a low public profile may not need a level of 
high security for his or her ECG data. In contrast, a celebrity with a high profile may prefer 
his or her ECG data to be stored solely in a Blockchain. Most people may reveal their blood 
group, whereas individuals with a high public profile may be more reluctant to do so. 
Further, an individual’s preference regarding the level of privacy and security may change 
over time. A young person may desire higher security and privacy than a palliative patient. 
The present study aims to incorporate user preferences regarding health record systems.

Generating synthetic data

A training dataset is constructed using the above mentioned Pearson correlation coefficient, 
Manhattan distance and heuristic rules to train a classifier. Table 5 represents a sample training set 
where the data block features include sensitivity level, data volume (DV), medical care context, 
and socio-economic status (SES), public profile (PP), data type. These features’ value range from 
1 to 5. The class label for the first and second instance is fixed by using the Pearson correlation. 
Public profile and data type for these two instances are overridden because public profile value is 
low and data type is normal. In the fourth instance, data type is abnormal, which overrides the role 
of other features and the health data block is directed to healthcare professional providing Electronic 
Medical Record for having rapid health services.

We selected a supervised machine learning model over a rule-based expert system for suggest-
ing health repositories for the following reasons. Large numbers of rules are required to be gener-
ated as features of data storage requirements increase. The machine learning algorithm can learn 
user’s preferences about healthcare record systems under a diverse range of contexts. The super-
vised learner is trained with a pre-defined preference data to channel health data to available health 
repositories automatically. User’s preferences cannot be encoded using generic rules because the 
user’s preferences about health repositories are subjective and vary from individual to individual.

Rule-based AI (Artificial Intelligence) can infer conclusions in clearly defined and bounded 
situations. In contrast, ML (Machine Learning) can generalize conclusions along multiple dimen-
sions, which can model more sophisticated behaviors than a sample matching. Selection of a par-
ticular storage repository for health data is stochastic. The healthcare professionals or users may 
prefer a health storage system under specific data storage requirements which might be challenging 

Table 5. The sample training dataset for machine learning.

Data block Sensitivity DV Care context SES PP Data type Storage medium

Block 1 4 2 1 4 Low Normal EMR
Block 2 1 4 5 4 Low Normal Cloud eHealth
Block 3 1 1 1 1 Low Normal BC_EHR
Block 4 2 2 2 2 Low Abnormal EMR

DV: data volume; SES: socio-economic status; PP: public profile.
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to represent using rules. A machine learning algorithm can produce the best-fitted output for the 
cases mentioned above.

Train classifiers

We formed a training dataset using the methods described in the machine learning section above. 
A sample of such training data is illustrated in Table 5. We assume that we have different data 
blocks that can contain discharge summaries, pathological results, psychiatric evaluations, and 
medical images or data continuously streamed from wearable sensors. In this experiment, our tar-
get is to investigate how well the classifiers learn the data distribution rules.

The four separate training datasets have size 500, 1000, 1500, and 2000 instances, respectively. 
The four datasets have been fed into five different classifiers to study the feasibility of a machine 
learning algorithm in selecting an appropriate storage medium. Five different classifiers trained 
here are Multilayered Perceptions (MLP), Random Forest (RF), J48, K-nearest neighbor (IBK), 
and Naive Bayes (NB). The classifiers are trained using a variable size of the synthetic dataset in 
Weka ToolKits79 and evaluated in terms of the following metrics.

•• Confusion matrix80 shown in Table 6, also called contingency table, describes the results of 
classification. The upper left corner True positive is the number of entities being classified 
as true positive while those were true. The lower right cell False-positive represents the 
number of samples being classified as false negative while they were false. False-negative 
indicates the number of entities being classified as true although those were false. False-
positive represents the number of entities being classified as true, although those were true.

accuracy
True positive + True negative

total samples
=
Σ Σ

Σ

Precision
True Positive

Predicted condition positive
=

Σ
Σ

Recall
condition positive

=
Σ

Σ
True positive

•• MSE is measured by taking the square average of the difference between the data’s original 
and predicted values. RMSE (Root mean square error) is the normal variance of the errors 
that occur while predicting on a dataset. This tests about how far from the actual output the 
forecasts were. RMSE is defined in mathematical terms as follows.
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N

actual values predicted values
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n
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Table 6. The confusion matrix.

Condition positive Condition negative

Predicted condition positive True positive False negative
Predicted condition negative False positive True negative
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•• Receiver The Operating Characteristic Curve (or ROC Curve) is a plot of the true positive 
rate against the false-positive rate for the various possible diagnostic test cutpoints. ROC 
reveals the trade-off between sensitivity and specificity (a decrease in specificity will follow 
any rise in sensitivity). The more the curve follows the left border and the more closely the 
curve follows the top border of the ROC space, the more accurate the test.

The accuracy and ROC curve for both 10-fold cross-validation and percentage split are illus-
trated in Figures 7 to 10, respectively. The graph depicted in Figure 7(a) shows that Random Forest 
and Lazy IBK (K-nearest neighbor) classifiers offer higher accuracy with an increasing number of 
instances of the dataset in 10-fold cross-validation method. All the classifiers showed higher accu-
racy for the dataset having 1500 tuples because this dataset contains a balanced ratio of every class. 
Random Forest shows the highest accuracy of 99.21% and the next best classifier for this dataset 
is IBk that showed an accuracy of 98.82%. In contrast, all the classifiers with the dataset that has 
2000 tuples showed a slightly lower accuracy largely because the dataset is imbalanced. The root 
mean square errors for 10-fold cross-validation is presented in Figure 7(b) where Random Forest 
and IBK are showing less RMSE in comparison to other classifiers.

On the other hand, the percentage split results depicted in Figure 8 present comparatively lower 
accuracy than 10-fold cross-validation. In percentage split, the dataset is partitioned into a training 
set (80%) and test set (20%) and classifier are trained once then all the classifiers showed low 
accuracy and high RMSE depicted in Figure 8(b).

The graph depicted in Figures 9 and 10 shows the Recall vs Precision and ROC curve for dif-
ferent classes in 10-fold cross validation method.

Deep learning is a subset of machine learning in artificial intelligence (AI). The deep learning 
networks are capable of learning unsupervised data that is unstructured or unlabelled. The data-
sets for rapidly recommending health repositories can be unstructured and unlabelled in a real 
situation. So, we adopted a deep learning approach for investigating the accuracy for our synthetic 
datasets. The synthetic dataset is fed into a deep learning model, and the model shows around 
89% accuracy. The deep learning approach is modeled using Python with Keras framework. The 
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Figure 7. 10-fold cross validation. (a) Classifier’s accuracy. (b) Classifier’s root mean square errors.
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data is based on seven input diameters with multiple classes. The model has three hidden layers 
where the first hidden layer has 100 output nodes that take input from seven input diameters, and 
the last hidden layer has five output nodes. The model is trained using 100 number of epochs, and 
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Figure 8. Percentage split (20% testset from training dataset). (a) Classifier’s accuracy. (b) Classifier’s 
root mean square errors.

Figure 9. Recall versus precision. (a) Blockchain electronic health record. (b) Personal health record.
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the batch size is set 8. The Confusion matrix and the accuracy in terms of different metrics are 
presented in Table 7. Figure 11 shows the training loss and accuracy of the sample dataset where 
X-axis indicates the number of epochs and Y-axis indicates loss or accuracy.

The accuracy level of the classifier for the dataset demonstrates the feasibility of using machine 
learning or deep learning to learn the mapping between health storage mediums and a health data 
block.

With the rapid growth in the volume of health data that needs to be stored and accessed globally, 
this machine learning model could be an essential tool for improving the storage and access 
arrangements for the future. This method has the potential to enhance the consumer’s ability to 
manage their health data storage and access, while also ensuring data stores are manageable from 
a size perspective. The ML model can assist with determining the most “fit for purpose” storage 
solution for different data assets.

Figure 10. ROC curve. (a) Electronic medical record. (b) Personal health record.

Table 7. Accuracy of the deep learning model.

Precision Sensitivity or recall f1-score

Cloud eHealth 0.93 1.00 0.96
PHR 1.00 1.00 0.96
EHR 1.00 0.93 0.96
EMR 0.85 0.96 0.90
Blockchain eHealth 1.00 0.92 0.96
Accuracy 0.89
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Adoption of new health repositories

In this paper, seven different health record systems are described as potential repositories for 
patient-generated health data. Five of the most prevalent repositories were investigated. With the 
advancement of medical technology, variations of health data are expanding, and new types of 
health record system can be expected to emerge. The proposed system supports new data variation 
and new health record in the following ways. First, the system asks IT and healthcare manager or 
professionals’ rating for the latest health record in favor of a few criteria illustrated in Table 3. 
Secondly, the system revises the complete training dataset to relabel the instances. The addition of 
a new instance does not change the label of the old instances. The class label of the newly added 
instance is only required to be determined. The system needs only to re-train machine learning 
algorithms with the updated dataset.

Conclusion

As more repositories become available for preserving health data, patients will need to select the 
desired repository. Patients can be expected to avoid choosing a single repository for all their 
health data because their context of treatment, the pattern of data, legal constraints or personal 
preferences may change. Therefore, a selection algorithm needs to be developed to automate the 
storage decision. This is particularly important for continuously streamed health data. In addition, 
choosing the correct repository is complicated and needs professional knowledge of storage fea-
tures for interoperability, data security and privacy, infrastructure availability, and regulatory 
issues. Our proposal to disseminate health data among various vendors will prevent the loss of 
confidentiality and ensure the privacy of medical records if they are stored in one repository. The 
automated storage recommendation model presented here can allocate health data blocks to a stor-
age medium taking into account data types, data sensitivity, significance and QoP, patient safety 
and privacy required depending on the profile of an individual.
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