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Vehicle Trajectory Clustering Based on Dynamic
Representation Learning of Internet of Vehicles
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Abstract—With the widely used Internet of Things, 5G, and
smart city technologies, we are able to acquire a variety of vehicle
trajectory data. These trajectory data are of great significance
which can be used to extract relevant information in order to,
for instance, calculate the optimal path from one position to
another, detect abnormal behavior, monitor the traffic flow in
a city, and predict the next position of an object. One of the
key technology is to cluster vehicle trajectory. However, existing
methods mainly rely on manually designed metrics which may
lead to biased results. Meanwhile, the large scale of vehicle
trajectory data has become a challenge because calculating
these manually designed metrics will cost more time and space.
To address these challenges, we propose to employ network
representation learning to achieve accurate vehicle trajectory
clustering. Specifically, we first construct the k-nearest neighbor-
based internet of vehicles in a dynamic manner. Then we learn
the low-dimensional representations of vehicles by performing
dynamic network representation learning on the constructed
network. Finally, using the learned vehicle vectors, vehicle trajec-
tories are clustered with machine learning methods. Experimental
results on the real-word dataset show that our method achieves
the best performance compared against baseline methods.

Index Terms—Internet of Vehicles, Network Representation
Learning, Vehicle Trajectory Clustering

I. INTRODUCTION

With the advance of Internet of things, communication
technology, and the increasing ability of data collection, we
are able to obtain a large amount of spatial trajectory data [31],
[24]. These trajectory data are significant for exploring human
movement patterns and activity patterns. For example, it can
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be used to extract relevant information in order, for instance,
to calculate the optimal path from position A to B, detect
abnormal behavior, monitor the traffic flow in a city, and
predict the next position of an object, etc. Exploring the
underlying knowledge of trajectory data is an important way
to solve urban problems. More recently, trajectory data mining
has become a research hotspot in data mining.

Vehicle trajectory data is one of the most common trajectory
data which refers to the large amount of real-time trajectory
data produced by intelligent connected vehicles and the pop-
ularization of onboard positioning terminal equipment [26],
[10], [25]. Mining and analyzing vehicle trajectory data are
of great significance for vehicle to vehicle communication,
intelligent transportation, point of interest recommendation,
and location-based services. These goals can be achieved
by investigating the different features of vehicle trajectory
data characterizing the temporal and spatial information of
the vehicles on the road. For this purpose, vehicle trajectory
clustering has been proposed [1], [13], [15].

Vehicle trajectory clustering aims to regroup similar vehicle
trajectories together into different groups [30], [28]. It is
challenging to cluster vehicle trajectories because of the large-
scale, time-aware, and changing characteristics of vehicles.
With the increasing use of GPS receivers and 5G mobile
devices, the size of trajectory data is increasing sharply.
Vehicles may move randomly following different paths in a
certain area.The road networks of different city regions may
be totally different. In addition, the same vehicle may present
totally different trajectories over different time periods of a
day. Meanwhile, the patterns on weekdays and weekends may
also different.

To our knowledge, many studies have been attempted for
vehicle trajectories clustering. Most of them are designed
based on distance [8], [12]. For example, Besse et al. [1]
propose a symmetrized segment-path distance based vehicle
trajectory clustering method, which is time insensitive by
calculation the difference between the shape and physical
distance of two vehicle trajectories. Yu et al. [29] design
a new trajectory clustering algorithm based on multi-feature
trajectory similarity measure which utilizes the characteristics
of orientation, speed, shape, location, and continuity of each
trajectory for clustering. However, although these methods can
achieve certain success, their proposed metrics are manually
designed which may lead to biased results. Meanwhile, the
large-scale characteristic of vehicle trajectory data has become
a limitation when using these methods. Calculating these
manually designed metrics will cost more running time and
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Fig. 1. Framework of the proposed method.

computing space. Moreover, vehicle trajectory data are well-
structured into networks so that it is promising to cluster
vehicle trajectory from a network perspective.

Against this background, in this paper, we propose an
efficient vehicle trajectory clustering method by performing
network representation learning on k-nearest neighbor-based
internet of vehicles. First of all, we represent vehicles in
the selected area as nodes and construct the internet of
vehicles based on the k-nearest neighbor. As the location
of vehicles is constantly changing, the vehicle network is
a dynamic network. Then we propose to perform dynamic
network representation learning on the constructed dynamic
vehicular network to learn the embedding vectors of vehicles
in the network. Finally, typical clustering methods are used to
cluster the embedding vectors of nodes to find vehicles with
similar behavior patterns. Experimental results on a real-world
dataset demonstrate that our proposed method can achieve
the best performance by comparison with several baseline
methods.

Our main contributions of this paper can be summarized as
follows:

• We propose to cluster vehicle trajectory from a network
perspective where the network is constructed based on
the k-nearest neighbor. Moreover, to capture changing
positions of vehicles, we construct the network in a
dynamic manner.

• We design a dynamic network representation learning
based vehicle trajectory clustering method, where the ve-
hicle similarities are calculated based on the represented
low-dimensional vehicle vectors.

• We perform extensive experiments on the real-world
dataset to evaluate the performance of our method and the
experimental results suggest that our method can achieve
the best performance.

Our paper is organized as follows. Section 2 presents our
method. The experimental setups are introduced in Section 3.
Section 4 shows the experimental results. We review related
work in Section 5 and conclude this paper in Section 6.

II. PROPOSED METHOD

In this paper, we propose a novel method to cluster vehicles
in a certain area to find vehicles with similar behavior patterns.
The framework of our proposed method can be seen in Fig. 1.
First of all, we represent vehicles in the selected area as nodes
and construct the vehicle social network. As the location of
vehicles is constantly changing, the vehicle social network is
a dynamic network. Then we propose to perform dynamic
network representation learning on the constructed dynamic
vehicular networks to learn the embedding vectors of vehicles
in the network. Finally, typical clustering methods are used to
cluster the embedding vectors of nodes to find vehicles with
similar behavior patterns. The details of our method will be
discussed in the following parts.

A. Construction of Dynamic Vehicle Network

In order to construct the dynamic vehicle network, we
regard vehicles as nodes in the network, so we get the node
set V . For every two nodes (vi and vj) and in V , in order
to determine whether there is an edge (eij) between them,
we divide the region into many small squares with length
and width of 0.001◦ according to longitude and latitude. The
algorithm of calculating positions of vehicles is shown in
Algorithm 1. If vi and vj in the same small square, there
is an edge (eij) between vi and vj , and vice versa.

Because the locations of vehicles are always changing, the
vehicle network is a dynamic network. A dynamic network
consists of many snapshots at different time steps G =
(G0, G1, ..., Gt, Gt+1, ...), where t is the current time step [9].
In this paper, we take one hour as a time step. Considering that
the locations of the vehicle within one hour may also be very
different, we build the edges for the nodes in the network at
the 0-th minute, the 20-th minute, and the 40-th minute in each
hour, and keep the edges of these three moments in the current
hour’s network. The algorithm for constructing the vehicle
network is shown in Algorithm 2. The vehicle networks of
different time steps form the dynamic vehicle network. This
process is shown in Fig. 2.



IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. XX, NO. XX, MAY 2020 3

bb cc

ddee

aaa20th 

minute

20th 

minute

a20th 

minute

b c

de

a20th 

minute

b c

de

a20th 

minute

bb cc

ddee

aaa40th 

minute

b c

de

a40th 

minute

Vehicle Network of 

Current Time Step t

a

b c

e d

Vehicle Network of 

Current Time Step t-1

Vehicle Network of 

Current Time Step t-1

Vehicle Network of 

Current Time Step t-1

Vehicle Network of 

Current Time Step t+1

Vehicle Network of 

Current Time Step t+1

Vehicle Network of 

Current Time Step t+1

Dynamic Vehicle Network

T = 0 T = 1 T = t 

0th 

minute

bb

aa

cc

ddee

0th 

minute

b

a

c

de

T = t 

bb

aa

cc

ddee

b

a

c

de

bb

aa

cc

ddee

b

a

c

de

bb

aa

cc

ddee

b

a

c

de

G
0

G
0

G
1

G
1

G
t

G
t

Fig. 2. Formation of the dynamic vehicle network.

Algorithm 1 Vehicle Position
Require: Vehicle set, V ; Longitude of vehicles, Long; Lati-

tude of vehicles, Lat;
Ensure: Positions corresponding to vehicles, P ;

1: maxLong = max(Long)
2: minLong = min(Long)
3: minLat = min(Lat)
4: Number of squares per row, n = ceil((maxLong -
minLong) / 0.001)

5: for v in V do
6: P [v] = (Lat[v] - minLat) // 0.001 * n + (Long[v] -
minLong) // 0.001

7: end for

Algorithm 2 Construction of Vehicle Network
Require: Vehicle set, V ; Longitude of vehicles at 0th, 20th,

40th minute, Long; Latitude of vehicles at 0th, 20th, 40th
minute, Lat;

Ensure: vehicle network, G;
1: G.add nodes from(V )
2: for minute in list(0, 20, 40) do
3: P = VehiclePosition(Long[minute], Lat[minute])
4: for vi in V do
5: for vj in V do
6: if P [vi] == P [vj ] then
7: G.add edge(vi, vj)
8: end if
9: end for

10: end for
11: end for

B. Dynamic Network Representation Learning

After getting the dynamic vehicle network, it is possible
to calculate the vector similarity by network-based clustering
methods. However, with the increasing size of network, tra-
ditional clustering methods cannot be finished in an efficient
manner. Recently, with the advance of network representation
learning technologies, it is possible to achieve node clustering
more efficiently and accurately. Meanwhile, considering the
dynamic nature of the vehicular network, it is essential to
measure the changing network topology. Inspired by previ-
ous work [9], we propose to learn the embedding vectors
of vehicles by performing dynamic network representation
learning on the previously constructed k-nearest neighbor-
based vehicular network.

We name the dynamic network representation learning
method as DynWalks. Specifically, the idea of DynWalks is
motivated by DeepWalk [20]. DeepWalk is a typical network
representation learning method which takes the sequence of
nodes obtained by random walk as a sentence, and obtains
needed information of the network from the truncated random
walk sequence, and then learns the potential representation of
the node through some information.

Similarly, DynWalks performs truncated random walks with
length l on each selected node for r times. By using a
silding window with length w + 1 + w to slide on each
random walk sequence, the training pairs set D consisting of
(vcenter, vcenter+i) is formed, where i ∈ [−w,+w], i 6= 0.
DynWalks uses the Skip-Gram Negative Sampling (SGNS)
model [18] to train node embedding vectors (V ec ∈ Rd) over
each node pair in D, i.e.,

max log δ(Zi · Zj) + q · Evk∼PD
[log δ(−Zi · Zk)], (1)

where q denotes the number of negative sampling number, vk
denotes negative sample from the Pd distribution, δ denotes
the Sigmoid Function, vehicle vi and vj’s representations are
denoted as Zi and Zj , respectively.
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Meanwhile, based on the previous modified DeepWalk,
DynWalks adopts an online manner to capture the dynamics
of the network, which can be denoted as:

Zt ==

 f(Gt, SGNSt
rand) t = 0

f(Gt, Gt−1, SGNS
t−1) t > 1,

where SGNSt−1 denotes the learning results of last step and
Zt denotes the embedding matrix of time t. In other words,
when t = 0, DynWalks performs random walks on all nodes of
G0 and obtains the embedding vectors of all nodes. When t 6=
0, DynWalks only performs random walks on selected nodes
and updates the embedding vecotrs of selected nodes. The
embedding vectors of other nodes remains unchanged. Since
the new nodes don’t have corresponding embedding vectors,
they must be selected. Except for new nodes, the number of
selected nodes on time step t is α|V t|. Selected nodes contain
βα|V t| most affected nodes and (1 − β)α|V t| diverse nodes
which are generated by random selection[9]. α and β are two
hyper-parameters introduced by authors.

It is worth mentioning that the vehicle network on each time
step must be a connected network because DynWalks performs
random walks on the network. Therefore, after constructing
the vehicle network, we should take the maximal connected
subgraph.

C. Node Clustering via Machine Learning

After using DynWalks on the dynamic vehicle networks,
we get the embedding vectors of each vehicle. In order to
find vehicles with similar behavior patterns, various cluster-
ing methods can be used to cluster the embedding vectors
of nodes. Here, we mainly explore the following clustering
algorithms:
• K-means: K-means is a classical clustering algorithm

proposed in 1967 [16]. It is an iterative clustering analysis
algorithm. It randomly selects K nodes as the initial
clustering centers firstly, then calculates the distance
between each node and each clustering center, and assigns
each node to the nearest clustering center. Cluster centers
and nodes assigned to them represent different clusters.
Every time a node is allocated, the cluster center will be
recalculated according to the existing nodes in the cluster.
This process will be repeated until a termination condition
is met. The termination condition can be that no node is
reassigned to different clusters, no cluster center changes
again, or the sum of the squared errors is local minimum.

• GMM: Gaussian Mixture Model [23] is the extension
of the Gaussian model. GMM uses a combination of
multiple Gaussian distributions to characterize the data
distribution because Gaussian distribution has good math-
ematical properties and good computing performance.
The Gaussian mixture model can be regarded as a model
composed of K single Gaussian models, and the K sub-
models are hidden variables of the hybrid model. In
general, a mixed model can use any probability distri-
bution. In fact, GMM is similar to k-means, but GMM

learns some probability density functions. GMM gives
the probability that these data points are assigned to each
cluster, also known as soft assignment.

• K-mediods: K-mediods [19] algorithm is a clustering al-
gorithm based on the partitioning method. To be precise,
it is an improved algorithm of the K-means algorithm.
The K-mediods algorithm has the ability to process
large data sets, and the clusters are quite compact. The
distinct advantages between clusters are the same as the
K-means algorithm. Compared with K-means, the K-
mediods algorithm is less sensitive to noise, so that the
outlier will not cause the deviation of the division result
to be too large, and a small amount of data will not cause
significant impact.

With the help of clustering algorithms, we can fin vehi-
cles with similar behavior patterns. The whole process of
our clustering method of dynamic vehicle network is shown
Algorithm 3.

Algorithm 3 Clustering of Dynamic Vehicle Network
Require: Time range, T ; Vehicle set over T , V ; Longitude

of vehicles during T , Long; Latitude of vehicles during
T , Lat;

Ensure: Clustering results of dynamic vehicle network, Cdyn;
1: Dynamic vehicle network Gdyn = list()
2: for t in T do
3: G = Construct Vehicle Network(V [t], Long[t],
Lat[t])

4: G = max connected component subgraphs(G)
5: Gdyn.append(G)
6: end for
7: Node embedding vectors of dynamic vehicle network E

= DynWalks(Gdyn)
8: Clustering results of dynamic vehicle network, Cdyn =

list();
9: for t in T do

10: C = K-means(E[t])
11: Cdyn.append(C)
12: end for

III. EXPERIMENTAL SETUP

In order to show the good performance of our method,
we also compare it with different network representation
algorithms over three evaluation metrics

A. Datasets

In this paper, we use the taxi dataset of Hangzhou, China,
to carry out the experiment. This taxi dataset contains the
information of all taxis in Hangzhou from March 1, 2014 to
March 31, 2014, including license plate number, GPS time,
longitude, and latitude. For simplicity, we only select taxi data
from 8 a.m. to 7 p.m. in March 1, 2014, and build the vehicle
networks every hour. Due to the large latitude and longitude
range of the data set, in order to reduce the sparsity of the
network, we choose 30.07◦N∼30.47◦N, 120.0◦E∼120.4◦E as
the geographic area of the dynamic vehicle network (Fig. 3).
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Fig. 3. Selected geographical area of Hangzhou, China.

It covers most of the urban areas. The number of nodes and
edges per hour in the dynamic vehicle network is shown in
Table I.

TABLE I
NUMBER OF NODES AND EDGES PER HOUR IN THE DYNAMIC VEHICLE

NETWORK

Hour #nodes #edges

8 1786 4370

9 1858 4861

10 1876 4616

11 1879 4856

12 1858 4750

13 1936 4212

14 1933 4539

15 2049 4870

16 1979 5024

17 1923 3654

18 1845 3706

19 1909 4050

B. Baseline Methods

In order to demonstrate the superiority of this method, we
also compare it with two other network representation learning
algorithms, including DeepWalk [20] and LINE [22]).
• DeepWalk DeepWalk is a typical network representation

learning algorithm which is designed by adopting infor-
mation gained from truncated random walks to learn the
low-dimensional representations of nodes.

• LINE LINE can retain first- and second-order neighbor
information of nodes for representation. It finds the first-
order similarity and empirical probability, second-order
similarity, and empirical probability of the nodes in the
network, respectively, and minimizes their KL divergence
as the targets for neural network training, and then com-
bines the outputs as the node’s low-dimensional vector
representation.

For all the clustering algorithms, the number of clusters
k is set from 2 to 50. For simplicity, we only compare the
clustering results of each method to the last network (7 p.m.)
of the dynamic vehicle network. It means that DeepWalk and
LINE only learn the embedding vectors of nodes on the last
vehicle network, because they are static network representation
algorithms.

C. Evaluation Metrics
We used three metrics to evaluate the clustering result-

s: Silhouette Coefficient (SC) [21], Davies-Bouldin Index
(DBI) [3],and Calinski-Harabaz Index (CHI) [2]. Detailed
descriptions of these indicators are as follows:
• Silhouette Coefficient: the silhouette coefficient formula

of node vi is:

S(i) =
b(i)− a(i)

max{a(i), b(i)}
(2)

where a(i) is the average distance between node vi and
other nodes in the cluster to which it belongs, b(i) is the
minimum value of the average distances between node vi
and all nodes in other clusters. The Silhouette Coefficient
of a method is the mean value of the silhouette coefficient
of all nodes. Its value range is [−1, 1]. The closer it is to
1, the better the clustering result.

• Davies-Bouldin Index: The formula of Davies-Bouldin
Index is as follows:

DBI =
1

N

N∑
i=1

max
j 6=i

(
Si + Sj

‖wi − wj‖2
) (3)

where Si is the average distance of nodes in cluster i to
the centroid of cluster i, wi is the centroid of cluster
i, N is the number of clusters. It is the mean value
of the maximum value of the ratio of the sum of the
average distance within any two categories to the distance
between the centers of mass of the two clusters. The
smaller the DBI value, the closer the clustering result is
with the inner cluster, and the farther the different clusters
are separated, the better the clustering result.

• Calinski-Harabaz Index: The formula of Davies-Bouldin
Index is:

CHI =
tr(Bk)

tr(Wk)

m− k
k − 1

(4)

where m is the number of nodes, k is the number of
clusters, Bk is the covariance matrix between clusters,
Wk is the covariance matrix of data in the cluster, tr is
the trace of matrix. It is the ratio of the between-cluster
variance and the within-cluster variance. The larger CHI
is, the closer the cluster itself is, the more dispersed the
clusters are, the better the clustering results.
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IV. EXPERIMENTAL RESULTS

In this section, we show the experimental results from
the perspectives of parameter sensitivity, clustering method
sensitivity, and accuracy comparison.

A. Parameter Sensitivity Analysis

In order to study how the parameters of DynWalks affect the
clustering result, we also carried out experiments by changing
the values of hyper-parameters. For simplicity, we fix the
walk length (l=80) and window size (w=10) and vary the
proportion of selected nodes α, the proportion of affected
nodes β, dimensions of embedding vectors d, the number of
walks on per node r to study the effects of parameters.

Fig. 4(a) shows the effects of increasing the proportion of
selected nodes to our model. Although the curve of Davies-
Bouldin Index is a little concussion, generally speaking, with
the increase of α, the clustering result will be better. It’s
consistent with our intuition. The increase of α means that we
will perform random walks on more nodes. So the clustering
result will be better than random walks on fewer nodes.

The effect of increasing β is as shown in Fig. 4(b). When we
increase β, the clustering result curves show a fluctuating state,
and there is no obvious upward or downward trend. Therefore,
the influence of β on the clustering result is uncertain. We need
to find a suitable β by tuning parameters.

B. Clustering Algorithms Sensitivity

Fig. 5(a) shows the effects of increasing the number of
walks on nodes to our model. We found that clustering result
does not increase with the increase of r. When r increases to
a certain value, the clustering result is the best. For example,
when the dimensions d equals to 16 and r equals to 10, the
clustering result is the best. If we continue to increase r, the
clustering performance will not be significantly improved. This
trend is consistent over different d.

The clustering result of increasing the dimensions of the
embedding vector is shown in Fig. 5(b). It reveals that there
has been a steady decrease in the clustering result when we
increase d. This trend is consistent on different r. It means
that a small embedding vector dimension is more suitable for
the dynamic vehicle network.

In order to verify the clustering performance of the K-
means algorithm used in the vehicle network, we compare it
with K-medoids and Gaussian Mixture Model (GMM). At
the same time, in order to avoid contingency, we use the
embedding vectors learned by DynWalks, DeepWalk, LINE
in these clustering algorithms. The comparison of clustering
result is shown in Fig. 6. Red line is the performance of K-
means algorithm we choose in our method.

Overall, K-means outperforms K-medoids in all three met-
rics and all three network representation learning algorithms.
Compared with GMM, K-means performs better in some k
values, and shows competitiveness in other k values. It shows
that the K-means is more suitable for the dynamic vehicle
network.

C. Accuracy Comparison

In order to verify the performance of the network represen-
tation learning algorithm we used, we compare DynWalks with
DeepWalk and LINE on the same vehicle network. They use
the same parameters: r=20, l=80, w=10, d=128. In addition, α
and β of dynWalks are set to 0.2 and 0.5, respectively. We use
three different clustering algorithms to cluster the embedded
vectors generated by them. The clustering result is shown in
Fig. 7. Red line is the performance of DynWalks we use.

As can be seen from Fig. 7, DynWalks performs better than
LINE in all three metrics and all three clustering algorithm-
s. Compared to DeepWalk, DynWalks performs competitive
performance in Davies-Bouldin Index. And its performance in
Calinski-Harabaz Index is better than DeepWalk. In Silhouette
Coefficient, when k is less than 5 or more than 39, DeepWalk
is better than DynWalks. While in other k values, DynWalks
performs better.

In addition, DeepWalk and LINE need to learn embedding
vectors of all nodes in the vehicle network, because they are
static network representation learning algorithms. However,
DynWalks only needs to learn the embedding vectors for
partial nodes in each time t when t > 0. This means that
DynWalks has less time complexity. Therefore, DynWalks
is better than DeepWalk and LINE in the dynamic vehicle
network.

V. RELATED WORKS

In this section, we review the related works from the
perspectives of vehicle clustering and network representation
learning.

A. Vehicle Trajectory Clustering

In the current context of big data, trajectory data min-
ing [31], [17] is significant to explore human movement
patterns and activity patterns. Exploring the underlying knowl-
edge of trajectory data is an important way to solve urban
problems. With the widespread application of mobile internet,
handheld mobile devices, satellite navigation systems, and
geographic information systems, and the continuous improve-
ment of data collection efficiency, scholars are now able to ob-
tain a large amount of spatial trajectory data, which represents
mobile objects such as people, vehicles, and animals. In recent
years, trajectory data mining has become a research hotspot
in data mining. These trajectory data can be used to extract
relevant information in order, for instance, to calculate the
optimal path from position A to position B, detect abnormal
behavior, monitor the traffic flow in a city, predict the next
position of an object, etc.

Trajectory data mining tasks mainly include trajectory data
preprocessing, trajectory data management, trajectory pattern
mining, abnormal trajectory detection, and trajectory classifi-
cation. Meanwhile, vehicle trajectory data mining is receiving
more and more attention from both academia and industry. For
example, Kong et al. [11] propose a time-location-relationship
combined taxi service recommendation model to improve taxi
drivers profits. Their model IS designed to acquire passenger
volume, mean trip distance, and average trip time in functional
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Fig. 4. Parameter sensitivity of α and β.
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Fig. 5. Parameter sensitivity of r and d.

regions during every period on weekdays and weekends by
taking advantage of the Gaussian process regression and
statistical approaches. So that their method allows drivers to
pick up more passengers within a short time frame.

One of the simplest and most powerful methods to obtain
knowledge from trajectory data is trajectory clustering [4]. In
general, trajectory clustering is based on similarity measures
between trajectories. Vehicle clustering is one of the main
tasks of trajectory clustering. Vehicle clustering aims to re-
group similar vehicles together into groups that are different
from one another. The basic foundation of vehicle clustering

is the vehicle similarity. However, existing similarity measure-
ments can not well utilize specific vehicles’ trajectories, which
are merely based on distance [29].

B. Network Representation Learning

Traditional network analysis methods based on graph struc-
ture have the problems of high computational complexity
and low parallelism. Meanwhile, they cannot be applied to
machine learning methods. In order to solve these problems
brought by traditional network analysis methods, learning the
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Fig. 6. Performance of clustering algorithms in different network representation learning algorithms

low-dimensional representation of nodes in the network is
a new solution. In the network embedded space, the initial
relationships between nodes, such as edges or other higher-
order topological metrics are transformed into a distance in
the vector space. The topology and structural properties of the
nodes are encoded as embedded vectors. At the same time,
traditional network representation directly uses the observed
adjacency matrix, which often contains noise and redundant
information. Network embedding first learns the dense and
continuous representation of the network in low-dimensional
space so that noise and redundant information can be re-
duced [23], [6].

By representation learning large-scale complex networks,
not only can the problem of network data sparseness be
effectively solved, but also different types of heterogeneous
information in the network can be merged into the same
matrix, which can more effectively solve certain network-
based specific problems. The purpose of network representa-
tion learning is to map the structural characteristics of any
node in the network to a continuous dense vector at low
latitude. In this process, the node information and network
topology information in the network can be well retained. It
can effectively solve some network-based issues such as link

prediction, vertex classification, personalized recommendation,
and community detection.

Typical network representation learning methods include
structure preserving network embedding and side information
enhanced network representation learning. Structure preserv-
ing network embedding methods include DeepWalk [20],
Node2vec [7], and LINE [22]. DeepWalk [20] learns the
representation of nodes in the network while preserving the
neighbor structure of the nodes. The algorithm finds that the
distribution of nodes in short random walks is similar to the
distribution of words in NLP. Node2vec [7] is proposed by
pointing out that DeepWalk cannot capture the diverse connec-
tion modes in the network well. It defines a flexible concept
of node neighbors, and combines depth-first sampling and
breadth-first sampling, and uses second-order random walks to
sample neighbor nodes. LINE [22] is suitable for large-scale
network embedding problem which can retain the first-order
and second-order approximations of nodes at the same time.
First-order approximation is the node pair relationship that
can be directly observed, such as side information. Second-
order approximation consists of two nodes’ context (neighbor)
similarity.

Side information enhanced network representation learn-
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Fig. 7. Performance of network representation learning algorithms in different clustering algorithms

ing methods try to combine the labels, attributes, and even
the semantics of nodes to perform representation learning.
Some typical methods include TADW [27], DANE [5], and
STNE [14]. TADW [27] is a framework that can combine
features obtained from two different types of information.
Specifically, it can incorporate text features of vertices into
network representation learning. DANE [5] can capture the
high nonlinearity and preserve various proximities in both
topological structure and node attributes based on a deep
model. STNE [14] is a novel sequence-to-sequence model-
based network representation learning framework that can
learn node representation with a content-to-node seq2seq
model. Considering the superiority of network representation
learning in dealing with large-scale complex networks, we
adopt it as the basic framework for our proposed vehicle
clustering task.

VI. CONCLUSION

Mining and analyzing various trajectory data is important in
understanding human mobility patterns and further construct-
ing smart cites. Among various trajectory data, vehicle trajec-
tory data have drawn extensive attention from both academia
and industry. A typical way of mining these trajectory data is

clustering, i.e., vehicle trajectory clustering. To better meet
the requirement of dealing with large scale network-based
trajectory data, this paper proposes a novel vehicle trajectory
clustering method based on dynamic network representation
learning. Our proposed methods can not only utilize the
network topology of vehicle networks but also capture the
dynamic characteristic of the vehicle network. In addition,
our method relies on machine learning methods for clustering
without using manually designed metrics, which can avoid
biased results.

Nevertheless, in order to cluster vehicle trajectory, we have
constructed a k-near neighbor based internet of vehicles,
which should be further explored in the future. Other network
construction methods should be evaluated for comparison.
Meanwhile, due to the limitation of data acquisition, we
merely run experiments on one dataset. We will further explore
the universality of the proposed method upon other accessible
datasets.
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