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Abstract. The concept of context awareness has been in existence since the 

1990s. Though initially applied exclusively in computer science, over time it has 

increasingly been adopted by many different application domains such as 

business, health and military. Contexts change continuously because of objective 

reasons, such as economic situation, political matter and social issues. The 

adoption of big data analytics by businesses is facilitating such change at an even 

faster rate in much complicated ways. The potential benefits of embedding 

contextual information into an application are already evidenced by the improved 

outcomes of the existing context-aware methods in those applications.  Since big 

data is growing very rapidly, context awareness in big data analytics has become 

more important and timely because of its proven efficiency in big data 

understanding and preparation, contributing to extracting the more and accurate 

value of big data.  Many surveys have been published on context-based methods 

such as context modelling and reasoning, workflow adaptations, computational 

intelligence techniques and mobile ubiquitous systems. However, to our 

knowledge, no survey of context-aware methods on big data analytics for 

business applications supported by enterprise level software has been published 

to date. To bridge this research gap, in this paper first, we present a definition of 

context, its modelling and evaluation techniques, and highlight the importance of 

contextual information for big data analytics. Second, the works in three key 

business application areas that are context-aware and/or exploit big data analytics 

have been thoroughly reviewed.  Finally, the paper concludes by highlighting a 

number of contemporary research challenges, including issues concerning 

modelling, managing and applying business contexts to big data analytics. 

Keywords: big data, context awareness, business applications, enterprise level 

systems 

1  Introduction 

Research on the integration of context into applications has been in existence for more 

than two decades. There exist a number of applications that use context in diverse 

disciplines including computer science and business to improve business activities or 

system performance.  This underpins the importance of integration of context into 

business systems. Without context, the interpretation of a system, an event and even 

information may become meaningless. This is particularly true in data mining, 

especially in this information era, where without context, conclusions drawn from big 

data may be flawed [1]. 
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Some techniques have been reported that consider contextual information in diverse 

areas (e.g., the context of a query and its users, and the query-driven context-aware 

recommendations in [2], [3]), and a number of papers have reviewed context-embedded 

methods in computer science, such as [4], [5], [6]. Some notable surveys on context-

based methods and their brief discussion are presented in Table 1. In contrast, Table 2 

presents a list of recent surveys on big data analytics applied to business applications, 

which shows none of them have included context-based methods for enterprise level 

application software.  However, since context can play a significant role in data 

validation and meaningful information extraction, it has been identified as a major 

vehicle for big data analytics [7]. The tables and our analysis of the literature reveal 

that there is another aspect in this field that has not been reviewed to date: context-

based methods supporting enterprise applications. Given the recent attention to big data 

analytics in business applications, this review will provide researchers in this field with 

an overview of the recent research in this area. 

 

The aim of this paper is to sketch a picture of context-based methods for big data 

analytics in the business domain. Unlike reviews or surveys, which present 

comparisons among methodological and technical aspects of context-based methods, 

this paper provides an overview of what researchers have done, by considering context 

in big data analytics for applications supporting enterprise systems.  

 

The structure of the paper is as follows: Section 2 summarises big data and the need 

of big data analytics in business organisations. The definitions of context, context 

models and context evaluation techniques for business applications are illustrated in 

Section 3. The main focus of this survey is highlighted in Section 4. This section 

presents three major enterprise level application software that exploit big data analytics 

and/or contextual information. The future research challenges in this field are 

summarised in Section 5 and the paper is concluded in Section 6. 

 
Table 1. Selected recent surveys of context-based methods 

 

Title Year Description/Content 

A survey of context 

modelling and reasoning 

techniques [8] 

 

 

 

2013 The requirements that context modelling and 

reasoning techniques should meet are discussed in this 

survey. These include the modelling of a variety of 

context information types and their relationships, 

high-level context abstractions describing real-world 

situations using context information facts, of histories 

of context information, and of uncertainty of context 

information. 

A survey of context-aware 

workflow adaptations [9] 

2008 Various existing approaches to adaptation in context-

aware workflow are discussed. 

A survey on context-

awareness [10] 

2011 The focus is context acquisition and sensing, context 

modelling and representation, context filtering and 

fusion, context storage and retrieval in context-aware 

computing. The development of context awareness 

and its applications is highlighted.  
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A survey of context data 

distribution for mobile 

ubiquitous systems [11] 

2013 A unified architectural model and a new taxonomy for 

context data distribution, considering and comparing a 

large number of solutions, are presented. 

 

A survey of context-aware 

recommender systems 

based on computational 

intelligence techniques [12] 

2015 Surveys state-of-the-art context-aware recommender 

systems based on the computational intelligence 

techniques. 

 

Table 2. Selected surveys of business applications in big data analytics 

 

Title Year Description/Content Inclusion of context-

based methods 

Big data and 

management [13] 

2014 This survey explores the potentials 

and opportunities for new theories 

and practices that big data might 

bring. It also presents several 

conceptual foundations, as well as 

possible avenues for future research 

and applications in business 

management. 

 

No 

Big data: A 

survey [14] 

2014 A review of big data, related 

technologies and several 

representative applications of big 

data, including enterprise 

management, online social networks, 

medical applications, collective 

intelligence and smart grids. 

 

No 

Big data and its 

applications: A 

review [15] 

2015 Several techniques involving big data 

which can be applied to various fields 

of engineering, industry and medical 

science are reviewed. 

 

No 

Challenges in big 

data application: 

A review [16] 

2015 Big data management techniques and 

their challenges for business 

applications are discussed. 

 

No 

The core enabling 

technologies of 

big data analytics 

and context-

aware computing 

for smart 

sustainable cities: 

a review and 

synthesis [17] 

2017 An overview of big data analytics and 

context-aware methods applied in 

smart city applications is presented.  

Yes. But it focuses on 

the specific case of 

smart cities only, thus 

limiting its scope in 

business applications. 

Also it presents no 

discussion on 

enterprise level 

systems embedding 

big data and context. 
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2  Big data and big data analytics in business organisation systems 

2.1 Big data 

Big data encompasses a wide variety of data types, including text, image, audio and 

video, that are continuously generated from diverse sources such as the web, social 

media, mobile apps, sensor devices, networks, and data storage, as well as the internal 

data generated by the organisation itself. Due to the explosive growth in the volume of 

global data in recent times, many enterprises, not only large but also medium- and 

small-sized, are aware of the importance of extracting key information from big data. 

This can be seen not only in the way businesses are investing money in buying new 

technologies to extract precious information from big data, but also in their efforts to 

accelerate big data research and applications [4], [14], [18]. 

 

Big data is divided into four main categories: (i) structured (ii) unstructured (iii) 

semi-structured and (iv) mixed. According to Marcos et al. [18], a major proportion of 

data produced today is either unstructured or semi-structured. Traditional database 

management systems deal with structured data and thus cannot manipulate unstructured 

and other data types. Therefore, in parallel with database management systems, a 

number of big data analysis methods are being developed to deal with unstructured or 

semi-structured data. 

 

There are seven main high-level dimensions of big data [19]: (i) variety – data types, 

(ii) velocity – data production and processing speed, (iii) volume – data size, (iv) 

veracity – data reliability and trust, (v) validity – data correctness and accuracy with 

respect to the intended usage, (vi) volatility – big data is volatile and destroyed when 

retention policies or warranty periods expire, and (vii) value – worth derived from 

exploiting big data. This is also known as 7V big data model. The two main goals of 

the development of effective methods for high-dimensional data analysis are to  (1) 

predict accurately future observations in order to make decisions and (2) gain insight 

into the relationships among various features of the data and their impacts for many 

purposes in science as well as business.  

 

However, the inherent complexity of big data derived from many sources poses a 

major challenge for analytics; for example, high dimensionality brings noise 

accumulation, spurious correlations and incidental homogeneity. In addition, high 

dimensionality combined with large sample size creates issues such as high 

computational cost and algorithmic instability. The massive samples in big data are 

typically aggregated from multiple sources at different time points using different 

technologies [18], [20], further contributing to the complexity. 

 

As mentioned above, data come from many sources and are hidden in many different 

forms [14]. This leads to business organisations being increasingly dependent on big 

data analytics. Hence, the development of new techniques that improve the 

effectiveness and efficiency of big data analytics is extremely important, especially for 

business areas where information technology directly/indirectly affects businesses’ 
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activities and their income [14], [21], [22], [23]. The next section presents the impact 

of big data analytics on business organisations. 

2.2 Big data analytics for business organisations 

Recent studies show that the benefits of big data technology use in organisations are 

many-fold, including the production of more accurate results and cost savings [21], 

[24], [25], [26]. For example, an enterprise organisation can produce 61% more 

accurate results and save 56% of the cost. Other substantial benefits are the retention 

and analysis of more data, increasing data analysis speed and the reduction of manual 

processing [27]. The collection of valuable and relevant data and capturing their deep 

insights are not only a significant challenge for business organisations but also a major 

issue for the relevant research community. 

According to another worldwide survey done by the Tech Republic Company [28], 

most businesses consider big data analytics as being mainly for revenue, customers and 

markets. Based on big data, companies can innovate and enhance their current products 

and services as well as develop and launch their new products and services [21], [24], 

[13], [29].  This adds substantial value. Moreover, many advantages and benefits can 

be derived by applying big data analytics in different areas, such as customer 

intelligence, supply chain intelligence, performance, quality and risk management and 

fraud detection. In addition, industries such as manufacturing, retail (refer to big data 

levers in the retail industry in Table 3), central government, healthcare, 

telecommunications and banking can also gain direct/indirect benefits from big data 

analytics [30]. 

 
Table 3. Big data levers in the retail industry (www.mckinsey.com) 

 

Function Big Data Levers 

Marketing Cross-selling. 

Location-based marketing. 

In-store behaviour analysis. 

Customer micro-segmentation. 

Sentiment analysis. 

Enhancing the multi-channel consumer experience. 

Merchandising Assortment optimisation. 

Pricing optimisation. 

Placement and design optimisation. 

Operations Performance transparency. 

Labour input optimisation. 

Supply chain Inventory management. 

Distribution and logistics optimisation. 

Informing supplier negotiations. 

New business 

models 

Price comparison services. 

Web-based markets. 

 

http://www.mckinsey.com/
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Over the years, the process of making managerial decisions has become of 

paramount importance, and it has been a challenging research topic.  In the view of 

most decision makers, the value of big data depends on the ability to deliver key 

information and knowledge to make better decisions. Better decisions can be made 

upon the subsequent knowledge derived from historical and real-time data generated 

through means like supply chains, customer behaviours and production processes [13], 

[21], [26].  

 

According to Elgendy and Elragal [30], business organisations not only focus on 

analysing internal data (e.g., sales, customer feedback via phone or email, shipments 

and inventory) but they also need to consider data from outside sources such as social 

media and forums. Since big data are generated from a variety of sources with different 

representations and formats, the question for any researcher or business  is how 

important data relevant to a business context can be captured and analysed more 

accurately to represent deep and relevant business insights  [13], [21], [24], [25], [31]. 

In literature, a model has been proposed for data mining process which is presented 

later in relevant to the importance of context for big data analytics used in business 

applications. 

 

The capture of data and their values relevant to a business system demands the 

integration of the context in big data analytics. This is because of the utilisation of 

context in other application domains, such as information retrieval [2], [3], [12], [32], 

business process and workflow [9], [33], [34], and reasoning scenarios [35], has 

delivered significant benefits. The following section presents the evolution of the 

definition of context and context models over time. 

3  Context definition, models and evaluation for business 

applications  

In this section, context definition, context models and evaluation for business 

applications are presented. The progress in literature in each topic is discussed in the 

chronological order as shown in Figure 1. 

3.1 Context definition 

A number of recent research studies have shown that the use of context in interactive 

applications is very useful and important [36], [37], [38], [39], [40], [41]. By 

considering context in computer applications, it has been demonstrated that the number 

of irrelevant results is reduced and more accurate data are collected. For example, the 

application of a query context and user context in information retrieval improved 

retrieval precision substantially [3], [42]. In addition, the term “context” has been 

embedded in information technology, business and other application domains for a long 

time, and has improved the efficiency and effectiveness of these applications [3], [43].  

 

Because of the richness of everyday language and the knowledge that people acquire 

during their life-time, humans find it easy to communicate and understand each other 
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and they also react appropriately, based on the context surrounding them. However, a 

machine like a computer does not have the ability to convey ideas, transfer information 

well to humans or interact with them [44]. Therefore, the richness of communication in 

human-computer interaction will be increased by improving the computer’s access to 

context, and as a result it is possible to produce more useful computational services [8]. 

 

To fulfil the purpose of using context successfully, people must understand what 

context needs to be integrated, how it can be used, and when context should be 

considered [8], [9], [44]. In [6], Abowd et al. he authors emphasise that an 

understanding of context would enable application designers to choose what context 

needs to be used in their applications, and provide them with an understanding of how 

context could be used. This will help application designers determine what context-

aware behaviours support their applications. 

 

There have been many definitions of contexts put forward in the literature as shown 

in Figure 1. However, the definition that has become the most popular is proposed by 

Dey as “Context is any information that can be used to characterise the situation of an 

entity” [44]. An entity can be a person and place or any object which is considered 

relevant to the interaction between a user and an application. Later, the definition was 

further updated by Coutaz et al. [45] in 2005 as “… not simply the state of a predefined 

environment with a fixed set of interaction resources. It is part of a process of 

interacting with an ever-changing environment composed of reconfigurable, migratory, 

distributed, and multi-scale resource”.  

 

 
 

Figure 1. The development of context definitions and their applications 

 

The rapid technological development and the advent of different data sources 

including big data have produced a large number of diverse applications and systems 

at an increasingly higher rate. For this reason, with the evolution of the context 

definition, context model and their application and system are being developed over the 
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time (see Fig. 1). For example, the figure shows that context initially meant simply a 

location. However, over time it has been extended to represent any information about 

the situation of an entity.  In the 1990s context-aware application and systems were 

limited to location-aware systems, but later in the 2010s they were extended to any 

system which uses a more flexible and extendable context model. Similarly, Figure 1 

shows original context models in the early 1990s were less flexible, as they considered 

only the attributes or value tuples of location. However, over time, models have become 

more flexible and extensive since 2010 [32].  The next section presents some 

contemporary and widely-used models of context. 

 

3.1.1. Contextual information for big data understanding and preparation 

 

Figure 2 illustrates the six phases of the Cross-industry Standard Process for Data 

Mining (CRISP-DM), a data mining process model for describing approaches that data 

mining experts use to tackle problems. As per the model, ‘business understanding’ is 

the starting phase of a data mining process.  Business understanding represents the 

overall business objectives and the strategies to achieve those objectives. Since the 

context of a business can represent its situational and physical environmental condition, 

Figure 2 indicates the importance of the consideration of the business context in a big 

data analytic process, as mentioned above. 

 

 
Figure 2. Phases of the CRISP-DM reference model [46] 

The early phases of the CRISP-DM model, namely data understanding and data 

preparation, must consider data characteristics for mining purposes, and therefore these 

phases, when embedded within business contexts, have direct impacts on big data 

analytics. Context-aware methods have been found to be more effective when 
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contextual information is considered in analytics. Table 4 describes the data 

understanding and preparation stages of CRISP-DM, considering the 7V big data model 

and contextual information. 

 
Table 4. Big data models for data understanding and preparation of phases of crisp-dm in 

relation to context awareness  

Phases of the CRISP-DM reference model 

Business/Data Understanding Data Preparation 

V
a

ri
et

y
 

Since the context of a business 

organisation is developed considering its 

general business strategies, context can be 

applied in gathering different types of data 

from various sources that are essential to 

pursue the business strategies. 

The amount of data is reduced by 

considering context to remove irrelevant 

data during data collection. For example, 

media data (e.g., text, audio and video) is 

transformed into another form of key-

value pairs that is suitable to be handled by 

big data modelling tools (e.g., Riak, Oracle 

NoSQL, Cassandra, DyanmoDB, 

MongoDB, and Azure Table Storage). 

 

V
el

o
ci

ty
/V

o
lu

m

e 

An up-to-date business context can be 

used to fine tune the sampling policy 

aimed at tackling high velocity and huge 

volume of data. 

The amount of data is selected based on 

the relevance themselves to the context or 

the need of the organisation (e.g., business 

goals). This results in a significant 

reduction of volume and increase in 

relevancy in data collection [38], [47]. 

V
er

a
ci

ty
 

Quality data is a pre-condition for 

acceptable analytical outcomes. In 

contrast, poor data quality because of 

problems of accessing reliable and 

trustworthy data from existing sources 

poses substantial hindrance to the 

improvement of business strategies. 

Contextual information can be utilised to 

identify the inaccurate and missing data in 

the data cleansing task in this phase. One 

study [47] suggests this eventually 

improves the reliability and 

trustworthiness of big data.   

V
a

li
d

it
y
 

As context reflects the data requirements 

for a business plan, it is highly likely that 

context focused data collection will be 

more relevant to what a business wants to 

achieve and more useful for its intended 

usage. 

Data validation, one of the key 

recommendations for data construction, 

using a business context increases the 

likelihood of meeting all application-

specific criteria for the intended use of the 

data [47]. 

V
o

la
ti

li
ty

 To indicate the duration for which data 

remain valid, the data expiry period can be 

added to the context description, and then 

it can be used to avoid collection of 

expired data. 

A data expiry period, one of the pieces of 

contextual information, can be used to 

clean outdated data automatically from big 

data storage. 

V
a

lu
e 

By considering contextual information, 

the context-aware methods are capable of 

collecting valuable information towards 

fulfilling an organisation’s business 

objectives.  

Similar to data understanding, since 

contextual information can be applied in 

solving a number of matters of other Vs in 

data preparation, it will increase the value 

of the data considerably. 
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3.2 Context models 

Context definitions include only the abstract level of information for representational 

purposes. However, to embed context in a particular system, the context has to be 

designed (modelled), taking into account all its essential structural fine details so that 

it can meet the purpose of that system. Therefore, a context model is a set of information 

coming from external and/or internal systems that can have some effect on its relevant 

system [8].  Context models that have been applied in the business domain can be 

classified into three main groups: i) the n-gram model, ii) the tree structure model and 

iii) the onion model. 

 

N-gram model: An n-gram context model is mainly used to present a user context 

and query context in information and document retrieval [3], [48]. Both user context 

and query context have been represented using language modelling in terms of n-grams 

where n represents the number of interested units/words. The query context represents 

the user query and considers both linguistic and semantic knowledge represented by n-

grams. The user context indicates the user’s domain/topic of interest and is constructed 

by an algorithm which considers a statistical language model built from a priori set of 

documents relevant to the topic of interest. 

  

Tree-structure model: The most popular tree structure context models are: i) user 

context model, ii) B2B (Business-to-Business) context model, iii) context tree model 

for a business processes and iv) business context model for big data collection and 

processing.  

 

User context model: In [3], a user context model for information retrieval system 

assimilates to all the factors that describe a user’s intentions and perceptions about the 

surrounding factors, as shown in A1 in Appendix. In this model, the user context is 

divided into five main sub-contexts – i) task, ii) social, iii) personal, iv) spacio-temporal 

and v) environment. The task context includes goals and task information, while the 

social context is information on social contacts such as friends and colleagues. Personal 

context is represented in terms of personal profile, physiological and mental contexts. 

The social-temporal context refers to location, direction and time, while the 

environmental context comprises light, services and people. 

 

B2B context model: As an outcome of a number of research studies on B2B 

collaboration, the B2B context model shown in Figure 3 has been proposed to support 

supply chain applications [36], [49], [50]. In this model, information on the user or 

company, temporal and location is used. Since this model was developed particularly 

for B2B collaboration, the main focus was not on the business system processes. For 

this reason, it is not effective for business process modelling, and this paves the way 

for the development of a context model considering the main aspects of a business 

process called “context tree model for a business processes”. 
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Figure 3. Part of B2B context model 

 

Context tree model for a business processes: A tree structure context model based on 

the basic taxonomy of a business context which captures most common context- related 

knowledge has been developed by Saidani et al. [51].   This model consists of essential 

aspects of a business process, including resources and organisation unit. For example, 

resources include business objects and actors and organisational units (e.g., quality of 

communication, quality of relationships, actor’s proximity) that belong to organisations 

in the context tree. 

 

Business context model for big data collection and processing: Recently, the present 

authors introduced a business context model reflecting various aspects and activities in 

an organisation, such as the physical environment and product aspects of a business, 

suitable for data collection and processing in a big data scenario [38]. The contextual 

information of this model refers to the background nature of a business and its 

situational values (the values that change over time). Such a representative context of a 

grocery shop is based on the products it sells and the situational information of each 

product, as seen in A2 in Appendix. 

 

The situational information of each product includes features such as shelf-life, retail 

price, season, discount, wholesale price, product condition, display frequency and 

country of origin in the fruit and vegetable sections, which are likely to change over 

time.  Such information plays a significant role in determining the business strategies, 

and hence they need to be considered to represent the context of a business system. 

 

The onion context model: Rapid economic  and  technological  progress makes the 

expectations of customers ever-changing  and  diverse, resulting in changes in the  

context  in  which  expectations  are formulated. Therefore, there is a need to consider 

context- related knowledge in the behaviour of a business process [51]. As customers 

are the key output value, a context model for a business process must consider the 
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business organisation and human beings, such as user context, environmental context, 

and the internal context, including organisational and goal contexts [52]. Considering 

the contextual information, a model has been proposed [52] which is called the onion 

context model as shown in Figure 4.  

 

 
 

Figure 4. Onion context model 

In the onion model, the innermost context (‘immediate context’ in Figure 4), is 

regarded as the core context and the contextual information from an outer layer is 

experienced by the immediate inner layer.  There is no such core component and inter-

layer experience in n-gram and tree structure context models with the exception of tree 

structure model where a child node inherits the information of its parent node. 

Since context models are crucial for the understanding of the review topics, the 

comparison among the different context models is presented in Table 5. 

Table 5: Comparison among the different context models 

Context 

Model 

Contextual 

Information 

Targeted 

Application 
Type Purpose 

Keyword 

context model 

[48] 

Instances of 

keywords 

Information 

and document 

retrieval 

n-gram 

For finding a best 

match sentence or 

document based on 

keywords. 

User context 

model 
User information 

Information 

retrieval 
Tree 

For managing 

customer and keeping 

in track with them. 

B2B context 

model 

Supplier and their 

product 

information 

Supply chain 

management 
Tree 

For evaluating and 

selecting prospective 

suppliers. 

Context tree 

model for a 

business 

processes 

Context related 

knowledge which 

adapts according 

to BPs' 

behaviours and 

stakeholders' 

requirements. 

Role-driven BP 

modelling 

approach 

Tree 

To make BPs self-

operating to minimise 

the requirement of an 

administrator 

assistance. 
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Business 

context model 

for big data 

collection and 

processing 

Product 

information 

Big data 

collection and 

processing for 

analysing 

customer 

feedback of a 

grocery shop 

Tree 

For understanding 

customer opinions for 

each product sold in 

shop 

Onion context 

model 

Description of 

regulatory 

systems and their 

surrounding 

environment. 

Any type of 

application that 

includes 

business 

processes such 

as business 

process 

management, 

enterprise 

resource 

planning, and 

customer 

relationship 

management. 

Onion 

For preparing 

alternative plans to 

cope with changes 

which may come 

within regulatory 

system or from 

external environment 

of the system. 

 

Since many different types of contextual models exist in the literature, this raises an 

important question: what types of contextual information are essential to context-based 

applications in the business domain and how can we ensure that they are appropriate 

for a business? The former requires the context modelling techniques, while the latter 

necessitates context evaluation.  The next section addresses this issue. 

3.3 Evaluation of contextual information 

Generally, context evaluation can be performed in two ways – evaluation of (i) a context 

model and (ii) contextualised business process (i.e., a business process which embeds 

context into its bedrock). They are described in the following sections.   

 

3.3.1  Evaluation of a context model 

Thus far, we have presented various types of context model structures used in many 

different applications in Section 3.2, but how they were developed has not been 

discussed. Before evaluating and concluding the efficacy of context models for business 

applications, it is important to consider how a context model is usually developed. In 

developing context-based methods, the first and most important stage is to model 

contextual information. To do this, the basic and the most popular way is to build a 

model based on observing and examining the attributes of a business system and its 

users and physical environments. For example, what types of contextual information a 

business system needs, what contextual information including environmental attributes 

may influence its users, what information a user may need at the time they work on the 

system, and what information a business system needs to be aware of when it is going 

through some changes. Is there any relationship among these pieces of information? 
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In [53], there are five main sequential and cyclic steps presented in context 

modelling: (i) learning what information a system needs, based on observing the 

activities of the system and the behaviours of users, (ii) making a prediction of what 

contextual information is potentially required, (iii) deciding on what information needs 

to be  considered in the context model, (iv) indicating the relationship among the 

types/pieces of contextual information based on practice and experience, (v) building 

the relationship among contextual information, users and systems. Although these steps 

have been mainly applied to context modelling in information retrieval, they have also 

been used in other context-based areas, such as business process, business intelligence 

and real-time analytics. By following these steps, context models can be developed 

more accurately [53]. Although a context model can be constructed following the above 

steps, an important question remains: how can this context model be evaluated 

appropriately in business applications? To address this issue, the model of a context can 

be divided into a number of fundamental contextual components. For example, the user 

context shown in Appendix A1 has been divided into five contextual components: (i) 

user expression, (ii) profile, (iii) industry sector, (iv) product service and (v) track 

record. For each of these components, similar to the unit or module test applying the 

white box testing technique in software engineering, some suitable test cases can be 

derived considering all possible, important and relevant contextual scenarios to ensure 

its validity for all aspects and assumptions, effectiveness and appropriate adaptation in 

a dynamic business process. Similarly, after testing and modifying all individual 

components, they can be combined.  Some test cases can be derived for integration 

testing to verify whether the components work together. The generic nature of a context 

model can be tested by applying it in different types of applications. Therefore, to test 

whether a context model is generic, we need to test whether it is applicable in other 

types of applications with minor modification or extension [54]. Another way to 

evaluate a context model is to assess a context model and its components by applying 

the contextual analysis technique introduced in [33] for a particular contextual scenario. 

This is detailed in the following section. 

 

3.3.2  Evaluation of contextualised business processes 

In a business process, contexts are analysed and evaluated based on determining the 

context variants via truths (e.g., the facts that shoppers asked about a promotional 

campaign, that a public holiday was in the region of the store) and statements (e.g., a 

shopper showed interest in a promotion or lack of it for being in a hurry). A process 

contributor (e.g., process designer, marketer, or salesman) is able to verify a truth. 

However, they are unable to verify a statement. The use of context analysis enables 

reasoning about the context in the business process as well as the discovery of other 

contextual information that may relate to the current context.  

Contextualisation of a business process via context analysis can guarantee to output 

a better business process model. In addition, the incorporation of context analysis into 

a business process can validate that a contextualised business process fits its context 

and is effective [33] [55].  
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4 Major business application areas exploiting big data and 

contextual information 

The survey of main business applications that use big data and the business ecosystem 

context has been conducted using a systematic literature review approach. The 

application of SLR in this survey is described in the following section. 

4. 1 Review methodology 

Recently, the systematic literature review (SLR) is being used in conducting the 

literature survey. This is because SLR provides a logical and systematic way to identify, 

evaluate and interpret existing research approaches associated with a particular research 

question, topic or issue. SLR reduces the likelihood of having bias and is regarded as 

secondary research as it forms the basis of primary research [56].  For this reason, in 

this paper, we chose to use SLR to present the state-of-the-art of major business 

application areas that use big data and context, which is the prime aim of this survey. 

This section presents the importance, implications and types of big data, including its 

7Vs and contextual information for those applications. The requirement of context to 

leverage big data for a business application is also presented in this section.  

To meet the above objective, the following research questions have been formulated: 

RQ1: Which major business application areas have exploited big data, context and 

both? 

RQ2: What are the implications of big data and contextual information on the 

selected applications? 

RQ3: Why is contextual information essential to extract the value from big data? 

For the research based on the questions mentioned above, the selection of search 

keywords, databases, and the inclusion and exclusion criteria are provided below:     

Search keywords: The terms that are related to the targeted business applications and 

big data analytics and contextual information were used for searching the relevant 

information. The final search strings were: “business applications”, “enterprise 

systems”, “enterprise resource planning”, “ERP”, “customer relationship 

management”, “CRM”, “supply chain management”, “SCM”, “big data”, “big data 

analytics”, “context” and “contextual information”.   

We also combined the associated search strings using OR operator such as "ERP OR 

big data", "ERP OR context", etc. 

Databases: Since business applications are not only articulated in research articles, 

but they are also the main focus of discussion from a large number of commercial 

products. Therefore, the data sources for searching relevant topics include academic 

research databases such as Google Scholar, IEEE Xplore, Springer and Science Direct, 
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and the websites/forums (nessi-europe.eu, dellemc.com, www.sap.com and 

intuital.com) for commercial products. 

Inclusion and exclusion criteria: The search scope includes (1) the data sources in 

English, (2) papers and articles containing the keywords in their content, (3) peer-

reviewed articles from academic sources including conference proceedings, journal 

papers and book chapters, and (4) articles and discussions from tech companies and 

magazines.  

The search criteria exclude (1) non-English data sources, (2) the papers and articles 

mentioning the search keywords only in their references, (3) data sources published 

before 2015 (except outstanding articles with the significant number of citations). 

Search results: The search results from Google Scholar returned about 11,300 articles 

that were relevant to the keywords. However, it reduced to approximately 7,880 articles 

after the time criterion “since 2015” was chosen. As per our aim (refer to the details 

provided in Section 4.2), the business application areas were tightened to three main 

areas: i) Enterprise resource planning (ERP), ii) Customer relationship management 

(CRM), and iii) Supply chain management (SCM). Moreover, the articles in these areas 

that mention big data analytics and contextual information were selected. The final 

number of primary articles including in the main section of this review was 23. 

The selected primary articles were divided into three groups representing the three 

particular business application areas mentioned above. According to the search results, 

there are a considerable number of SCM approaches that use big data and contextual 

information. The results show the number of articles in SCM is higher than that of ERP 

and CRM.  

4. 2 Review of major business applications that use big data and contextual 

information 

The advancement of ICT innovation and the increased recognition of the potential of 

big data are progressively motivating business organisations to use more and more 

business applications exploiting big data. These applications, primarily in the form of 

enterprise level software, perform core business functions and hence enable business 

organisations to adopt cost-effective and innovative services, and increase productivity.  

The most widely used enterprise level software that performs core business functions 

are:  (i) ERP, (ii) CRM, and (iii) SCM. With respect to their central focus on business 

entities and running core functionalities, these three systems are unique. Besides that, 

an ERP system also includes several essential functions of CRM and SCM called CRM 

and SCM components. However, a medium to large enterprise system requires 

independent CRM and SCM systems with a full set of core functions. For example, as 

shown in Figure 5, the main focus of ERP, CRM, and SCM is on business entities like 

employees, customers, and suppliers, manufacturers and other B2B collaborators, 

respectively and their core functionalities. 

http://www.sap.com/
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Because of the high cost, duration and complexity of deploying these systems, 

usually medium and large business organisations use all three software. Since CRM 

boosts up sales, and its complexity and cost are comparatively less, small companies 

also use it. However, with the increased adoption of cloud computing and innovative 

ICT approaches like Internet of Things (IoT), the distinction between these three 

enterprise level software is disappearing [57]. 

Changes in business contexts associated with business organisations and entities, 

technology and environment also lead to unpredictable events.  These events generate 

a massive amount of different types of data, including big data. The enterprise systems 

need to capture and leverage the value of these data. This value improves cost-

effectiveness and introduces innovation in services. 

In this section, we review the state-of-the-art business applications provided by ERP, 

CRM and SCM that have exploited big data and/or contextual information.  

 
Figure 5. Enterprise level software systems showing their main entities and interactions 

 

4.2.1 Enterprise resource planning (ERP) 

An ERP system integrates and streamlines six core functions/features: i) CRM 

components, ii) SCM components, iii) Business intelligence, iv) Human resource 

management, v) Inventory management, and vi) Accounting management. These 

functions/features assist a business organisation in achieving cost-effective operations 

and providing innovative services. 

In general, contextual information is mainly considered during the implementation 

stage of ERP systems ( [58], [59], [60]). The effect of contextual factors including 
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external contextual variables on the implementation and use of ERP systems has been 

analysed in [59] and [60]. These studies provided models of how to implement ERP 

systems considering contextual factors that can influence the benefits and satisfaction 

of users of ERP systems. For example, training programs and staff behaviours towards 

new ERP systems can be regarded as contextual factors. Exploration and management 

of these contextual factors help business organisations to achieve the goal of successful 

ERP implementation. 

Table 6 shows the types of contextual information that have been used in ERP 

systems. Contextual information is mainly focused on the factors or variables that may 

affect the success of ERP adoption such as individual, organisational, technological and 

environmental influences. Individual context includes the information regarding human 

factors such as user behaviours, literacy and age group. Organisational context consists 

of the information that reflects the situation of project preparation for business 

organisations such as training programs, job assignment and scheduled deployment. 

The technological context shows the computational infrastructures that business 

organisations use and the budget they are willing to invest. Technological contexts have 

been highly recommended for cloud systems. Environmental context can be regarded 

as changes during ERP adoption such as over budget, economic crisis and bankruptcy. 

A few studies have applied contextual information and big data analytics in business 

intelligence [61] and [62] and accounting management [63] components of an ERP 

system. Since business intelligence needs to leverage the value of different data types 

from various sources, it is expected that both big data and contextual information use 

will increase sharply over time. In contrast, an ERP's human resource management 

component has many approaches that utilise context and big data with a popular, but 

essential tool, namely talent analytics [64] [65] [66]. 

Big data solutions for ERP have attracted the relevant research community since the 

late 2000s. The review in [63] has emphasised that connecting traditional data with new 

unstructured data sources delivers powerful evidence for economic activity, especially 

accounting function. In [61] and [62], a new term of ERP called "big-data ERP" is 

presented. The big-data ERP framework processes not only transactional data coming 

from business operations but also the data that are collected from IoT networks and 

social media. This ERP framework helps the ERP systems acquire more data, including 

contextual information to process primarily for the function of business intelligence. 

For collecting more data for an ERP system, several external devices such as RFID 

(“radio-frequency identification” tags or smart labels are encoded and attached on 

products) and GPS (global positioning system) have been attached with products, and 

relevant services have been developed to collect real-time information using those 

devices. With RFID being embedded with everyday products, such services will have 

to deal with a huge amount of data in the future. Khazeali et al. [67] discussed a solution 

for transforming traditional ERP to cloud-based ERP and highlighted the benefit of 

cloud-based ERP, especially for SMEs (small-medium enterprises). 
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Table 6. Contextual information used in key enterprise software 

C
o

n
te

x
tu

a
l 

in
fo

rm
a

ti
o
n

 

ERP CRM SCM 

• Individual context 

• Organisational context 

• Technological context 

• Environmental context 

• The physical 

behaviour of 

customers 

• Customer 

location 

• Traffic status 

• Procurement: Supplier information 

and product details. 

• Manufacturing, logistics and 

transport, and demand 

management. Information includes 

consumer demand, product trend, 

traffic information, weather and 

disaster information 

 

Apart from academic research, many ERP vendors have already developed their 

commercial ERP products to deal with big data. For example, SAP, one of the biggest 

ERP providers, has introduced a generation of ERP where big data analytics along with 

mobility services and IoT applications have been applied since 2006 (www.sap.com). 

Another well-known ERP vendor – Oracle, has also developed special tools for data 

integration from various sources (www.oracle.com). To collect and process big data, 

these tools need to integrate existing big data analytics platforms and tools such as 

Apache Spark, Hadoop and SAP HANA. Besides these, recently, most ERP vendors 

have focused on cloud-based ERP to reduce the cost of computing resources for their 

clients. 

Table 7.  Big data dimensions in relation to three key enterprise software 

Big data 

dimension 

Key enterprise software  

ERP CRM SCM 

Variety 

- Internal data: structured 

data (e.g., financial, 

employee data), 

unstructured data (e.g., 

email). 

- Unstructured external 

data (e.g., social media 

and customer tracking 

information)  

- Similar to ERP but 

more focused on the 

customer, for example, 

internal data like 

customer feedback and 

inquiries. External data 

include potential 

customer and customer 

trends. 

  

 

- Data for SCM are 

mostly relevant to 

product information 

(e.g., product 

inventory, delivery 

information, 

innovation and 

development), 

product movement 

information such as 

product tracking 

information, 

transport and traffic 

situation, and 

weather forecast. 

Velocity 

- Speed is required mostly 

for cloud-based systems 

and tracking information.  

- Can be very high as 

customer data are 

generated from various 

- Very high as data 

are generated at high 

speed from external 

sources to support 

http://www.sap.com/
http://www.oracle.com/
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sources including 

online platforms. 

 

on-time decision 

making, especially in 

manufacturing, and 

logistics and 

transport. 

Volume 

- Cloud-based ERP 

systems help business 

organisations to deal with 

data volume. 

- Large organisations 

like Apple, IBM, Ford, 

and Walmart have a 

large volume of 

customer-related data.    

- A cloud-based CRM 

system is also a popular 

option for medium and 

large business 

organisations to deal 

with a huge volume of 

data. 

- The amount of data 

processed in SCM 

systems is larger 

compared with the 

data processed in 

ERP and CRM 

systems as SCM 

systems cover a wide 

range of data starting 

from customer 

demand,  product 

management, 

delivery to weather. 

- Cloud-based SCM 

systems are also a 

current trend to store 

and/or process huge 

volumes of data to 

reduce ICT costs.  

Veracity 

- ERP systems mostly 

focus on integrating and 

processing internal data; 

these data are usually 

filtered and stored based 

on the needs and data 

policy of business 

organisations.  

- Therefore, the trust of 

these data is very high. 

- A large part of 

customer feedback is 

collected from online 

systems such as social 

media. Therefore, trust, 

correctness and worth 

of these data are 

crucial.  

- Similar to CRM but 

the veracity in SCM 

needs more attention 

than CRM as data are 

relevant to not only 

the customer but also 

product trends and 

supply status. 

Validity 

- High validity.  - Filtering and 

capturing valid data are 

more challenging than 

in CRM. 

- Capturing deep 

insight of data 

requires further 

research in SCM 

systems. 

Volatility 

- Depends on the nature 

of a business and its 

policy. 

- Usually more volatile 

than ERP. 

- Same as CRM but 

more volatile than 

ERP. 

Value 

- High value. - Discovering value 

from CRM data is more 

challenging. 

- Similar to ERP and 

CRM, SCM data are 

also valuable.  
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The description of the seven dimensions of big data and the type of contextual 

information has been presented in Sections 2 and 3, respectively.  An overview of how 

seven dimensions of big data are considered in these enterprise level software systems 

is presented in Table 7. Similarly, Table 6 illustrates the types of contextual information 

considered in each of them. 

Table 7 shows the research and commercial products for ERP systems have covered 

six dimensions of big data except “volatility”. This is because it depends on the nature 

of a business and its data retention policy and warranty period. As data processed in 

ERP systems are mainly produced within a business organisation, “variety” of big data 

in ERP systems includes structured internal data such as financial and employee data, 

and unstructured internal data like email and report. ERP systems can also process 

unstructured external data including customer information from social media and 

customer tracking information. However, processing unstructured external data is not 

the main objective of ERP systems. Those data are mainly analysed in CRM and SCM 

systems discussed later. 

The speed of data processing, i.e., “Velocity” is mostly considered in cloud-ERP 

systems. However, none of the existing approaches for ERP systems have directly 

emphasised “veracity”, “validity” and “value”. As ERP systems focus on integrating 

and processing internal data, these data are usually structured, filtered and stored based 

on the need and data policy of business organisations. Therefore, trust, correctness and 

worth of these data should be very high. 

For each of the seven dimensions, the significance of contextual information in terms 

of data understanding and preparation is presented in Table 4 in Section 3.1.1. 

Daneshgar [58] showed that without context it is difficult to extract deep insight or 

value of big data. The use of contextual information along with or without big data has 

also been proven to create a big impact on ERP systems. In [58], an object-oriented 

framework is presented which facilitates the sharing of contextual knowledge/resources 

that exist within ERP processes. Babu et al. [61] emphasised that big data helps ERP to 

have a contextual view of the automated decision-making process. A framework called 

“Application integration framework for big data analytics in ERP” was introduced to 

convert unstructured contextual data from many sources into a semantic representation 

that is usable for predictive models. 

 

4.2.2 Customer relationship management (CRM) 

A CRM system consists of three main functions: i) sale automation, ii) lead 

management, and iii) customer service and support. A CRM system helps business 

organisations facilitate and preserve strong customer relationships. CRM systems allow 

business organisations to categorise the customers based on their expectations and 

create strategies to attract, retain and track potential customers with an aim to increase 

revenue. 

Contextual information and big data have been taken into account in these systems 

since the mid-2000s. As one of the main purposes of CRM systems is to improve the 
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relationship between business organisations and their customers, contextual 

information is mostly related to the customer profile, action and location as presented 

in Table 6. This includes physical behaviour and customer location which are mainly 

collected via IoT networks. Besides this, traffic status like traffic congestions and 

roadworks that might impact customer order delivery is also one of the contextual 

information that has been considered in CRM systems. 

Up to our knowledge, contextual information and big data analytics have been 

considered mostly in the two CRM functions: (i) lead management [68] and (ii) 

customer service and support [69]. As the primary purpose of the lead management is 

how to seek potential customers and keep track of them, analysing contextual 

information of potential customers helps a business to capture customer psychology. 

Similarly, to improve the quality of customer service and support, it is essential to 

understand the contextual information of customers so a business can build a strong 

bond with them. 

An approach for the integration of service-based adaptation in a planning framework 

is presented in [69] so that compositional adaptation to the context-aware applications 

can be done. A scenario of context-aware CRM by using the proposed approach is 

introduced. In this scenario, context-aware CRM was installed on a user’s smart-phone. 

By automatically detecting the current location of customers and their surroundings via 

the mobility services in ubiquitous and service-oriented environments, context-aware 

CRM enables its users to keep on track with customers. In [70], a company named 

Aspedia has claimed that its product is the world’s first commercial product for context-

aware CRM named CoCRM. In this product, contextual information is applied to CRM 

system so that it enables to detect what a user needs based on the business environment. 

To collect these types of contextual information, there is a need for applying big data 

analytics in CRM systems through big data tools and IoT networks. Park et al. [68] 

introduced a framework for CRM system named uCRM. Unlike traditional CRM, 

uCRM can receive real-time information from customers such as their physical 

behaviour and current location by utilising ubiquitous computing technologies. This is 

done by attaching RFID tags with their products. When customers collect products with 

RFID tags, they are tracked and the relevant customer data are sent to the context data 

warehouse via intermediary networks such as a wireless local area or mobile network. 

This evidences the application of both contextual information and big data analytics to 

improve the effectiveness of CRM systems. 

In practice, context and big data have been extensively considered in customer 

service and support. This vast use is evidenced from the trend of successfully deploying 

virtual staff to communicate with customers (e.g., AskJess from Jetstar (jetstar.com), 

virtual teams from Dell (dell.com) and Basecamp (basecamp.com)). To do this, not 

only a massive template of question-answer is made but also a large amount of 

contextual information is applied. The processing of big data plays an essential role in 

this area. The questions that arise from customers are generally unstructured but have 

the contextual information surrounding them. These inevitable and simultaneous 

questions are regarded as a source of big data whose value is to be perceived 
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appropriately to improve customer satisfaction levels. Therefore, high-performing 

virtual information needs to be captured well and processed effectively. 

Additionally, because people currently tend to share their thoughts, emotions, and 

feeling on social media, capturing more data from social media to get more valuable 

information strongly demands the implementation of big data analytics. 

The “Variety” of CRM data is higher than that of ERP data (Table 7). This is because 

unlike the manipulation of structured internal data (primarily) in ERP systems, the aim 

of CRM systems is to consolidate the relationship between business organisations and 

their customers. Therefore, collecting and processing customer information from 

available external domains are essential tasks for CRM systems. 

Similarly, “velocity” and “volume” of CRM big data are higher than those of ERP. 

This is a result of the focused attention on collecting real-time external data such as 

customer tracking information and customer trends in CRM systems. As alluded before, 

cloud-based CRM systems are highly recommended to deal with data volume and 

computational infrastructures to achieve cost-effectiveness and add innovative services. 

As types of data for CRM systems are different compared to ERP systems, “veracity”, 

“validity” and “value” mainly depend on external data sources. This necessitates trust, 

correctness and worth of these data to be specially treated. However, to the best of our 

knowledge, no study exists in the literature that specifically discusses issues associated 

with the variety and validity of CRM big data. Therefore, this demands more research 

to devise a better solution for filtering and capturing relevant and reliable CRM big 

data. 

4.2.3 Supply chain management (SCM) 

 

Unlike ERP and CRM, the utilisation of big data analytics and contextual information 

is more prominent in SCM. A number of studies and commercial products which 

include big data analytics and context awareness have been introduced. Especially, a 

remarkable amount of them was released from 2014 to 2017 [71], [72]. 

A SCM system comprises five main functions: i) procurement [73], [74], ii) 

manufacturing [75], [76], [77], iii) warehousing [78], [79], iv) logistics and 

transportation [80], [81], [82], and v) demand management [83], [84]. Exploration of 

context awareness and applying big data analytics are mostly concentrated on 

manufacturing, and logistics and transportation. Besides, several studies have also 

focused on the implementation and adoption of SCM systems [85] [86]. 

As SCM not only manages the optimal inventory level and transportation but also 

takes care of product quality, the data processed in SCM systems are mostly related to 

raw materials, products, suppliers and partners. These generate a large amount of 

external big data. Similar to CRM, SCM data are also a combination of structured and 

unstructured internal and external data. In Table 7, therefore, “variety” and “volume” 

in SCM is considerably high compared with those in ERP and CRM. 

The procurement in SCM primarily selects suppliers based on the database of product 

details available in suppliers’ information systems [73], [74]. In addition to this, the 
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manufacturing, warehousing, logistics and transport, and demand management in SCM 

also use contextual information collected from external data sources (Table 6). The 

example of this is the information on market demand and demand management [83], 

[84], warehousing, logistics and transports, and weather change [80], [81]. A number 

of big data analytic techniques and tools such as sentiment mining, predictive analysis 

and machine learning [78], [82] has been proposed for better demand management. The 

“Velocity” directly affects decision making in SCM such as just-in-time and lean 

supply chain. Additionally, SCM’s dependency on external data sources means it 

requires more rigorous research on “veracity”, “validity” and “value” to improve the 

effectiveness of applying big data analytics to SCM for better decision making. 

The two most important key parts of SCM are – (i) how to manage inventory 

optimisation for providing on-time delivery and (ii) how to detect and prevent low/out 

of stock products. RFID tags attached to each consuming items are one of the feasible 

solutions for the above issues. The most updated product inventory status received 

through these tags can be regarded as contextual information. Because of the high cost 

of RFID tags and readers, sensors for detecting light or weight of products installed in 

supermarket shelves are used as an alternative solution. These sensors send warning of 

low/out of stock products to SCM systems when they reach the alert levels [84], [83]. 

Data collected from sensors along with other data from public domains (e.g., weather 

and traffic channels) using big data analytics tools are also integrated into SCM as 

contextual information [80], [81]. 

As alluded before, in general, an ERP system includes several basic functions similar 

to CRM and SCM systems. However, only ERP is not sufficient enough for business 

activities and management, especially for medium and large business organisations. 

Therefore, there is a need for utilising these three systems into current business 

organisations.  ERP focuses on internal business processes, while CRM is on more 

targeted marketing, sales and customer services, and SCM mainly handles product 

distribution and supplier management. 

 

4.2.4 Distribution of academic studies and commercial products for ERP, CRM 

and SCM systems that use the cloud, big data or context 

 

For ERP, CRM and SCM systems, so far what we have presented show academic 

studies and commercial products that leverage big data, context or both are being 

evolved over time. This increasing usage of big data or contextual information 

represents their crucial role in adding value to business and significance in the 

introduction of innovative services for these types of business systems. 

Table 8 shows the distribution of academic studies and commercial products that use 

the cloud, big data or context. Both CRM and SCM have a few approaches that use 

both big data and contextual information indicating the importance of context for 

harnessing the value from big data. Because these two systems require to handle 

dynamically changing information having different types of both structured and 

unstructured data. 
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Data are also being continuously generated from many various sources, especially 

from external sources like the data sources for sale automation; customer service and 

support; market and demand management; and logistics and transport management. 

Table 8 also presents the adoption of cloud services by ERP, CRM and SCM systems. 

Since ERP uses mainly internal data, it has more cloud services than CRM and SCM. 

Note, all commercial products for ERP, CRM and SCM systems are cloud-based. The 

main reasons for this are the enormous benefits of the cloud. Cloud significantly 

reduces the cost for software, hardware and maintenance; provides the illusion of 

availability of infinite storage, computing and I/O resources; dynamically scales those 

resources based on demands; and supports real-time data analytics and cognitive 

decision-making process for many applications from business, financial to healthcare. 

Table 8. Research studies and commercial products for ERP, CRM and SCM systems that 

consider big data or/and context 

Research 

study/vendor 

Business 

application 
Product type 

Cloud-

based 

Use 

Big 

data 
Context 

[58] [59] [60] 

ERP 

Academic 

studies 

  ✓ 

[61] [62] [63]  ✓  

[67] ✓ ✓  

Acumatica 

Epicor  

Infor  

Microsoft 

Oracle-NetSuite 

SAP 

Commercial 

product 
✓ ✓  

[68] 

CRM 

Academic 

studies 

  ✓ 

[69]  ✓ ✓ 

HubSpot 

Microsoft 

Oracle-NetSuite 

SAP  

Zoho 

Commercial 

product 

✓ ✓ ✓ 

Aspedia  ✓ ✓ 

[73] [74] [75] 

[76] [77] [78]  

[79] [80] [81]  

[82] [83] 

SCM 

Academic 

studies 
 

✓ ✓ 

[84] [85] [86] ✓  

Epicor  

Infor 

GTNexus 

Manhattan 

 Oracle 

SAP 

Commercial 

product 
✓ ✓ ✓ 

 

The applications and studies of big data analytics and context awareness for 

ERP/CRM/SCM systems have been proven to improve cost-effectiveness and 

introduce innovative services. As mentioned before, as ERP is mainly responsible for 
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managing internal business processes, while CRM and SCM primarily deal with 

external factors, the research and applications on big data analytics and context 

awareness for CRM and SCM are substantially higher than those for ERP. 

5 Future research challenges 

As emphasised in the previous sections, the importance of embedding context into 

computing to support business management systems and the effectiveness of these 

methods/applications has been recognised by the relevant research community. 

Although many approaches/applications using context models have been developed, 

major challenges for business organisations and significant research issues for the 

research community remain. Future research challenges on context-aware systems for 

business applications are outlined below:   

1. Once a business process is contextualised, it can be used in data mining for targeted 

collection of data and then process them accurately. This will collect more data but 

with increased relevancy through semantic manipulation, thereby enabling capture 

of deep insights. In the work reported in [38], we introduced a method that 

addressed this issue for text type data only, but it is not suitable for other data types 

(e.g., video, audio, image).  Hence, it remains a challenge to model the business 

process to enable big data to handle diverse data types concurrently. 

2. Current context models lack the use of image, audio and video data to represent 

themselves. However, in addition to text data, these multimedia elements can play 

a vital role in depicting a clearer picture of a context and its adaptation process 

over the time. To date, the techniques for metadata representation defining contexts 

in the domain of these elements and the scalability of those techniques to capture 

instantaneous context adaptation have not been explored. Therefore, challenges lie 

in developing innovative context-aware methods to extract comprehensive 

contextual information from these diverse data types.  

In addition, many metadata repository products are still designed by technical 

experts rather than business experts. Some of these products still have a cryptic 

metadata language, lack sophisticated reporting capabilities, are not context-

sensitive, and require an understanding of the meta-model that describes the 

metadata objects and their relationships [87]. This indicates the pressing need for 

the development of a meta-data model focusing on a business view and context, in 

order to reduce the requirement to understand metadata objects and their 

relationships. 

On the other hand, the role of a metadata repository is extremely important in ERP. 

An ERP needs better metadata repository support to manage both structured and 

unstructured data, as well as methodologies or techniques that can analyse and 

process data more effectively. 

3. A business organisation needs real-time processing of big data so that a user 

receives the required and desired information on time. The studies presented in 

Section 4 highlighted the importance of contextual information in real-time big 

data analytics, but the effort is still in an embryonic stage. The difficulty lies in the 

filtering and validation of relevant contextual information and processing being 

done within the time limits specified by respective applications. This motivates the 
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rigorous investigation of real-time context-aware big data processing techniques 

and the manipulation of contextual information of any business entity instantly, 

including internal and external entities.  

4. As B2B collaborations are included in SCM, exchanging information/data between 

business organisations and their partners such as suppliers and retailers needs a 

stringent privacy and a lightweight and adaptive security policy. Rapid 

technological development is gradually making communication and computing 

devices very smart and tiny.  As all of these devices are connected through a 

pervasive computing environment, they are always connected and business 

services are available on any device at anytime from anywhere across the world.  

This demands a security framework with pervasive security mechanisms (e.g., 

intrusion detection, security audit trails) for SCM enforcing stringent privacy 

among businesses and partners and a scalable and adaptive security policy. 

 

6 Conclusions  
 

In this paper, an overview of context-based methods in big data analytics for business 

applications is presented. A general background of big data analytics, the definition of 

context, context models and their evolution, and context evaluation techniques are also 

provided. We have presented three the state-of-the-art business applications, namely 

enterprise resource planning, customer relationship management and supply chain 

management, and showed how current research and commercial products of those 

applications, supported by enterprise level software, exploited big data and/or 

contextual information to their advantage. A number of further research challenges and 

their significance in business applications are emphasized. Of particular interests are 

how to model the business processes to enable big data to handle diverse data types and 

to devise methods for comprehensive extraction of contextual information from those 

data, perhaps by defining scalable metadata representation of context in various 

domains. Solution to these and other research challenges outlined in the previous 

section will see widespread use of context-aware business applications by small to large 

scale organisations in the next decade. 
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Appendix 

 
A1. An example of a user context model 

 
 

 
A2. A business context model for big data collection and processing 
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