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Abstract
In this article, we propose two new routing protocols for wireless sensor networks. First one is AM-DisCNT (angular
multi-hop distance–based clustering network transmission) protocol which uses circular deployment of sensors (nodes)
for uniform energy consumption in the network. The protocol operates in such a way that nodes with maximum residual
energy are selected as cluster heads for each round. Second one is iAM-DisCNT (improved AM-DisCNT) protocol
which exploits both mobile and static base stations for throughput maximization. Besides the proposition of routing pro-
tocols, iAM-DisCNT is provided with three mathematical models: two linear-programming-based models for information
flow maximization and packet drop rate minimization and one model for calculating energy consumption of nodes.
Graphical analysis for linear-programming-based mathematical formulation is also part of this work. Simulation results
show that AM-DisCNT has 32% and iAM-DisCNT has 48% improved stability period as compared to LEACH (low-
energy adaptive clustering hierarchy) and DEEC (distributed energy-efficient clustering) routing protocols. Similarly,
throughput of AM-DisCNTand iAM-DisCNT is improved by 16% and 80%, respectively, in comparison with the counter-
part schemes.
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Introduction

Wireless sensor networks (WSNs) are composed of
small, compact, and lightweight sensors called nodes.
These nodes are deployed to monitor the environmen-
tal conditions (such as temperature, light, sound, and
fire) and gather the information of interest. Then, fol-
lowing a specific routing strategy, the encoded informa-
tion in the form of data messages is transmitted to base
station (BS) where it is decoded. By encoded data we
mean sensed data in the form of bits (information) and
by decoded data we mean extracted information when
the encoded data are successfully received at the sink.
Figure 1 shows the WSN clustering technique, where
communication between cluster head (CH) and cluster
member nodes (MNs) is direct. Applications of WSNs

include constant monitoring and detection of specific
events such as battlefield surveillance, weather forecast,
flood detection, and patient monitoring.1–4

Methods of data delivery to BS depend on applica-
tion and can be categorized into four types: continuous,
query driven, event driven, and hybrid. The first
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method allows each node to transmit data periodically.
In the second method, data are transmitted when a
query is generated by BS. Similarly, event-driven trans-
mission is triggered by occurrence(s) of specific event(s).
A hybrid data delivery method utilizes two or more
methods at the same time. Routing protocols are highly
influenced by these data delivery methods in terms of
energy consumption.5,6 Therefore, selection of proper
data delivery method is one of the major challenges
faced by the sensor network routing protocols.

Each node is equipped with limited energy source,
usually a battery. Therefore, proper route selection for
data transmission is of extreme significance.7–9 In Jin et
al.,10 authors discussed the relation between hop count
and energy consumption on theoretical as well as prac-
tical point of view. For example, Figure 2 shows
the comparison of single-hop communication and
multi-hop communication with respect to energy con-
sumption when the distance between nodes and sink is
subject to increase. As evident from the figure, direct
communication penalizes nodes far away from sink,
whereas multi-hop communication penalizes nodes
nearer to the sink. Therefore, clustering is required to
balance the energy consumption of farther as well as
nearer nodes. Prior to routing, random deployment of
nodes leave some regions un-monitored. So, the place-
ment of BS should be such that it can conveniently get
packets from every part of network.

Scalability is one of the major design considerations
in sensor network applications. In a single-tier network,
aggregator node is overloaded whenever the network
density is increased. This overloading may cause latency
along with high energy consumption. So, single-tier
WSNs are not scalable because nodes are not capable

of long-haul communication. In order to cover large
network area, without degrading quality of service,
clustering has been introduced as one of the very fruit-
ful routing approaches.5

In this article, our focus is on the network lifetime
maximization and minimization of packet drop ratio.
For this purpose, two cluster-formation-based routing
protocols for WSNs are presented: AM-DisCNT (angu-
lar multi-hop distance–based clustering network trans-
mission) and iAM-DisCNT (improved AM-DisCNT).
In AM-DisCNT, network area is divided into circular
regions such that inner circle nodes directly communi-
cate with BS, whereas outer circle nodes form clusters
in their defined areas. CHs gather data from nodes
associated with them and after aggregation, send these
data to BS using multi-hop technique. CHs are more
penalized as compared to the MNs of clusters because
they have to relay data of the MNs, and they deplete
their energies soon. To overcome this issue, another
scheme iAM-DisCNT is proposed that is equipped with
mobile BSs. Role of CH is shifted to mobile BS. We
assume that these Mobile BSs have no constraint of
energy. They move in the field and gather data directly
from the nodes. Moreover, iAM-DisCNT is aided with
linear-programming-based mathematical models for
data flow maximization and packet drop minimization.
Here, it is important to mention that section ‘‘The pro-
posed protocol: AM-DisCNT’’ summarizes our previ-
ous work in Rao et al.11 and section ‘‘Extending
AM-DisCNT: iAM-DisCNT’’ includes the improve-
ments made to our previous work.

Rest of the article is organized as follows. Section
‘‘Related work’’ contains a brief review of related work.

Figure 1. WSN with clusters.

Figure 2. Comparison of energy consumption: direct
communication (DC) versus minimum transmission energy
(MTE).
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Section ‘‘The proposed protocol: AM-DisCNT’’
describes the motivation for the proposed protocols.
Section ‘‘Extending AM-DisCNT: iAM-DisCNT’’ pre-
sents the details of AM-DisCNT protocol and
also contains explanation about the drawback of
AM-DisCNT protocol and proposition of the second
routing protocol ‘‘iAM-DisCNT’’ along with linear-
programming-based mathematical models for data flow
maximization and packet drop minimization. Section
‘‘Simulation results’’ provides the simulation results
along with discussions. Finally, section ‘‘Conclusion
and future work’’ concludes the article and states the
future work.

Related work

In this section, a brief overview of related research work
is presented. Here, the focal point is hierarchical routing
protocols and cluster organization based in particular.

LEACH (low-energy adaptive clustering hierar-
chy)12 is a hierarchical clustering algorithm which ran-
domly selects nodes as CHs. Basically, LEACH works
in two phases: set-up phase and steady-state phase. In
set-up phase, nodes are randomly deployed in network
field such that each node is initially equipped with
equal energy. Deployment is followed by random selec-
tion of CHs where each node generates a random num-
ber and compares it with a threshold value. If the
generated random number is less than the threshold
value, then that node is selected as CH for the current
round. Soon after the selection of CHs, remaining
nodes associate themselves with the nearest CH. In
steady-state phase, time division multiple access
(TDMA)-based schedules are assigned to nodes and
CHs for data transmission such that each node or CH
associates within its allocated time slot only. Thus, we
can say that LEACH uses two modes of communica-
tion, that is, between nodes and CHs, and between
CHs and BS. In LEACH, CH selection is random and
non-uniform. Due to this non-uniformity, density of
clusters varies in different regions causing loss of data.
LEACH-C (LEACH centralized)13 uses centralized
clustering algorithm, where the information about the
energy and location of nodes is sent to BS. The CH
selection is random in LEACH-C. In LEACH-C, BS
makes sure that node with lower energy than the net-
work’s average energy does not become CH. However,
nodes away from BS are unable to send their data to
BS due to less energy, thus leading to network partition
(improper coverage of the network). Moreover, selec-
tion of CHs is random like LEACH, thereby causing
nodes to deplete their energy in an unbalanced manner
which ultimately leads to decreased network lifetime
and throughput. In multi-hop LEACH,14 data sent by
nodes are received at BS through a chain of CHs. In

case of multi-hop LEACH, nodes which are not in the
vicinity of any CH, send a request to near-by nodes to
become their temporary CH. However, CH selection is
random which leads to problem similar to that in
LEACH, LEACH-C, and multi-hop LEACH. This
agreement does not guarantee monitoring of the entire
network. A-LEACH (advanced LEACH)15 selects CHs
on the basis of current state and random probability.

TEEN (threshold-sensitive energy-efficient sensor
network protocol)16 is the first reactive protocol for
homogeneous WSNs. This protocol defines two thresh-
olds: hard and soft. The set-up phase of TEEN is
similar to that of LEACH, where CHs are randomly
selected from the set of eligible nodes. Whereas, data
are not transmitted until the threshold is reached in
steady-state phase. That is why TEEN is not a
good option for applications that require periodic data
monitoring. APTEEN (adaptive threshold-sensitive
energy-efficient sensor network protocol)17 sends data
periodically and also provides information on time-
critical events. Main drawback of TEEN and APTEEN
is the complexity of forming clusters in multiple levels
implementing threshold-based functions and dealing
with attribute-based naming of queries.

SEP (stable election protocol)18 is the first
heterogeneity-aware WSN protocol which uses proac-
tive data reporting. The authors consider two levels of
energy in a hierarchical network such that each node
independently elects itself as a CH based on probability
value. Node with more residual energy hold strong
chances to be selected as CH due to biased probability
weight in proportion to residual energy level.
Following the same technique as that of LEACH, data
scheduling and transmissions occur in SEP as well. In
Aderohunmu and Deng,19 authors propose E-SEP
(enhanced-SEP) routing protocol for heterogeneous
WSNs. The proposed proactive E-SEP protocol
extends the concept of SEP from two-level heterogene-
ity to three levels.

DEEC20 (distributed energy-efficient clustering) gen-
eralizes the concept of SEP to multi-energy levels in a
homogeneous proactive environment. This protocol
selects CHs on the basis of nodes’ residual energy and
average energy of the network. Soon after the CHs
selection, minimum distance–based association of
nodes with CHs takes place. Finally, BS assigns
TDMA-based schedules to nodes as well as CHs. In
these schedules, data transmissions from nodes to their
respective CHs and from CHs to BS occur. DEEC pro-
tocol also has variable number of clusters and their size
vary indefinitely. SDEEC (stochastic distributed
energy-efficient clustering)21 introduces a balanced
method for CH election. This method is more efficient
than previous techniques as it uses stochastic scheme
detection. SDEEC outperforms SEP and DEEC in
terms of network lifetime.
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In Luo and Hubaux,22 authors investigate the joint
sink mobility and routing problem. They first solve the
problem by primal dual algorithm while considering
single BS and then it is generalized with the consider-
ation of multiple BSs. Behdani et al.23 use mobile BS to
maximize the lifetime of WSNs, where the BS moves
with a finite speed to collect data from static nodes. In
Haeyong et al.,24 authors increase the network lifetime
by deploying multiple BSs where mixed integer linear
programming is used to determine the position as well
as traffic flow from/toward the mobile BS.

To improve the efficiency of a WSN, energy con-
sumption should be minimized that also improves the
network lifetime. Rahim et al.25 address the issue of
communication efficiency and power consumption. As
nodes have limited battery, the energy efficiency is a
critical issue. They give the solution by distributing traf-
fic uniformly across the network.

A hierarchical clustering scheme, called LESCA
(location energy spectral cluster algorithm) is proposed
in Jorio et al.26 This scheme calculates the total number
of clusters in a network. For finding optimal number
of clusters, it takes into account residual energy as well
as properties of nodes. It uses K-ways algorithm in
order to determine the clusters and respective CHs. For
this purpose, it uses average energy and distance to BS.
The simulation results show that if the network does
not form optimal number of clusters, the total con-
sumed energy increases exponentially per round.

AUV-PN (autonomous underwater vehicle visits
path nodes) is proposed in Khan and Cho.27 To gather
data, an AUV is deployed in the field. By taking con-
stant depth of AUV, that is, Davu\D, the problem is
simplified into two-dimensional field. The two-
dimensional network field is divided into several sub-
regions (clusters). When network starts, AUV logically
divides the network into clusters and broadcast the clus-
ter information. Nodes identify their respective cluster
using the broadcast information. After nodes’ associa-
tion phase, MNs selects a CH. These CHs further
divides the clusters into several sub-clusters. A CH
selects a PN which gathers data from MNs and relay it
to the AUV. AUV collects the PN information from
the clusters. In second phase, AUV takes data gathering
tour in which it visits each PN and receives collected
data. Data are sent to the BS in three hops: sub-cluster
nodes send the sensed data to the PN in first hop; in
second hop, PNs send the received data to AUV; and in
final hop, an AUV forwards the received information
to the sink. PNs gather data continuously except the
interval in which they transfer their data to AUV. After
each tour (round), AUV returns to the start point from
where it sends data to the surface sink. PN assigns the
time slots through TDMA to MNs for data transmis-
sion. Table 1 presents the in-depth comparative analysis
of the selected protocols. T
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The proposed protocol: AM-DisCNT

In order to cope with the problems stated in the intro-
duction and motivation sections, we proposed a new
proactive routing protocol, AM-DisCNT, for heteroge-
neous WSNs. The proposed protocol uses direct com-
munication and static clustering to cope with the design
constraints. Our work is based on the assumption that
the network field is circular. Coverage means that
sensed data from the entire network field is accessible at
the BS. Rather than randomly deploying nodes in the
entire network field, we randomly deploy uniform num-
ber of nodes in each sub-region to ensure full area cov-
erage. Detailed description is provided in the upcoming
subsections.

Field distribution and architecture

AM-DisCNT divides the network area into two con-
centric circles: inner circle with radius ‘‘ri’’ and outer
circle with radius ‘‘r0.’’ BS is placed at the center of the
circle. Circular region is considered to get maximum
output from every region of the network. Unlike rec-
tangular networks, corner nodes do not consume extra
energy during communication. Inner circle nodes
directly send the sensed data to BS, whereas, outer cir-
cle nodes communicate with their respective CHs.

The schematic diagram of AM-DisCNT is summar-
ized in Figure 3. N nodes are deployed randomly in two
circular regions: inner circle and outer circle. The nodes
are assumed to be static, that is, their position does not
change after deployment. Inner circle nodes directly
send sensed information to BS, whereas outer circle
nodes are further organized into eight sub-regions. This
logical divisioning is done for the purpose of clustering.

Equal number of nodes are deployed in each region. In
the outer eight regions, fixed number of nodes are ran-
domly deployed to provide full area coverage. Outer
region nodes send sensed data to their respective CHs,
and the CHs then forward the data either directly to BS
or through intermediate node of inner circle depending
on its transmission range which is shown Figure 3.

Nodes are often located far from the BS, and they
always have data to transmit. Outer circle of AM-
DisCNT is divided into eight equal regions. Thus, the
network area consists of nine regions: a inner circular
region ‘‘T1’’ and eight outer regions (from R1 to R8).
Area divisioning decreases the communication distance
between sender and receiver. T1 of the network is
formed to separate nearer nodes from farther nodes.
nT1 nodes out of N are randomly deployed in T1. x and
y coordinates of nT1 are calculated as

XnT1
= ri cos (u) ð1Þ

YnT1
= ri sin (u) ð2Þ

where 0� u� 2p and 0\ri� S. S can be any positive
integer.

In order to deploy the nodes, we assume the ability
to detect the empty areas and then deploy nodes in
those empty areas. First, nT1 nodes are deployed in T1

and then the nodes nr1, . . . , nr8 are deployed in
r1, . . . , r8, respectively. We also assume that the com-
munication range of all the wireless nodes is within
their own defined regions except CHs. The nodes are
bounded to communicate within their own specified
regions. In regions r1 to r8, the x and y coordinates of
nodes are given in the same way as for circular region
‘‘T1’’ in equations (1) and (2). Value of u is different in
the following equation

Figure 3. Schematic diagram of AM-DisCNT: (a) network topology, (b) inner circle: nodes to BS communication, and (c) outer
region: communication of nodes with CH.
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Xi =R0 cos (u)Yi =R0 sin (u)

here u is a variant of n(p=4), given n= 0� 8 and
R0 = r2 � r1, where i= 1, . . . , 8. R0 = rj = r(i+ 1) � r(i).
To divide outer circle into regions, two limits of u are
defined for each.

Selection of CHs

In each round, eight CHs are selected for outer circular
region, one from each sub-region. These CHs are selected
on the basis of nodes’ residual energies. CHs collect data
from their own regions and after aggregation send these
data to BS. CHs either transmit directly to BS or through
inner circle nodes, depending on the residual energy.
After the first round, energy of each node is calculated
and highest energy nodes are selected as CHs. Such type
of clustering ensures maximal area coverage.

AM-DisCNT considers first-order radio model for
energy consumption of nodes.20 We also consider a
path loss of (distance)2 in transmitting a k-bit packet.
Equation for the transmission of k-bit packet through
distance d, provided d\d0, is

ETX =Eeleck + efskd2 ð3Þ

where efs is the radio parameter used to achieve an
acceptable signal-to-noise (SNR) ratio. Equation for
transmission of k-bit packets through distance d
provided

ETX =Eeleck + eampkd4 ð4Þ

For the reception of k-bit packet

ERX =Eeleck ð5Þ

Heterogeneity of the network

We consider a multi-level heterogeneous network in
such a way that first we develop a two-level heteroge-
neous network model, followed by three levels, and
finally, its generalization into a multi-level heteroge-
neous network model. Advanced nodes own a times
more energy than the normal ones. E0 is the initial
energy of normal nodes, and (1� m)N is the total num-
ber of advanced nodes. ‘‘m’’ is the fraction of advanced
nodes. mN number of advanced nodes are equipped
with total energy of E0(1+a). Thus, the total initial
energy of two-level heterogeneous network is given by
the following equation

Etotal =NE0(1+ma) ð6Þ

Total energy of three-level heterogeneous networks
is given by

Etotal =NE0(1+m(a+m0b)) ð7Þ

where the fraction of super nodes is denoted by m0 and
the super nodes have b times more energy than the nor-
mal ones.

AM-DisCNT considers a wireless multi-level hetero-
geneous network. Energy is randomly distributed
among all the nodes of the network. The energy of
nodes is given by the following equation

Enode =E0(1+ ta) ð8Þ

where E0 is the initial energy of nodes and the nodes
may have a times more energy than the initial energy
E0. Thus, the total energy of multi-level heterogeneous
wireless network is given by

Etotal =
XN

t = 1

E0(1+ ta) ð9Þ

Extending AM-DisCNT: iAM-DisCNT

The proposed AM-DisCNT minimizes the communica-
tion distance between nodes and BS and uses fixed
number of CHs to minimize energy consumption dur-
ing each round. AM-DisCNT’s performance is far bet-
ter than LEACH; however, when compared to DEEC,
results are not satisfactory in terms of throughput. On
average, DEEC outperforms AM-DisCNT, two times
out of five. This behavior of DEEC is due to the CHs’
fluctuation in each round. Greater number of CHs
implies larger throughput. This problem is catered in
iAM-DisCNT.

This section contains four subsections: (1) iAM-
DisCNT, (2) energy-consumption calculation, (3) infor-
mation flow maximization model, and (4) packet drop
minimization model. Details are given in the upcoming
sections.

iAM-DisCNT

iAM-DisCNT inherits all features from AM-DisCNT
except the deployment and operations of BS. Thus, we
only discuss placement and working of BS. Three BSs,
one static and two mobile, are deployed to maximize
the throughput while providing full area coverage. In
iAM-DisCNT, mobile BSs are introduced in the net-
work which replace the role of CH. Mobile BS receives
data from nodes at minimum distance, minimizes their
energy consumption, and prolongs the network life and
stability period. CHs drain more energy (relay the data
of MNs) as compared to the MNs.

� Static BS. Static BS is deployed in the inner cir-
cle of the network area. So, nodes lying in ri

communicate directly with the static BS. Such
type of BS deployment minimizes the energy
consumption of nodes.
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� Mobile BSs. Mobile BSs provide energy-efficient
data collection in WSNs.

� Direct data collection. Mobile BSs collect data
(during sojourn intervals) by staying at sojourn
locations, directly from nodes as shown in
Figure 4, where sojourn location is the location
at which any of the two mobile stations stops for
data receptions. The time duration for which
mobile BS stays at any sojourn location within
any of the sub-regions is called sojourn time.
This technique reduces the communication dis-
tance between BS and nodes, thereby minimizing
energy consumption.

The movement energy of mobile sink is much more
than the communication energy. However, we assume
that the sink has sufficient energy (it has no constraint
of energy) and only the sensor nodes are energy con-
strained. Our focus is to minimize the energy consump-
tion of nodes to enhance the network lifetime. As far as
the scope of this article is considered, we have assumed
smooth deployment. iAM-DisCNT considers two
mobile BSs moving in outer circle of the network area.
The mobile BSs move in a circular trajectory: one in
clockwise direction, whereas the other in anticlockwise
direction, meanwhile collecting data from the nodes.
Circular trajectory is a path that is exactly at the mid-
dle of outer circle as shown in Figure 4. Two BSs move
synchronously with constant velocity during their
movement. Each BS broadcasts a message while

moving. After that nodes share their current status with
BS telling whether these are in communication range or
not. If a node receives message from two BSs, it replies
with a data packet to any one of them (randomly).
Nodes, which are not in communication range of any
BS, switch to sleep mode. Whereas, nodes which come
to communication range of any BS switch to active
mode and start transmissions.

Outer BSs (SA) and (SB) use basic equation of circle
to follow their trajectory. For SA, the equations are

XA =RA cos (u)

YA =RA sin (u) ð10Þ

For SB, the equations are

XB = � RB cos (u)

YB = � RB sin (u) ð11Þ

where u varies from 08� u� 3608 and RA =RB.
From extensive simulations as well as literature

review, we conclude that relatively better results are
obtained when the outer circle is divided into eight sub-
regions. This makes the total number of regions as
nine, the inner region nodes communicating directly
with the static sink. In literature,1–3 different sink mobi-
lity patterns are explored. Based on their findings and
the needs of our network architecture, we have selected
anticlockwise and clockwise movement directions for
the BSs.

Calculation of energy consumption

We develop the following set of mathematical equations
to calculate the energy consumption of nodes in each
segment.

Referring Figure 4, if Ai is the area of inner region
and A0 is the area of outer region (consisting of eight
sub-regions) then

Ai =p ri
2

and

A0 =p (r0
2 � ri

2)

where ri and r0 are the radii of inner and outer circles,
respectively. Similarly, the number of nodes in inner
region and outer region is calculated as follows

ni = ri p ri
2

n0 = r0 p (r0
2 � ri

2)

where ri and r0 are the node densities in inner and outer
regions, respectively. So, the total number of nodes in
the network area is calculated as follows

Figure 4. Schematic diagram of iAM-DisCNT.

Akbar et al. 7



N = r0 p r0
2 � p ri

2 (r0 � ri) ð12Þ

Since the inner region nodes in both protocols, AM-
DisCNT and iAM-DisCNT, consume same amount of
transmit energy, we develop the following equations

Ei
tx = ri p ri

2 (Eelec + efsd
2) k

where Eelec is the per bit electronic circuitry energy, efs

is the amplifier type, d is the communication distance
between sender and receiver, and k is the packet size
in bits.

Using similar approach, we calculate energy con-
sumption for the outer region non-CH nodes of AM-
DisCNT as follows

E
0,AM�DisCNT
tx,non�CH =(p r0 (r0

2 � ri
2)� 8)3 (Eelec + efsd

2) k

Transmit energy of the CHs of AM-DisCNT is cal-
culated as follows

E0,AM�DisCNT
tx,CHs = 8 (Eelec + efsd

2) k

Energy consumption of CHs in AM-DisCNT while
gathering data is calculated as

E
0,AM�DisCNT
da,CHs = 8 (Eelec +Eda + efsd

2) k

where Eda is the per bit data aggregation energy.
In iAM-DisCNT, none of the nodes are selected as

CHs from the outer region. So, these nodes only con-
sume transmission energy which is calculated as follows

E0, iAM�DisCNT
tx =(p r0 (r0

2 � ri
2))3 (Eelec + efsd

2) k

ð13Þ

From these calculations, we conclude that the energy
consumption of outer region nodes of iAM-DisCNT is
less than that of AM-DisCNT. However, energy con-
sumption is minimized at the cost of mobile BSs.

Information flow maximization model

Let us consider that the WSN is a graph G =(N , L, S),
where jN j= n nodes, jLj= l links, and jSj= k BSs such
that 9(i, k) 2 L if and only if the data of node i are
intended for direct transmission toward BS. Hence, lin-
ear programming model for throughput maximization
is as follows

Max
X

r

l:qk
i (r) 8 r 2 R ð14Þ

where

l=
1 if pl � ps

0 if pl\ps

�
ð15Þ

such that

C1 : qk
i � Rk

i tm
k � 0 8 i 2 N and k 2 S ð14aÞ

C2 : lit
m
k �Fk

i 8 i 2 N and k 2 S ð14bÞ

C3 : tm
k � tmin 8 k 2 S ð14cÞ

C4 : Ei�E0 8 i 2 N ð14dÞ

The objective function in equation (16) is to maxi-
mize the information flow ‘‘q’’ from node ‘‘i’’ to BS ‘‘k’’
during the current round ‘‘r’’ belonging to the set of
rounds ‘‘R’’ throughout the network lifetime. This
objective function depends on the link flag ‘‘l’’ which
depends on the probability of given link ‘‘pl’’ such that
if its value is greater than or equal to the minimum
required probability for successful transmission ‘‘ps,’’
the flag is raised, else not. Constraint in equation (14a)
determines Rk

i as the upper bound on transmission rate
of link (i, k) 2 L during the sojourn time ‘‘t’’ of BS ‘‘k’’
at sojourn location ‘‘m 2 M ’’ as shown in Figure 4.
Similarly, constraint in equation (14b) determines that
the information generation rate ‘‘l’’ should not exceed
the outgoing flow ‘‘F ’’ during sojourn time. Violation
of C1 and/or C2 leads to loss of data which ultimately
results in decreased data flow. Constraint in equation
(14c) provides explanation about the sojourn time (stay
time at location m) of the BS that this interval should
be at least equal to the minimum required time for suc-
cessful data transmission. Alternatively, equation (14c)
indicates about the existence of trade-off between delay
and network lifetime. Equation (14d) deals with energy
constraint, that is, each node is equipped with an energy
source ‘‘Ei’’ upper bounded by E0. Nodes cease trans-
missions whenever their batteries are drained out; so,
for data flow maximization, the energy of nodes needs
to be saved. In this regard, iAM-DisCNT puts a stop
on node-to-node communication (q

j
i = 0 and qi

j = 0)
which is further facilitated by setting qi

k = 0. This
means that each node can only transmit data packets to
BS, thereby not concerned with data-packet reception
from node(s) or BS(s), thus saving energy. Moreover,
data flow is maximized with the introduction of two
mobile sinks and one static sink.

Packet drop minimization model

In addition to the information flow maximization, our
second objective is to minimize the packet drop rate
such that throughput of the network is maximized. In
subject to this, we develop a linear-programming-based
mathematical formulation as follows

Min
X

r

PD(r) 8 r 2 R ð16Þ

such that
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C1 : ns ! nopt
s ð16aÞ

C2 : di, k ! dmin
i, k 8 i 2 N and k 2 S ð16bÞ

C3 : Min Ich ð16cÞ

C4 : q�i + lit� q+
i 8 i 2 N ð16dÞ

The objective function,
P

r PD(r), in equation (16)
aims to minimize the total number of dropped packets.
Constraint (16a) states that the number of sojourn
locations ‘‘ns’’ should approach its optimal value nopt

s .
Agreement with C1 means proper cluster size which in
turn means decreased contention for channel access at
sojourn location(s), thus leading to decreased packet
drop rate as rounds proceed. Similarly, constraint (16b)
focuses on the minimization of communication distance
‘‘di, k ’’ to approach its minimum possible value dmin

i, k

whenever node ‘‘i’’ is intended to communicate with BS
‘‘k’’ at particular sojourn location. Violation of C2

means low SNR value at the receiver end which causes
increased packet drop rate. In addition, constraint
(16c) aims to minimize channel interference ‘‘Ich’’; it
includes both co-channel and adjacent channel interfer-
ence. In case of high-channel interference, the packet
drop rate would increase and vise versa. Finally, con-
straint (16d) does not allow the incoming data flow at a
given node ‘‘q�i ’’ plus the data generated by that node
‘‘li’’ during time span ‘‘t’’ to exceed its outgoing data
flow limit ‘‘q+i .’’ Violation of C4 would lead to buffer
overflow because arrival rate exceeds the packet-
handling capacity. In other words, violation of C4

would lead to increased packet drop rate.

Graphical analysis. Let q+i is varied between 0� 2000

bits, such that litk is between 0� 250 bits and q�i is
between 0� 1750 bits. Considering these values, the
bounds for constraint in equation (16d) can be re-
written as follows

0� q�i + litk � 2000 8 i 2 N ð16d� iÞ

0� q�i � 1750 8 i 2 N ð16d� iiÞ

0� litk � 250 8 i 2 N ð16d� iiiÞ

In subject to the bounds provided by equations (16d-
i to 16d-iii), Figure 5 shows the intersection of five lines
(L1, L2, L3, L4, and L5). As can be seen in this figure, the
intersection results in a bounded region (which is
colored cyan) as the feasible region. In this region, the
set of all possible solutions lie. Other than this region,
all other solutions are invalid. In order to verify the
validity of our statement, let us test each vertex of the
feasible region for valid solution. At p1: (0,
250) = 0+250 = 250 bits, at p2: (0, 0) = 0+0 = 0
bits, at p3: (1750, 0) = 1750+0 = 1750 bits, and at
p4: (1750, 250) = 1750+250 = 2000 bits. Hence, it is

proved that the set of all possible solutions that lie
within the premises of feasible region is valid.

Simulation results

In this section, we evaluate the performance of the pro-
posed protocols using MATLAB for simulations. A
total of 20 nodes are randomly deployed in the inner
circle. Outer circle is further divided into eight regions.
Each region contains 10 nodes. These nodes are ran-
domly deployed within the defined regions. Radius of
inner circle (R1) is taken as 20 m and radius of outer
circle (R2) is 35 m. BS trajectory is considered at a dis-
tance of 27 m from the center, that is, RA. Simulation
parameters are shown in Table 2, and average results
with 90% confidence interval are shown and discussed
in the upcoming sections.

Figure 6 shows that the stability period and network
lifetime of the proposed protocols are greater than the
existing protocols. AM-DisCNT’s superior perfor-
mance in comparison with LEACH and DEEC is due
the minimization of communication distance and
proper selection of CHs. iAM-DisCNT shows further
improvement in stability period and network lifetime at
the cost of multiple BSs (one static and two mobile).

Figure 5. Feasible region.

Table 2. Simulation parameters.

Parameter Value

N 100
R1 27 m
R2 100 m
E0 0:5 J
efs 10 pJ=bit=m2

Eelec 50 nJ=bit
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Furthermore, we can interpret that instead of variable
number of CHs in LEACH and DEEC, the proposed
protocols rather select fixed number of CHs per round:
one CH per region in the outer circle. This type of CH
selection ensures data delivery from every part of net-
work to BS, thus ensuring full area coverage.

The rate at which CHs are selected in the proposed
as well as chosen existing routing protocols is shown in
Figure 7. This figure depicts that the selected CHs in
LEACH routing protocol vary from 5 to 15 (per
round) during initial rounds and then this rate drops to
zero. Similar is the case with DEEC protocol, where
the selected CHs fluctuate between 3 and 36 during ini-
tial rounds. Both of these protocols do not guarantee
optimum number of CHs throughout the network life-
time. Fluctuation in CH number is due to random
selection criteria of these protocols. In response, this
random number of selected CHs may lead to one of the
two drawbacks: (1) the selected CHs are more than the
required number of CHs and (2) the selected CHs are
less than the required number of CHs. Alternatively,
the first drawback means surplus energy consumption
and the second drawback means large cluster size.
Surplus energy consumption leads to decreased net-
work lifetime, and large cluster size leads to more load
on the selected CHs. AM-DisCNT routing protocol
fixes both of these drawbacks by selecting one CH
per round from each of the eight outer regions.
iAM-DisCNT further extends the network lifetime
by introducing mobile BSs. These results show that
AM-DisCNT has approximately 32% and iAM-DisCNT
has approximately 48% improved stability period as
compared to LEACH and DEEC routing protocols,
respectively.

From Figure 8, we see that LEACH sends the smal-
lest number of packets to BS as compared to DEEC,

AM-DisCNT, and iAM-DisCNT. This is due to
LEACH in which all nodes are homogenous. Such
assumption selects low-energy nodes as CHs instead of
high-energy nodes, thereby increasing dead nodes in
the network which causes the loss of useful data.
DEEC performs better than LEACH because it selects
CHs based on the ratio of residual energy of nodes and
average energy of the network. This conserves energy
and increases network lifetime, thus increasing the
number of packets sent to BS. The performance of
DEEC and LEACH is not satisfactory because of vary-
ing cluster sizes. Farther nodes use more energy to send
the sensed data and die quickly leaving some area un-
monitored. AM-DisCNT’s performance is far better
than LEACH; however, when compared to DEEC, the
results are not satisfactory in terms of the number of
packets sent to BS. On average, DEEC outperforms

Figure 6. Network lifetime. Figure 7. CH selection frequency.

Figure 8. Number of packets sent to BS.
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AM-DisCNT, two times out of five. This behavior of
DEEC is due to the fluctuation of CHs in each round.
Greater number of CHs implies larger number of pack-
ets sent to BS. This problem is catered in iAM-DisCNT
using one static and two mobile BSs. This approach
increases the probability of direct communication
between nodes and BS, and less distance between nodes
and BS reduces the energy consumption of nodes lead-
ing to maximized number of packets sent to BS.

Whenever packets are sent from source to destina-
tion through wireless channel, some transmitted pack-
ets may get dropped due to bad channel conditions. In
order to calculate dropped packets, we use ‘‘Random
Uniformed Model.’’28 We set the probability of channel
to be in bad status as 0.3 (30%). Figure 9 shows the
number of successfully received packets at BS for the
newly as well as selected existing routing protocols.
iAM-DisCNT shows greater number of successfully
received packets at BS as compared to LEACH,
DEEC, and AM-DisCNT routing protocols. The
throughput of AM-DisCNT and iAM-DisCNT is
improved by approximately 16% and 80%, respec-
tively, as compared to the counterpart schemes.

Figure 10 shows the end-to-end delay comparison of
iAM-DisCNT, AM-DisCNT, LEACH, and DEEC.
Greater end-to-end delay, in case of DEEC and
LEACH protocols, is due to greater queuing and pro-
cessing delays. Due to distant communication between
sender and receiver, LEACH and DEEC exhibit
greater end-to-end delay. In AM-DisCNT, logical divi-
sioning of the network area decreases the communica-
tion distance for the delivery of packets causing
minimization of the propagation time, thereby showing
least end-to-end delay among the selected routing pro-
tocols. Introduction of mobile and static BSs, in

iAM-DisCNT, increases the chances of direct commu-
nication with BS which decreases the propagation delay
from nodes to their respective BSs to some extent.
However, data-packet delivery to final destination
increases the overall propagation delay which alterna-
tively increases the end-to-end delay.

Performance trade-offs. In order to achieve a(some)
desired objective(s), routing protocols pay its(their) cost
in terms of other performance metric(s): trade-off(s). In
this section, we analyze the four simulated routing
protocols (LEACH, DEEC, AM-DisCNT, and iAM-
DisCNT) in terms of performance trade-offs. We thus
refer Figures 6, 9, and 10 and Table 3; DEEC achieves
higher energy efficiency as well as throughput as
compared to LEACH, however, at the cost of high end-
to-end delay. A major reason for this relatively higher
end-to-end delay is distant communication. AM-
DisCNT logically divides the network area to minimize
the end-to-end delay that also leads to increased energy
efficiency. This is obvious as the local clusters are more
restricted, that is, minimization of the communication
distance. However, this achievement is made at the cost
of restricted freedom at the time of node deployment
(uniform random deployment of nodes). iAM-DisCNT
further improves the network lifetime and throughput
at the cost of an additional mobile sink. Moreover, this
protocol also pays the cost of somewhat increased end-
to-end delay as compared to AM-DisCNT. All these
trade-offs are summarized in Table 4.

Conclusion and future work

In this article, we have proposed two new energy-
efficient routing protocols for WSNs: AM-DisCNT

Figure 9. Number of packets received at BS. Figure 10. End-to-end delay.
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and iAM-DisCNT. The leading one uses static cluster-
ing and maximum residual energy–based CH selection.
The beauty of this protocol is the formation of fixed
number of CHs in the defined regions per round which
reduces the communication distance within clusters.
However, the throughput of AM-DisCNT is not satis-
factory. The lagging one, iAM-DisCNT, uses two
mobile BSs and direct contact data collection technique
to associate nodes with BS. Mobile BSs follow a pre-
defined trajectory, minimizing the communication dis-
tance. In addition to the two newly proposed protocols,
graphical analysis of the proposed linear-programming-
based mathematical models provides the bounds within
which the set of all possible solutions lie. Simulation
results show better performance of AM-DisCNT and
iAM-DisCNT as compared to LEACH and DEEC
routing protocols in terms of stability period, network
lifetime, and throughput. Based on these results, we
have also analyzed the four simulated routing protocols
in terms performance trade-offs.

In future, we are interested to exploit the work in
Sun et al.29 for the selection of CHs along with quality
routing link metrics in Javaid et al.30 Moreover, real-
time experimental test bed development is also under
consideration.

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with
respect to the research, authorship, and/or publication of this
article

Funding

The author(s) disclosed receipt of the following financial sup-
port for the research, authorship, and/or publication of this
article: This research was funded by the Deanship of Scientific

Research at King Saud University through Research Group
Project no. RG#1435-051.T

a
b

le
3
.

C
o
m

p
ar

at
iv

e
an

al
ys

is
o
f
th

e
se

le
ct

ed
ro

ut
in

g
p
ro

to
co

ls
.

P
ro

to
co

l
N

o
d
e

d
ep

lo
ym

en
t

Se
n
so

r
b
at

te
ri

es
C

o
n
tr

o
l
m

ec
h
an

is
m

Si
n
k

m
o
b
ili

ty
N

o
.
o
f
si

n
ks

R
o
u
te

p
ro

ce
ss

in
g

N
et

w
o
rk

lif
et

im
e

T
h
ro

u
gh

p
u
t

D
el

ay

LE
A

C
H

R
an

d
o
m

H
o
m

o
ge

n
eo

u
s

C
en

tr
al

iz
ed

N
il

1
P
ro

ac
ti
ve

+
+

+
+

+
D

E
E
C

R
an

d
o
m

H
et

er
o
ge

n
eo

u
s

D
is

tr
ib

u
te

d
N

il
1

P
ro

ac
ti
ve

+
+

+
+

+
+

+
+

+
+

A
M

-D
is

C
N

T
H

yb
ri

d
H

et
er

o
ge

n
eo

u
s

H
yb

ri
d

Ye
s

1
P
ro

ac
ti
ve

+
+

+
+

+
+

+
+

iA
M

-D
is

C
N

T
H

yb
ri

d
H

et
er

o
ge

n
eo

u
s

H
yb

ri
d

Ye
s

2
P
ro

ac
ti
ve

+
+

+
+

+
+

+
+

+
+

+
+

LE
A

C
H

:
lo

w
-e

n
er

gy
ad

ap
ti
ve

cl
us

te
ri

n
g

h
ie

ra
rc

hy
;
D

EE
C

:
d
is

tr
ib

u
te

d
en

er
gy

-e
ff
ic

ie
n
t

cl
u
st

er
in

g;
A

M
-D

is
C

N
T

:
an

gu
la

r
m

u
lt
i-
h
o
p

d
is

ta
n
ce

–
b
as

ed
cl

u
st

er
in

g
n
et

w
o
rk

tr
an

sm
is

si
o
n
;
iA

M
-D

is
C

N
T

:
im

p
ro

ve
d

A
M

-D
is

C
N

T.

Table 4. Comparative analysis of the selected routing
protocols.

Protocol Achievement(s)
made

Cost paid

LEACH freedom in node
deployment

network lifetime

DEEC network lifetime and
throughput

end-to-end delay

AM-DisCNT end-to-end delay and
network lifetime

freedom in node
deployment

iAM-DisCNT network lifetime and
throughput

end-to-end delay and
an additional mobile
sink

LEACH: low-energy adaptive clustering hierarchy; DEEC: distributed

energy-efficient clustering; AM-DisCNT: angular multi-hop distance–

based clustering network transmission; iAM-DisCNT: improved

AM-DisCNT.
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