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Abstract

The Internet of Things (IoT) is becoming an ubiquitous technology, with new devices,
solutions and applications being developed at an ever-increasing rate.

Fundamental to the IoT revolution is the adoption of wireless protocols purposely
designed to enable low-cost, long-range communication for numerous connected devices.
Low Power Wide Area Networks (LPWANs) are wide area wireless telecommunication net-
works designed specifically for IoT applications. They allow for long-range communication
at a low bit-rate among connected items, such as battery-powered sensors. However, with
these benefits come also a number of drawbacks, including the limited data rate avail-
able and the reliance on low power channel access methods which can negatively impact
performance in a highly dense network.

The purpose of the research contained in this work is to measure the performance in
terms of Quality-of-Service (QoS), Packet Delivery Ratio (PDR) and scalability of one
LPWAN in particular, Long Range Wide Area Network (LoRaWAN), as well as provid-
ing possible improvements that current and future network owners can put into practice.
LoRaWAN simple channel access protocol, based on pure Additive Links On-line Hawaii
Area (ALOHA) is intended to reduce cost, complexity, and energy consumption while
increasing transmission range. However, it also severely limits the scalability of the tech-
nology, making it more prone to packet collision, despite LoRaWAN being particularly
resilient to self-interference, thanks to the underlining, proprietary Long Range (LoRa)
modulation. In this thesis, LoRaWAN technology is evaluated through both software sim-
ulation and experimental deployments, with the goal of gaining a deeper understanding
of the technology to then create better models and better performing deployments. The
innovations and novel results presented throughout will accelerate the pervasiveness of
LPWAN networks such as LoRaWAN, and ultimately their effectivness.

Despite being developed in 2015, LoRa and LoRaWAN have both not been fully char-
acterised, particularly in regard to large-scale behaviour. This is partly due to the low
feasibility of deploying vast networks. To address this, the first recorded instance of an
urban digital twin of a 20 devices LoRaWAN network was deployed and analysed.

The available simulation models, despite being successfully used in various research
studies, are also not fully complete, and a deeper understanding of the technology is
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required to fix some remaining open issues.
To give additional insight into their operation as well as practical improvements that

can be carried out to maximise performance, both from a consumer and an industrial
standpoint, existing LoRa and LoRaWAN modules for the network simulator NS-3 are
enhanced and used throughout the work presented. Scalability and Quality-of-Service
improvements are also presented, based on the knowledge gaps found in current LoRaWAN
research and the results of the simulations performed. In particular, improvements on PDR
up to 10% are reported using novel techniques of downlink independent optimisation, and
new insight on the positioning of gateways to achieve maximum scalability in a two-
gateways network are also highlighted.
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Chapter 1

Introduction

1.1 Research Background

Since its widespread adoption over the past decades, the Internet has revolutionised the
world. Today its presence permeates multiple aspects of everyday life, a result of which
is the fact that we live in a constantly connected world. With improving technology and
decreasing costs, everyday objects have also gained the ability to connect and exchange
information with the Internet. Such devices form what is collectively referred to as the
“Internet of Things” (IoT), widely regarded as the next paradigm shift in computing [1],
after the advent of the World Wide Web.

The main benefit of Internet-equipped objects is that they allow for intelligent decision-
making based on the system status they are monitoring, coupled with some user-defined
AI. For this reason, IoT applications to specific areas are also colloquially called “smart” e.g.
smart city [2] and smart agriculture [3]. With the increasing number of connected devices
and specific sensors being developed, IoT technology is gaining traction in a plethora of
both consumer applications and multiple industries, such as healthcare [4], automotive
[5, 6], oil and gas [7] and manufacturing [8], as seen in Fig. 1.1.

It is forecast that the total amount of connected devices will increase to 6.2 billion
by 2030 [9]. Aside from the financial possibilities stemming from the adoption of such
a rapidly expanding technology, the introduction of smart decision-making can help to
solve problems and limitations of current production in ways that are beneficial to society.
For instance, in the agricultural industry, IoT technology can be leveraged to bridge the
gap between current food production and the estimated production needed in the future.
World population is expected to grow by 2.3 billion people before 2050 with most of this
growth predicted in developing countries. As a result, food production in these countries
will need to almost double [10] and increasing production alone may not be enough to
achieve food security. Applications such as smart irrigation systems can utilise water more
efficiently, optimising electricity consumption and cost of labour; sensors on plants and soil
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Industrial IoT

Home Automation

Smart City

Medical

Agri-tech

Figure 1.1: Internet of Things verticals

can optimise the delivery of nutrients and increase yields. The same technology can also
be applied to numerous other industries to grant similar improvements in performance.

Because of their nature, IoT networks need to be based on a communication technology
that satisfies different requirements:

Long Achievable Range: With devices placed over vast areas that can span over
kilometres, such as agricultural fields or industrial warehouses, IoT networks require a
communication protocol that can reliably connect over vast distances [11], possibly without
requiring repeaters or multi-hop functionality.

Low Power Consumption: Sensing devices in an IoT network are generally assumed
to be battery-powered. Because of the varied applications, devices in a network could be
needed to be deployed in hard-to-access areas. Due of this, they should be setup to be
“deployed and forgotten”, meaning they should be capable of operating for as long as
possible on a single battery charge with little to no maintenance [12].

High Scalability: Whether covering kilometres or a single building, it is conceivable
that a single receiver could service a high number of transmitters, especially in urban
deployments, which tend to be denser. Given this possibility, IoT networks need a protocol
that is highly scalable, i.e. one where the network quality does not dramatically decrease
as the total number of connected devices increases.

Low Cost: Given the previous considerations with regard to the number of possible
devices deployed, a typical LPWAN device should be as inexpensive as possible, to allow
for the development of profitable applications. This is both done at a capital cost level,
by reducing a device complexity and features, and at an operating cost level by using
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unlicensed, free to use, frequency bands such as the Industrial, Scientifical, Medical (ISM)
bands in the EU, which becomes an implicit spectral requirement alongside the maximum
radiated power.

These requirements are not fully met by any of the traditional communication proto-
cols, be they short-range, like Bluetooth or Wi-Fi, or long-range, like cellular and satellite.
Cellular technologies are flawed by design, as they are meant to handle the high data rates
of multimedia traffic by allowing only relatively few devices to connect to each base station
while granting them a wide bandwidth. This is the opposite of what is required in an IoT
network, where a high number of nodes only need the bandwidth necessary to transmit
a few bytes every few minutes. This makes long range technologies very difficult to be
scaled up without increasing costs and energy consumption. Satellite coverage, while hav-
ing the best range of all the technologies, is simply too expensive and energy inefficient
for multiple sensor applications [13].

Traditional short-range communication protocols such as Wi-Fi and Bluetooth suffer
partly from the same design flaw of cellular. Although these technologies are in use in some
IoT applications today, they were also designed to handle a higher volume of data than
what is required for standard IoT purposes, at the expense of increased power consumption,
which is unfeasible for battery powered devices to be used in rural and difficult to access
environments.

These shortcomings were mitigated with the introduction of lower energy protocols
based on IEEE 802.15.4 and designed for WSN such as ZigBee. However, their mesh, multi-
hop network topologies, increasing the number of devices a signal has to travel through
to reach the network server, also exponentially increase the network complexity and its
power consumption with the number of connected devices. Multi-hopping topologies such
as these will trade off low power consumption for a higher transmission range [14].

For large-scale, sustainable applications over vast areas, both the long-range commu-
nication available to cellular and satellite, the lower deployment costs associated with
Bluetooth and Wi-Fi and the power consumption of protocols designed with wireless sen-
sor networks in mind such as ZigBee are needed.

1.2 Research Motivation

LPWANs (Low Power Wide Area Networks) are protocols designed to complement the
existing ones and to better fit the IoT ecosystem specifically. LoRaWAN, Narrowband
IoT (NB-IoT) and Sigfox are all examples of LPWANs used in IoT and IIoT (Industrial
Internet of Things) applications. Given the relative youth of the LPWAN technologies, it is
understandable that a single one has not yet emerged as the definite best for each possible
application and IoT use cases. However, one that has received particular attention from
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both the academic and industry world is LoRaWAN, a solution developed and maintained
by the LoRa Alliance, which was established in 2015. LoRaWAN is built on top of the
LoRa proprietary modulation technique.

The gathered attention is partly due to LoRaWAN open-source nature, the promise of
low capital and maintenance costs and potential long battery life with very high commu-
nication range. Moreover, LoRaWAN is very flexible, allowing for both private and public
networks, and affording the designer’s control over its performance via multiple trade-offs,
such as increasing the communication range at the expense of battery life. This makes it
suitable for a variety of specific use cases, since multiple parameters can be fine-tuned.

Given the attention and recognition LoRaWAN has been gathering it is important
to assess its scalability, or how the protocol performance degrades as additional devices
are connected. The manufacturers claim that a single LoRaWAN receiver can sustain
potentially up to thousands of devices concurrently [15], while independent research shows
this figure is very optimistic, with actual numbers realistically closer to a hundred [16].

This scalability can be studied by leveraging the different built-in ways in which Lo-
RaWAN allows the network designer to alter its performance. In particular, the quasi-
orthogonality of the LoRa modulation Spreading Factors (SFs) and the Adaptive Data
Rate (ADR) algorithms are both ways that a network can trade off some of its benefits,
such as low power consumption and high range for improved scalability.

However, because of the practical unfeasibility of setting up thousands of devices to
carry out empirical assessments over these properties, most of the scalability analysis on
the protocol is dealt with via theoretical means [17–19] and discrete-time packet level
simulations [16, 20, 21]. Generally, due to the mathematical complexity of modelling a
thoroughly accurate network, most theoretical research limits the scope of the analysis to
simpler, less realistic configurations, usually by reducing the number of variables involved
in a realistic network design. This simplification also occurs to a certain extent for discrete-
time software simulations.

1.2.1 Research Question

The research contributions outlined in this thesis are based on theoretical studies con-
ducted through software simulations as well as empirical results gathered from a physical
deployment. These studies are all towards addressing the following main research question:

How can the performance of realistic and feasible LoRaWAN deployments
be improved based on what we can learn about the large-scale behaviour we
can assess in software simulations?
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1.3 Research Objectives

Understanding LoRaWAN behaviour:
The foundation upon which the research in this thesis was built on is an improved knowl-
edge of LoRa and LoRaWAN behaviour. The underlying LoRa modulation, which was
established as a proprietary technology in 2015, has by now been successfully reverse-
engineered by multiple researchers [22–24]. However, its potential, especially when applied
to Medium Access Control (MAC) Layers like LoRaWAN has yet to be completely under-
stood in the many and diverse IoT settings it could be applied to. This research served as
the inspiration for a number of improvements to existing NS-3 simulation models, enabling
better simulation of LoRaWAN networks.

Improving and validating simulation models:
In order to assess the large-scale behaviour of this LPWAN protocol, thorough and exten-
sive discrete-time software simulations of LoRaWAN networks with varying key transmis-
sion parameters such as the packet’s spreading factor were carried out. These were made
possible following a number of modifications made to already existing simulation models
of LoRa and LoRaWAN behaviour. These enhancements are reported in full in Section
4.2 and include changes to the interference matrices used to determine packet collision,
the expansion of the existing channel line-up and the correction of erroneous behaviour
such as a slightly shorter Time-on-Air (ToA) than expected and the inability of demodu-
lation paths to receive packets on multiple frequencies. Validation for these modification
was sought by performing a novel comparison with results from already well-established
analytical analysis.

Propose novel scalability enhancements:
To study how performance could be improved in a realistic and feasible network, a way
to optimise Quality-of-Service (QoS) independently of the network’s feedback was also
sought. For this, the novel concept of context-agnostic, downlink-independent optimisation
was established and put forward in Section 5.2. Similarly, the impact of each of the packet
outage conditions that can affect a LoRaWAN packet was analysed in a 2-gateway network
as a function of the distance between the two gateways, in Section 5.1.

Creating the first LoRaWAN Digital Twin:
As a final objective, the first recorded instance of an accurately deployed LoRaWAN
digital twin was designed to be deployed and studied. This would involve 20 end-devices
to be deployed across the urban context of the University Campus, to then by modelled
as accurately as possible in software simulations.

Throughout completing all these objective and analysing the results of software sim-
ulations, as well as empirical deployments, information useful to improve the capacity,
scalability and QoS of LoRaWAN networks of various sizes and purposes are found and
presented to the scientific community, in an effort to make IoT technology more pervasive.
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1.4 Research Publications

1.4.1 Journal and Magazine publications

In the early stages of this PhD, much effort was put into deploying the research group’s
first LoRaWAN network. Alongside the familiarisation with the then available equipment,
the initial focus was on working within the realm of smart agriculture. The first published
paper reflects this:

• [3] B. Citoni, F. Fioranelli, M. A. Imran, and Q. H. Abbasi, “Internet of Things
and
LoRaWAN-Enabled Future Smart Farming,” IEEE Internet of Things Magazine, vol.
2, no. 4, pp. 14–19, dec 2019.

This is a review paper cataloguing the current test beds and known agri-tech de-
ployments, as well as highlighting some of the research questions surrounding LoRaWAN
networks at the time of writing.

In the following year, the focus of the thesis was shifted to application-agnostic protocol
research based on software simulations. This was mostly due to the onset of COVID-19,
which made it extremely difficult to work on real-life deployments for the better part of
two years as access to facilities, labs and, in fact, any outdoor location was severely limited.

The first published work reflecting this is:

• [25] B. Citoni, S. Ansari, Q. H. Abbasi, M. A. Imran, and S. Hussain, “Impact of
Inter-Gateway Distance on LoRaWAN Performance,” Electronics, vol. 10, no. 18,
2021.

This journal paper highlights how the performance of a two gateway network varies
as the two gateways are moved relatively to each other, from them being hypothetically
placed in the same location to the opposite ends of a circular network. This simulation-
based work is the first that was carried out by leveraging the discrete time simulator NS-3
and existing LoRaWAN modelling tools, aptly modified for the occasion.

• [26] B. Citoni, S. Ansari, Q. H. Abbasi, M. A. Imran and S. Hussain, "Comparative
Analysis of an Urban LoRaWAN Deployment: Real World Versus Simulation," in
IEEE Sensors Journal, vol. 22, no. 17, pp. 17216-17223, 1 Sept.1, 2022.

Finally, as the COVID-19 restrictions began to be lifted towards the end of 2021, work
began on deploying a 20 nodes network to be set up around the University’s main campus.
This was used both to validate the theoretical research carried out over the previous years
in simulation and also provide a comparison between the empirical network performance
and the performance of an equivalent simulated network. This paper has been published
on the IEEE Sensors Journal.
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1.4.2 Conference Proceedings

The first conference paper that was produced dealt with establishing a comparison between
the mathematical models used for LoRaWAN analysis and the output of discrete-time
simulations. This was deemed particularly useful, as the two methods had never before
been used in tandem but always exclusively of each other. Moreover, as NS-3 was chosen
as the simulating method going forward from this point, this work also provided validation
of the updated modules being used. Ultimately, both modelling methods, simulations and
stochastic geometry, were found to be roughly equivalent when recreating the network
under inspection, albeit with different strengths and weaknesses.

• [27] B. Citoni, S. Ansari, Q. H. Abbasi, M. A. Imran, and S. Hussain, “Comparative
analysis of discrete time simulations and stochastic geometry models of a single
gateway lorawan network,” in 2021 IEEE International Conference on Smart Internet
of Things (SmartIoT), 2021, pp. 8–12.

Another conference paper, presented in June 2022, investigates instead possible ways
to improve a network throughput, scalability and QoS without resorting to downlink,
whether containing control or simply information arriving from the Network Server (NS).
This is particularly interesting to further the main research question of this thesis, as this
represents some concrete improvement that can be easily achieved in a realistic, personal
network that a user could set up, as opposed to downlink-heavy methods usually proposed
in literature which are more effective but exponentially more complex.

• [28] B. Citoni, S. Ansari, Q. H. Abbasi, M. A. Imran and S. Hussain, "Downlink
Independent Throughput optimisation in LoRaWAN," 2022 IEEE 95th Vehicular
Technology Conference: (VTC2022-Spring), 2022, pp. 1-5.

This work was presented at the 1st IEEE Workshop on Sustainable and Intelligent
Green Internet of Things for 6G and Beyond at IEEE-VTC SPRING 2022, and won the
Best Paper Award for the workshop.

1.5 Thesis Outline

The remainder of this thesis is structured as follows, with a breakdown of the research
output linked to each chapter reported in Table 1.1.

Chapter 2 briefly presents LPWANs before focusing on the LoRa modulation and the
LoRaWAN protocol.

In Chapter 3 existing literature is analysed to provide more context to the work to
follow and to outline the current state-of-the-art of application specific testbeds and de-
ployments. Research addressing the protocol performance and scalability is also analysed
to point out current gaps in knowledge.
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Table 1.1: Published papers relevant to each chapter

Chapter Related Publications

1 Internet of Things and LoRaWAN-Enabled Future Smart Farming [3]
2 -
3 -
4 Comparative analysis of discrete time simulations and stochastic geometry models

of a single gateway lorawan network [27]
5 Impact of Inter-Gateway Distance on LoRaWAN Performance [25] & Downlink

Independent Throughput optimisation in LoRaWAN [28]
6 Comparative Analysis of an Urban LoRaWAN Deployment: Real World Versus

Simulation [26]
7 -

Chapter 4 introduces the network simulator NS-3 and how LoRaWAN networks have
been effectively modelled and simulated through its use. The original source and a brief
explanation of the simulation models is given before a list of the needed modifications
that we carried out to better suit the research carried out and presented in this thesis.
Finally, the soundness of the analysis performed via NS-3 is validated against results from
mathematical modelling of LoRaWAN obtained through stochastic geometry, as published
in [27].

Chapter 5 dives into the novel research concerning the scalability of LoRaWAN, dis-
cussing the simulation set up and outcomes of published research [25,28].

Chapter 6 presents the deployment of a 20 end-devices network that was set up through-
out the University’s grounds, its real-life performance as well a comparison with the sim-
ulated performance of the digital twin that was developed in NS-3.

Finally, Chapter 7 includes concluding remarks, an overview of the contributions to
the field, and the suggested next steps for future work around the subject.



Chapter 2

Technical Background

This chapter includes notions about LPWANs and specifically LoRa and LoRaWAN that
will be helpful and referenced through the rest of this thesis.

2.1 Low Power Wide Area Networks

A Low Power Wide Area Network (LPWAN) is a type of wireless wide-area network that
allows long-distance communication, often in the range of kilometres, while also having
a very low power consumption [29]. Despite sharing a single goal, the various LPWANs
that have emerged on the market over the last decade present some key differences that
make them better suited to specific applications and environments.

A first distinction can be made between ultra-narrow band and wideband LPWANs,
based on the range of frequencies the signal is modulated on. This modulation can also
be performed in different ways, including Chirp Spread Spectrum (CSS) [30], Differential
Phase-Shift Keying (DPSK) [31] and Quadrature Phase-Shift Keying (QPSK) [32] mod-
ulation. Despite having key differences such as CSS being a spread spectrum modulation
and DPSK and QPSK being Phase-Shift Keying (PSK), digital modulations they all rely
on using low modulation rates to encode more information and energy into each bit, in-
creasing the coverage. [29]. In PSK, a finite number of phase shifts are used to encode
the digital signal onto the carrier while in CSS wideband and linear frequency modulated
sinusoidal chirps are used to encode information [33]. The technology might be either
open-source or proprietary and, additionally, operating on licensed or unlicensed bands of
the frequency spectrum. Licensed protocols transmit on the licensed frequency spectrum
and as such have a higher cost, but fewer restrictions imposed on their transmissions.

Cellular-based LPWANs usually operate on these frequencies. Their main advantages
are that their duty cycle is not restricted by spectrum-sharing regulations and that the
needed infrastructure required to give country-wide coverage is already in place, as cellular
communication is ubiquitous. However, this benefit is often offset by the higher operating
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cost and higher power consumption associated with wideband, high data-rates cellular
communication.

One example of Cellular-based LPWAN is NB-IoT, operating on licensed frequency
bands and developed by the 3rd Generation Partnership Project (3GPP). It is a derivation
of the Long-Term Evolution (LTE) standard, but with specific changes that make it more
suitable for IoT purposes and in particular high-density applications, with each cell capable
of supporting around 50000 devices. Among these are the restriction of the LTE bandwidth
from 1.4-20 MHz to 180 kHz and lower power consumption achieved at the expenses of
data-rate and latency. NB-IoT is a half-duplex protocol, using Orthogonal Frequency-
Division Multiplexing (OFDM) for downlink transmission and Single-Carrier Frequency-
Division Multiple Access (SC-FDMA) for uplink [34,35].

On the other hand, unlicensed protocols make use of the unlicensed portions of the
spectrum, such as the sub-GHz ISM frequency bands. These are free to use frequencies,
but strict regulations are in place so that the spectrum can be fairly shared among all the
different devices and applications using it. Most notably, duty cycle limitations may be
put into place, limiting the amount of total transmitting time each device is allowed in a
certain time span.

Sigfox is a proprietary, ultra-narrowband technology, operating on the unlicensed fre-
quency spectrum. Specifically, the 868MHz band in Europe and the 915MHz band in the
USA, part of the sub-GHz ISM bands. The ultra-narrowband approach provides extensive
coverage at the expense of the data rate. Sigfox restricts the amount of uplink to 140 per
device per day, and the payload size for these to 12 bytes. Similarly, downlink is restricted
to 4 messaged with 8 bytes of payload. Because of Sigfox being owned by the homonymous
company, which is the only network provider, this protocol has a larger coverage and it is
more available worldwide than other proprietary LPWANs [14,35].

2.2 LoRa

LoRa is a proprietary Physical (PHY) layer modulation based on Chirp Spread Spectrum
(CSS) modulation, originally developed by Cycleo and acquired in 2012 by Semtech [36].
Given its proprietary nature, the exact specifications and functioning of the LoRa mod-
ulation are not officially documented. Despite this, the full PHY chain was successfully
reverse-engineered over the past years by different researchers, based on a combination of
public patents and experiments [22–24].

2.2.1 Chirp Spread Spectrum-based Modulation

Chirp Spread Spectrum (CSS) modulation has found extensive applications in radar sys-
tems throughout the years [37]. CSS is based on the premise that a chirp signal, which
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is a sinusoidal signal with a linearly variable frequency and constant duration, may be
used to “spread” information over a larger spectrum than it would otherwise need. At
the cost of lower spectral efficiency, this uniform distribution of a symbol over a larger
bandwidth provides resistance to frequency-selective noise and interferers. This makes
this modulation more resistant to multi-path interference and the Doppler effect. This, in
turn, increases the transmission range by allowing receivers to be less sensitive, but at the
cost of a lower data rate.

With respect to standard CSS, LoRa modulation modifies the chirps by encoding
multiple data bits in each chirp, as well as applying a starting frequency shift which is
related to the number of bits encoded. The number of bits, also called chips, that are
encoded in each chirp is represented by the Spreading Factor (SF) of the transmission.
Specifically, a chirp using SF N will encode 2N chips per symbol, and there will be 2N

possible starting frequencies for the chirp. A chirp is designed in such a way to start from
a frequency f , contained within the available spectrum. It then ramps up in frequency
until the end of the available band and wraps around to f from the band’s lower end.
Multiplying this up-chirp with its complex conjugate will yield a pure sinusoid, which
frequency can be obtained through a Discrete Fourier Transform (DFT) and which will
represent the original, frequency shifted, data.

2.2.2 PHY Packet Structure

As far as the PHY layer is concerned, an uplink packet always starts with a programmable
preamble, used for synchronisation with the receiver. A LoRa preamble is made up of a
minimum of eight base frequency up-chirps. The amount of the first up-chirps may be
programmed and is used to detect the start of each frame. The programmable section is
followed by two up-chirp symbols that encode the sync word needed for frame synchronisa-
tion, network identification, and preventing gateways from accepting packets from another
LoRa network. Finally, the preamble concludes with two down-chirp symbols utilised for
frequency synchronisation. After the last two symbols, a 0.25 symbol time signifies a silent
time intended to allow the recipient to align the time [38–40].

The PHY header can be implicit or explicit, though LoRaWAN specifications mandate
it to be the latter for every transmission [41]. In this case, the header contains the payload
length in bytes, the Forward Error Correction (FEC) code rate of the payload and the
header Cyclic Redundancy Check (CRC) [42]. The header is always protected with the
FEC of the highest code rate of 4/8 [38,43].

The payload can contain LoRaWAN MAC layer control packets as well as data, and
will be further analysed in the next section. It can be followed by the payload CRC,
though only for uplink transmissions.

A visual representation of an uplink packet is in Fig. 2.1.
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Preamble PHY Header Header CRC PHY Payload CRC

Figure 2.1: Structure of an uplink LoRa PHY packet

2.2.3 Transmission Parameters

As mentioned in the introduction, LoRa has received particular attention as the modula-
tion technology to enable IoT deployments due to its customisable parameters, allowing it
to suit different applications with ease. The following parameters are extracted from the
available documentation on Semtech’s SX1272 and SX1276 transceiver chips [44, 45].

The Spreading Factor (SF), as mentioned in the previous section, relates to the
number of data chips that are encoded in each frequency chirp. Using a SF of N will
result in up-chirp that is 2N chips long. Incrementing the SF cuts transmission rate
in half, doubling transmission duration and, ultimately, energy consumption. However,
increasing the duration of the chirps also improves the Signal-to-Noise Ratio (SNR) of
the transmission by extending the time it takes a packet to be received [46], making the
choice of spreading factor a trade-off between coverage, data rate and power consumption,
as shown in Table 2.1. The spreading factor of a LoRa transmission can be set between
6 and 12. Using SF6 requires, among others, packets having implicit PHY headers, hence
it is not used in LoRaWAN.

The Bandwidth (BW) is the frequency range in the transmission band over which
the chirp spreads. Higher BW results in a higher data rate (and consequently shorter
transmission time), but a reduced sensitivity due to the incorporation of extra noise. Using
a lower BW grants a better sensitivity but a lower data rate. The data is transmitted at
a chip rate equal to the bandwidth. As a result, a 125 kHz bandwidth equates to a chip
rate of 125 kc/s. The most commonly used bandwidths are 125kHz, 250kHz and 500kHz
(BW125, BW250 and BW500, respectively).

The Coding Rate (CR) refers to a programmable number of bits that are added to
the packet header to perform FEC. CR can be set between 1 and 4 (CR1 to CR4), resulting
in an FEC rate of 4/(CR + 4). Larger coding rates increase resilience to interference, but
also increase packets length, air-time and energy consumption [47].

The Centre Frequency (CF) defines the central frequency of transmission. This is
typically in the sub-1 GHz band for LoRa.

The Transmission Power which is the radio power used by a transmission. LoRa
chipsets support a maximum range of powers between -4 and 20 dBm, in 1dB steps.
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2.2.4 Derived Parameters

The main features, parameters and potential issues with the LoRa modulation can be
derived and discussed using the above transmission parameters as a starting point. These
are also contained in the documentation for the SX1272 and SX1276 chips [46, 48–50].

Symbol Duration

The overall time duration of a single LoRa chirp, or symbol, is given by the following:

Tsym =
2SF

BW
seconds (2.1)

and thus is dependent on both the SF and the BW used for transmission. The symbol
rate can then be calculated simply as the reciprocal of Tsym:

Rsym =
1

Tsym
=
BW

2SF
symbols/seconds (2.2)

And the chip rate is:
Rchips = Rsym × 2SF chips/seconds (2.3)

Packet Length and ToA

The time-on-air of a LoRaWAN packet can be calculated via the following [50]:

Tair = Tpreamble + Tpayload seconds (2.4)

with Tpreamble and Tpayload being the time duration for the preamble and the PHY payload,
respectively.

Knowing a symbol’s duration from 2.1, we can calculate Tpreamble and Tpayload as the
product of their length in symbols with Tsym.

Tpreamble = (Preamblesym + 4.25) × Tsym seconds (2.5)

with Preamblesym being the number of programmed preamble symbols, 8 for the UK [51],
and Tsym being a symbol’s duration.

Tpayload = PLsym × Tsym seconds (2.6)

with PLsym being the number of symbols for the PHY payload.

PLsym = 8 +max(⌈8PLb − 4SF + 28 + 16CRC − 20IH

4(SF − 2DE)
⌉ × (CR+ 4), 0) symbols (2.7)
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Table 2.1: SNR and Gateway Sensitivity for different combinations of SF and BW [44,46]

SF BW SNR (dB) Sg (dB)

7 125 kHz -7.5 -124.5
8 125 kHz -10 -127
9 125 kHz -12.5 -129.5
10 125 kHz -15 -132
11 125 kHz -17.5 -134.5
12 125 kHz -20 -137

with:
PLb = number of frame payload bytes (1 to 255), to be added to the 13 additional manda-
tory LoRaWAN overhead bytes;
SF = Spreading Factor;
IH = 0 if header is explicit, like it is mandatory for LoRaWAN, 1 if implicit;
CRC = 1 if optional 16-bits to perform CRC are present, 0 otherwise;
DE = 0 or 1, depending on whether low data rate optimisation is present. This depends
on the Tsym. If greater than 16 ms then DE must be 1;
CR = Coding Rate from 1 to 4 (being 4/4+CR).

Receiver Sensitivity

The sensitivity of a radio receiver can be calculated with the following:

S = −174 + 10log10(BW ) +NF + SNR dB (2.8)

where:
S is the receiver sensitivity;
-174 is caused by thermal noise and can only be changed by altering the receiver’s tem-
perature;
NF is the Noise Figure for the receiver and is typically taken as 6 dB for LoRa transceivers
[46], though it depends on the receiver architecture,
SNR is the Signal-to-Noise Ratio required by the underlying modulation scheme, and it
is dependent on the SF of the transmission, as shown in Table 2.1 [44,46].

SF Orthogonality

One of the main advantages of the LoRa modulation is that the different spreading factors
allow the receiver demodulator to discriminate between incoming concurrent transmis-



CHAPTER 2. TECHNICAL BACKGROUND 15

sions on the same frequency channel, making the different spreading factors theoretically
orthogonal to each other. This circumvents some of the limitations imposed by using a
pure ALOHA channel access MAC such as LoRaWAN, namely the high chance of packet
collision and the resulting loss of all packets involved typical of pure ALOHA networks. In
reality, it has been proven that the different spreading factors are only quasi-orthogonal
to each other, meaning that each transmission will also suffer interference from packets
sent at the same time, on the same frequency, but on a different SF, albeit to a lesser
extent [39,52,53]. This is expanded upon when discussing the different outage conditions
for a LoRaWAN packet, in Section 2.4.

2.3 LoRaWAN

LoRaWAN is the de facto MAC layer protocol built upon LoRa and its specifications are
openly available. It was developed and is currently maintained by the LoRa Alliance,
a non-profit organisation comprised of more than 500 telecommunications corporations,
universities, and manufacturers. LoRaWAN’s full technology stack is visible in Fig. 2.2.

Other custom protocols can be built upon the LoRa PHY layer, partially trying to
address or mitigate some of LoRaWAN limitations. LoRaBlink, was developed by [54]
to achieve multi-hop, robust, and low-latency communication, while keeping a low energy
profile. Symphony Link is another protocol that aims to resolve the problem of scalability
outlined by different researchers by implementing a range of different features [55].

Figure 2.2: LoRaWAN technology stack, from [56]
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2.3.1 Network Topology

LoRaWAN networks are comprised of three main elements:

• Nodes or End-Devices: electronic devices, typically including sensors, responsible for
collecting data or implementing instructions via actuators through communication
with one or more gateways.

• Gateways: Internet connected receivers that forward the packets coming from the
nodes to a NS, acting as a logically invisible bridge between nodes and network.

• The NS, which handles the de-duplication of received packets, rejection of cor-
rupted/unwanted ones, as well as scheduling messages to be sent to specific nodes
through gateways in range.

A typical LoRaWAN network, as it is common for LPWANs, is organised in a star-of-
stars topology akin to the one shown in Fig. 2.3, with nodes transmitting to all gateways
in range rather than having a direct link to any single gateway.

The star-of-stars topology has its main advantage in requiring a single hop to achieve
uplink and downlink communication, potentially saving power. Multi-hopping topologies,
typically utilised by a Wireless Sensor Network (WSN), effectively trade off power efficiency
in order to achieve higher range using multiple clusters of devices communicating to a sink
they have to associate with directly, and which in turn forwards the message on.

Thanks to this limitation, the estimated lifetime of a single battery-powered LoRaWAN
connected sensor device is expected to be years, which results in cheaper deployment
and maintenance as well as an overall simplified network design [12, 13]. The maximum
recorded range achieved by an uplink message using LoRaWAN is 832 km [11].

The gateway then relays the data it receives from all the nodes in range to the network
server associated with each node. Finally, the NS forwards them to another element
present in most networks, the Application Server, a server operated by the end-user to
processes the data. As this is user-specific and optional, it is not included in the network
topology in Fig. 2.3. The management of security keys for all the linked devices is handled
by a separate Join Server [57].

Communication is bidirectional, so devices can send data to the network via uplink,
and receive instructions via downlink. Uplink direction is however strongly favoured.
Communication between two nodes is not available with LoRaWAN, requiring the data
to pass through a gateway in both uplink and downlink for this to be achieved. Downlink
communications must be sparse, since gateways are subject to the same duty cycle limits
as nodes. Additionally, downlink also affects the overall QoS of a network by adding
additional interference and preventing gateways from receiving uplink messages while busy
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Nodes Gateways Network Server Applications

Figure 2.3: Typical star-of-stars LoRaWAN network topology

with downlink frames. These limits prevent the use of LoRaWAN for time-critical, low-
latency applications.

LoRaWAN defines its data rate as a function of the spreading factor and bandwidth
used by the underlying LoRa modulation for a specific transmission. A decrease in SF or
an increase in BW always represents an increment on the Bit Rate achieved, as shown in
Table 2.2.

2.3.2 Packet Structure

The content of the PHY Payload of an uplink packet, which structure was broke down in
Fig. 2.1 above, is itself reported in Fig. 2.4, below.

The MAC Header specifies the message type and format of the transmission. There are
8 possible message types, defined by a 3 bits number: Join-request, Rejoin-request, Join-

Table 2.2: LoRaWAN Data Rate (DR) per combination of SF and BW in EU863-870 [51]

Data Rate SF BW (kHz) Indicative Bit Rate (bit/s)

0 12 125 250
1 11 125 440
2 10 125 980
3 9 125 1760
4 8 125 3125
5 7 125 5470
6 7 250 11000
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Preamble PHY Header Header CRC CRCPHY Payload

MAC Header MAC Payload MIC

Frame Header Frame Port Frame Payload

Device Address Frame Control Frame Counter Frame Options

Figure 2.4: Content of PHY Payload from Fig. 2.1

accept, unconfirmed and confirmed data up and down and proprietary protocol messages
[41].

Other important information is also contained within the 13 bytes LoRaWAN manda-
tory overhead such as the device address, a frame counter and information on whether the
message requested acknowledgement or usage of the Adaptive Data Rate (ADR) algorithm.

2.3.3 Device Classes

LoRaWAN networks define three different classes for its end nodes, Class A, Class B and
Class C [57,58].

• Class A is mandatory to implement for every LoRaWAN device. At any time, a
Class A device can send an uplink message, initiating communication. Following
the completion of the uplink and a short delay, the devices open two mutually
exclusive, short time windows where messages can be received in downlink. These
two windows (RX1 and RX2, respectively) have different settings to maximise the
chance of either of them picking up the preamble of the downlink message. Class A
supports bidirectional communication, but downlink can only be received after an
uplink is sent. This allows Class A devices to be very energy efficient, as, aside from
while transmitting and the two short receive windows, they can be in deep sleep [57].

• Class B devices are provided with the same downlink capabilities of Class A, plus
extra slots for downlink communication at periodic times, called “ping slots”. These
ping times are set through downlink communication via periodic, time-synchronising
beacons every 128 seconds. Because they are reachable at predetermined intervals
and can receive downlinks without completing an uplink first, Class B end devices
have lower latency than Class A nodes. However, they also have a higher power
consumption [57].
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• Class C is meant for mains-powered devices, with little to no energy constraints. A
Class C device continuously listens for downlink messages, except when transmitting
[47]. Low-latency communication is possible, but at a prohibitive energy cost for
battery operation [57].

Fig. 2.5 shows the timing diagrams for the three classes of devices. While research
has been extended to other classes, particularly Class B [59,60], Class A remains the most
popular and used of the three. Most of the available LoRaWAN research, as is this work,
is focused on Class A devices.

2.3.4 EU Regulations

LoRaWAN devices are expected to be operational throughout the world. The main benefit
of using the unlicensed spectrum is the lower operating costs resulting from the shared
use of the ISM bands. Using lower frequencies also theoretically provides deeper wave
penetration than higher frequencies in the range of GHz. However, ISM bands, such as
the most commonly used EU 863-870 or the US 902-928 MHz also have continent and even
country-specific regulations. These mandate specifications for both the LoRaWAN MAC
and the underlining LoRa PHY layer and can create problems for LoRaWAN devices,
which strive to be as consistent as possible around the globe.

LoRaWAN operation is usually defined across a number of frequency bands and sub-
bands. In EU, in addition to the standard 863-870 MHz band, LoRa can also be set to
operate in the lower ISM band of 433 MHz [51] or in the higher 2.4GHz ISM band [61].
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Figure 2.5: Timing diagrams for the different possible classes of LoRaWAN devices
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The EU863-870 MHz band is further subdivided in sub-bands h1.4 (865-868 MHz) and
h1.5 (868-868.6 MHz) [62,63].

Restrictions required by the ISM bands include definitions for the packet preamble,
the mandatory channel frequencies, the maximum payload size, the reception windows,
the allowable spreading factors, the maximum radiated power, the maximum duty cycle
per device and the Join processes. The following restrictions apply to the 863-870 MHz
frequency band commonly used in the EU, though similar restrictions apply regardless of
the operating range, with perhaps slightly different parameters.

Two of the most important and limiting factors when it comes to the scalability of
LoRaWAN technology are the limit in maximum radiated power and the duty cycle re-
striction.

Each transmission on the EU 863-870 MHz frequencies needs to be within the approved
Effective Isotropic Radiated Power (EIRP). This is the total radiated power by an isotropic
antenna in a single direction. In the UK the maximum power allowed is 25 mW, equivalent
to 14 dBm. Both sub-bands in the 863-870 MHz range also have a strict duty cycle of
1% [64,65].

Each sub-band must remain “silent” for a period of time that is proportional to the ToA
of the packet and the maximum available duty cycle enforced [66]. For instance, for an air-
time of 1 second and a duty cycle of 1%, each sub-band will have a 99 seconds mandatory
silence time. This restricts the available air-time per device to roughly 36 seconds per
day, which makes the technology unsuitable for high data rate applications. LoRaWAN
devices usually can transmit over multiple channels and utilise channel-hopping algorithms
to choose, pseudo-randomly, the best possible channel to transmit the data on in order
to try to mitigate this drawback. The only restriction is that channel utilisation must
not cause the sub-band’s duty cycle to go above the mandated limit. Having 2 sub-bands
effectively doubles the amount of possible air time from 36 seconds to 72 [67].

Aside from three mandatory frequencies on which transmission must be enabled on
all LoRaWAN devices, the network operator has complete control over channel allocation
in the EU 868 MHz band. The mandatory frequencies are 868.1, 868.3 and 868.5 MHz.
The transmission channel is chosen pseudo-randomly, with only restriction that channel
utilisation must not cause the sub-band’s duty cycle to go above the mandated limit, which
is usually 1%. Most readily available commercial gateways feature 8 possible channels,
which are programmable by the user. However, these are usually set to coincide with those
available from the network provided. An example is the channel line-up for The Things
Network [57], which is included in Table 2.3.
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Table 2.3: EU Frequency Plan for [57], including relevant sub-bands [62, 63], maximum
EIRP and duty cycle limit [64, 65]

Frequency (MHz) Sub-Band (MHz) Max EIRP (dBm) Duty Cycle

868.1
868-868.6 14 1%868.3

868.5

867.1

865-868 14 1%
867.3
867.5
867.7
867.9

2.4 LoRaWAN Outage Conditions

Among the various metrics that can be used to analyse the performance of a wireless
network, of paramount importance is the amount of data that is correctly received among
all messages sent. In this thesis this is expressed as the Packet Delivery Ratio (PDR) of
a network, which is calculated, as a percentage, with the following:

PDR = 100 × packets received

packets sent
% (2.9)

LoRaWAN applications span many use-cases and can give rise to networks of vastly
different sizes. Although the ideal 100% PDR is an unrealistic goal in the majority of real-
life scenarios, a unanimously ”acceptable" PDR is not defined in literature, depending,
rather than on the protocol, on the application itself.

A packet in a LoRaWAN network can be lost for a number of reasons, which henceforth
will be referred to as Outage Conditions. The following conditions, partially retrieved from
this thesis’s author work on [25], need to be true during the lifetime of a packet to achieve
correct transmission. A single failure along the chain will cause data to be lost either
because of the packet being dropped, not properly decoded or not being sent in the first
place. Therefore, they should always be taken into account when analysing and modelling
LoRaWAN behaviour.

2.4.1 Duty Cycle Limitations

As mentioned, the enforced duty cycle on the commonly used frequency sub-bands of
863.00–868.00 MHz and 868.00–868.60 MHz for LoRaWAN in EU is 1%. Each sub-band
has to observe a period of silence between transmissions that is proportional to the time-
on-air of the last transmitted packet and the maximum available duty cycle enforced,
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according to the following [66]:

Tsilence = Tair(
1

DC
− 1) seconds (2.10)

where:
Tsilence = time-of-silence required after transmission;
Tair = time-on-air;
DC = Enforced Duty Cycle.

Since the transmission interval between packets (Txinterval) is set by the designer,
possible transmissions happening over the duty-cycle limits are usually not considered as
an outage condition. However, should the parameters of transmission vary for any reason,
such as a ADR algorithm being enabled, a device might try to transmit over its duty cycle
limit. As an example, a device set to transmit a packet of 10 bytes every 90 seconds on
a single sub-band works as expected using DR5 (SF7 and BW125) with an air-time of 61
ms and Tsilence of 6.1 seconds (from Equations (2.10) and (2.4)). If the same device was
to switch to DR0 (SF12 and BW125) without adjusting its Txinterval it would now have
a ToA of 1482.8 ms and Tsilence of 146.8 seconds, above 1% duty cycle. LoRa transceivers
are usually set up to abide to this limit, so the transmission would be stopped by the
chip itself [68]. This results in “invisible” packet loss, as this loss would not be visible
by inspection of the node’s frame-counter alone. The data will not be queued up for
retransmission unless the device’s behaviour has been specially designed to do so, and the
data stored in the packet would be lost. This behaviour can be manually overwritten, but
doing so may violate the spectrum access laws.

2.4.2 Transmission Below the Receiver’s Sensitivity

All wireless signals are affected by a certain amount of power loss during travel through any
medium, including large-scale loss, or Path Loss (PL), and small-scale loss, or fading. The
former characterises the average signal intensity that reaches a receiver and is generally
distance-based, increasing as the transmitter and receiver are placed further apart. Not
only is the signal weakened by propagation, but reflections, scattering, and diffraction all
contribute significantly to the average Received Signal Strength Indicator (RSSI). This is
known as fading, and it results from the superposition of different copies of the signal with
various phases and amplitudes. This is usually described as a random process, because of
the interaction’s inherent complexity [33].

Nodes and gateways can only receive and correctly decode packets whose receive power
is above a certain power threshold, also known as a device sensitivity, shown in Table 2.1.
If a packet fails to maintain a certain strength, it will be lost.
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2.4.3 Packet Collision and Interference

LoRaWAN is based on a pure ALOHA channel access scheme. In its simplest form, this
allows devices with data to send to do so at any time without checking for availability,
scheduling conflicts with other devices or even a successful connection. Because of this,
colliding frames resulting from simultaneous transmissions will be damaged and likely
lost. A network operating using a pure ALOHA has a maximum theoretical throughput
of 18% [69,70].

This theoretical maximum is increased by the usage of LoRa and its patented mod-
ulation scheme due to the quasi-orthogonality of the spreading factors and the capture
effect.

Each LoRaWAN packet will experience interference from both external sources and
other devices operating in the same network. Assuming perfect orthogonality between
the different spreading factors used in the LoRa modulation, only packets sent at the
same time, on the same frequency and using the same SF will cause interference to one
another. However, the SFs’ quasi-orthogonality has been demonstrated to have a non-
negligible influence on overall network quality and scalability, with each packet also facing
interference from packets transmitted at the same time, on the same frequency, but on a
different SF [39,52,53].

The effect of this is somewhat lessened by a strong capture effect which has also
been found to apply to LoRa transmissions. In the event of a collision the stronger
signal received has a good probability of still being successfully demodulated if it achieves
a minimal power difference from the strongest interferer. These thresholds have been
historically modelled according to the work performed in 2015 by [71]. The authors show
how a packet will be received over interference on the same SF if it is at least 6 dB stronger.
More recent developments in research conducted by [39] show different thresholds which
are obtained with an experimental setup. In this case, only 1 dB separation is required
for the strongest signal to be correctly received over the total interference on the same SF.
These are currently regarded as the standard for LoRa. The rejection matrices from both
studies are reported in Table 2.4.

Moreover, time overlap between two packets is not always destructive. Experiments
in [43] have shown that during packet collisions caused by concurrent transmissions, one
of the packets will be received if the final six symbols of the preamble and header do not
overlap [72].

2.4.4 Demodulator Channel Saturation

LoRa packet reception entails a receiver detecting the 4 consecutive upchirps in a packet’s
preamble [73] and “latching on” to it, provided the receive power is above the receiver’s



CHAPTER 2. TECHNICAL BACKGROUND 24

Table 2.4: Inter-SF and Intra-SF destructive interference levels in dB in [71] and [39]

(a) Thresholds from [71]

SF7 SF8 SF9 SF10 SF11 SF12
SF7 -6 16 18 19 19 20
SF8 24 -6 20 22 22 22
SF9 27 27 -6 23 25 25
SF10 30 30 30 -6 26 28
SF11 33 33 33 33 -6 29
SF12 36 36 36 36 36 -6

(b) Thresholds from [39]

SF7 SF8 SF9 SF10 SF11 SF12
SF7 -1 8 9 9 9 9
SF8 11 -1 11 12 13 13
SF9 15 13 -1 13 14 15
SF10 19 18 17 -1 17 18
SF11 22 22 21 20 -1 20
SF12 25 25 25 24 13 -1

sensitivity. On a typical LoRa gateway, if reception is initiated, the operation will take up
one of the receiver’s demodulating paths for a time proportional to the packet’s ToA, after
a time delay based on the distance between sender and receiver. Commercially available
LoRa gateways can usually receive up to 8 packets simultaneously, thanks to 8 parallel
demodulators [74]. If all demodulating paths are occupied by packets being currently
decoded, the next packet coming across such a gateway will not be “latched on", and so
it will not be received.

2.4.5 Simultaneous Communication

Standard operation for LoRaWAN devices is half-duplex. Nodes and gateways can com-
municate with each other, but not at the same time, meaning no packet reception is
possible while transmission is occurring. This also implies an implicit priority to be estab-
lished between uplink and downlink. This would be used to decide if the reception of an
uplink packet should stop in case a gateway requires to transmit a downlink message or
not. No formal rule is presented by the LoRaWAN standard, but it is accepted that the
most popular and widely researched gateway chipset, the SX1301 [74] will stop incoming
packet reception in favour of transmitting [75,76].

2.5 Adaptive Data Rate (ADR) Algorithm

The ADR utilised by LoRaWAN is a method for optimising the data rate, energy consump-
tion and total air-time of packets in a network, with the overarching goal of improving
network scalability and its QoS. Choosing the best data rate for transmissions in fact
improves the number of devices that can be handled by a gateway. Usage of the ADR is
not mandatory, but is recommended by the LoRaWAN standards [41].

The ADR is responsible for updating the spreading factor, bandwidth and transmis-
sion power of transmissions initiated on any one device and is divided into two distinct
algorithms, one of which operates on each node device where it is enabled, and the other
on the NS.
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On the node side, the algorithm is formally defined in the specifications [41]. If enabled,
the algorithm will decrease the data rate of the node following lack of acknowledgement
of packet reception, thus extending the range. This process is assuming that by doing so,
a better link margin can be established between the node and a gateway, which possibly
prevented packet reception and the requested acknowledgement. This side of the ADR
is only responsible for decreasing the data rate, making transmissions slower, less energy
efficient but more resilient and increasing their range.

For the algorithm operating on the network server, which is instead responsible for
increasing the data rate, there is no official formulation. However, a baseline method is
documented in [77], which has been reportedly adopted by open-source network operators
such as The Things Network, and has been the basis for discussion for research working on
the development of new and improved ADR algorithms, as highlighted in Section 3.2.5. A
known limit of the baseline ADR that these developments try to overcome is for instance
its suitability for static devices only, for which the radio channel does not vary consistently
with each transmission.

When a node transmits an uplink message, it may be received by a number of different
gateways. The message is then tagged with its Received Signal Strength Indicator (RSSI)
and SNR at each gateway, before being deduplicated and sent to the application server.
The message metadata will then include separate information about the “goodness” of the
link between the transmitting node and each gateway the packet was received by.

After collecting a number of uplink messages, 20 according to the suggested method,
the network server uses the collected information to determine the most suitable data rate
for each device by comparing previously received Signal to Interference & Noise Ratio
(SINR) values to the current data rate (including SF and BW) and transmission power
level.

The ADR is then responsible for updating the spreading factor, bandwidth and trans-
mission power of all subsequent uplinks by transmitting the new ones to be used via a
downlink message to the device.

2.6 LoRaWAN Large-scale Propagation Loss Models

There are several ways to define the Path Loss (PL) in a specific environment, but this
is always represented as the ratio of the received power Pr to the transmitted power Pt.
In this section the models used for describing losses in a typical LoRaWAN environment,
including those used in this thesis authors’ publications will be discussed.

The free space model is the most basic for describing distance-based propagation loss.
It assumes that there is a direct Line-of-Sight (LoS) between devices and that the signal
propagates in a straight line. The PL in the free space model is expressed as [78]:
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PLdB =

(√
Gtc

4πdfc

)2

dB (2.11)

where:
Gt is the total gain of the antennas;
c is the speed of light;
d is the link distance;
fc is the carrier frequency.

This purely analytical approach to PL definition is not often used to describe Lo-
RaWAN propagation, as LoS is not easily achieved other than for satellite-based and
some microwave links.

Instead, the majority of radio propagation models which are commonly used are de-
veloped by a combination of analytical and empirical methods. The empirical methods
have the advantage of implicitly accounting for all propagation parameters, known and
unknown, via real field observations. However, they can only be applied to that spe-
cific environment, or similar ones, before new measurements and new models have to be
constructed [33].

These models are the most frequently used when dealing with urban and suburban
environments. One such model is that developed by Okumura in 1968 [79]. It applies to
frequencies ranging from 150 MHz to 3000 MHz and distances ranging from 1 km to 100
km. It is suitable for base station antenna heights ranging from 30 to 1000 metres. The
Hata model [80] is an empirical representation of Okumura’s path loss, and it is valid from
150 MHz to 1500 MHz. The formula provided can be altered, and different formulations
can be obtained to model urban environments of different sizes, as well as suburban and
rural areas. For urban regions, the formula for median path loss is [33]:

PLdB = 69.55+26.16log10(fc)−13.82log10(hte)−a(hre)+(44.9−6.55log10(hte))log10(d) dB

(2.12)
where:

fc (MHz) is the frequency of the transmission (between 150-1500 MHz);
hte (m) is the effective height of the transmitting antenna (between 30 and 200 m);
hre (m) is the effective height of the receiving antenna (between 1 and 10 m);
d (km) is the link distance;
a(hre) is a correction factor which is a function of the size of the coverage area.

Finally, another popular formulation is the Log-Distance model. This can be used to
model both indoor and outdoor scenarios and follows from the realisation that whether
indoor or outdoor, the average received signal power drops logarithmically with distance.
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PLdB = PLdB
0 + 10γlog10(d/d0) +Xg dB (2.13)

with:
PLdB

0 (dB) is the path loss at the reference distance d0
d is the distance between receiver and transmitter;
d0 is the reference distance;
γ is the path loss exponent;
Xg is the fading factor, a zero-mean Gaussian distributed random variable (in dB) with
standard deviation ω (also in dB), modelling log-normal shadowing.

This model is very flexible as d0, γ and Xg can statistically describe the path loss for
any arbitrary location, given a certain link distance d. As such is a popular choice for
network simulators. Additionally, the values for γ and Xg can also be calculated from
empirical data using linear regression [33].



Chapter 3

LoRaWAN Applications and State of
The Art

Based on the flexibility of the protocol as highlighted in the previous chapter, LoRa and
LoRaWAN have the potential to be applied effectively to a number of different use cases.
The impact of the different SFs especially, with the trade-off between power efficiency
and coverage arising by varying the SF of a transmission, is one of the main enabler of
LoRaWAN for different use-cases. These include smart agriculture, smart cities, industrial,
smart homes, smart healthcare and smart metering [81]. In this chapter we will, firstly,
in Section 3.1, be giving an overview of the different applications of the technology over
the various IoT verticals, as highlighted in Fig. 1.1. This is done by analysing test-beds
and proof of concept studies which showcase the breadth of possible application of the
technology and are aimed at justifying the research interest and effort that LoRa and
LoRaWAN have gathered since their introduction in IoT. In the following Section will
then put into focus the application agnostic research which is most relevant to the work
presented in rest of this thesis, especially the academic research concerned with improving
the scalability of LoRa and LoRaWAN.

3.1 LoRaWAN Applications in IoT and IIoT

In this section the most common IoT and IIoT application for a range of use-cases are
presented. While not directly connected to the protocol’s scalability, these academic papers
are important to showcase some of the common pitfalls of practical LoRaWAN usage, such
as the limited availability of a handful of researchers to develop large-scale networks, the
lack of perfect knowledge of each device featured in a network and the range of current
propagation loss models. This information was crucial to formulate the research questions
presented in this thesis’s introduction, and fed into the protocol knowledge used to work on
the enhancements to the simulation models which are presented in the upcoming chapters

28
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of this thesis.

3.1.1 Smart Agriculture

In the agri-tech, or smart agriculture context, sensor nodes are typically concerned with the
welfare of livestock and conditions of plants and soil. Uplink messages make up the bulk
of a network’s data, monitoring factors that only need updating every few minutes. This
effectively works around one of the main drawbacks of the LoRaWAN technology, namely
its maximum data rate limit. Downlink messages are present, though only sporadically
used. In a typical scenario, they could be used to activate simple devices such as solenoid
valves and switches, like a sprinkler to water a specific portion of a field or a dispenser to
refill livestock food and water troughs [82].

There are multiple instances of LoRaWAN network operating in the agri-tech vertical,
both commercially and at a research-level. Some of the most common applications of
LoRaWAN in agri-tech which are currently being researched and developed include irriga-
tion control, optimisation of water usage, soil monitoring and chemical analysis, pest and
diseases control and prevention, machine and agricultural manned and unmanned vehicles
(drone) monitoring and control, movement and habits monitoring to screen and prevent
diseases like lameness in livestock [3, 83].

The work performed in [84] propose a LoRa-based smart irrigation system. This system
is made up of a LoRaWAN node, a solenoid valve and a hydroelectric generator. Through
their experimental testing the author’s suggest that the communication distance between
the irrigation node and gateway can reach 8 km and that the proposed system is more
efficient and reduces the cost of deployment and maintenance of such a use-case. Similarly,
in [85] the authors seek to reduce labour cost while reducing water consumption with the
usage of a LoRaWAN-enabled Power Switch. The findings of this study indicate the
viability of deploying the LoRaWAN-based smart agriculture applications up to 1.1 km
from a gateway.

In [82] the authors describe a drip irrigation monitoring system including actuators to
distribute water accordingly and a Graphical User Interface (GUI) to track the operation
of the network. The cost-effective solution is mostly investigated in terms of its energy
consumption which is found to be low enough to give an estimated lifetime of more than
2 years per device.

In [86] the authors consider energy-efficient IoT strategies for agri-tech use-cases in
greenhouse environments. To do so, they deployed a LoRaWAN based network in a
greenhouse research centre in Belgium to monitor crops by recording light, temperature,
CO2 and humidity information. Three different enclosure types were tested and energy
consumption as well as data visualisation was provided by using an online dashboard.
They found that it is critical to deploy the sensors in an air-circulated box for precise data
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and a longer lifetime.
The work presented in [87] focuses on mushroom cultivation and production in dedi-

cated “mushroom-houses”. Several sensors are placed in these structures, measuring CO2,
temperature and humidity. These are then used to activate control devices such as humid-
ifiers and fans. This allows for the environmental factors to stay as constant as possible
and ideally increase the yield of the culture.

[88] proposes applying LoRaWAN to the monitoring of the health of trees. Detection
of disease is performed by Electrical Impedance Spectroscopy (EIS) analysis and results
are forwarded to a central processing system via LoRaWAN. The proposed system is able
to perform EIS analysis and periodically send the generated data to the central node,
according to tests performed in a laboratory constant environment.

3.1.2 Smart Cities

Another sector that has enjoyed a period of growth recently is that of smart cities. As
the range of possible application is very broad, possibly including anything from smart
metering to vehicle communication, the requirements for smart cities use-cases vary from
the more relaxed constraint akin to those of smart agriculture, to the low latency require-
ments typical of smart health applications. LoRaWAN has been used in a number of ways
in this context. Localisation-based applications are most popular with a different range
of target objects, from monitoring the position (as well as other factors) of vehicles for
public transport and traffic evaluation, to assessing seating and parking availability and
otherwise indoor building occupancy. Other uses include monitoring of environmental fac-
tors such as the air quality surrounding built-up areas and smart metering of power grid
usage.

In [89] the authors propose, in a simulated environment, the incorporation of drones
in an Intelligent Transportation System (ITS) to be used as LoRaWAN gateways. This is
supposed to enhance the existing Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure
(V2I) systems typically utilised in such scenarios and increase energy efficiency and net-
work resilience. The simulated results suggest that this approach can conserve between
39.2 and 12.6% of the total network energy and can improve the area stress by 52–89.7%
for different amount of drones deployed over a fixed area.

[90] proposes an indoor geolocalisation for ITS based on LoRaWAN. The authors pos-
tulate that given the unfeasibility of using the more ubiquitous satellite-based localisation
methods indoor, exploiting LoRaWAN metadata can provide a way of accurately measur-
ing the position of vehicles in a location such as an underground parking. By deploying
multiple gateways and using trilateration, they show that the position of a vehicle can be
obtained within a 20-30 m range.

In [91] the authors propose a clustering-based technique for vehicle localisation in urban
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environments. The localisation is also based and verified using the publicly available RSSI
measurements collected in large urban areas in the city of Antwerp, Belgium. The solution
relies on a first layer of K-Means clustering followed by a finer localisation step. In their
work they are able to achieve a median error of 158.41 m and a mean error of 346.03 m
based on the RSSI data, which is reportedly the best accuracy obtained through the use
of the same dataset.

LoRaWAN feasibility for localisation is also explored in [92] where the authors propose
a joint Global Positioning System (GPS) and Real-Time Localisation System based on
Ultra-Wide Band technology (RTLS-UWB) system to provide indoor and outdoor posi-
tioning to LoRaWAN nodes. Evaluation of the obtainable performance in a real-world
scenario is performed using a test setup at the University of Brescia and confirms the
suitability of the proposed approach.

[93] studies a proposed hybrid architecture based on LoRa and 3G for monitoring op-
eration in electricity and gas distribution networks. Experimental results obtained across
varying distances show that Line-of-Sight (LoS) is the most determining factor in pre-
serving a good communication link, as the presence of vegetation and buildings lower the
maximum range.

In [94] the authors explore the topic of Vehicle-to-Grid (V2G) communication, between
a charging station and an Electric Vehicle (EV) in motion in Pamplona. The network is
characterised by building a 3D urban model and an in-house developed algorithm estimat-
ing received power levels, SNR and time domain parameters. The network’s performance
was then tested with moving vehicles communicating to public EV charging stations, with
a 100% packet success rate when using LoRaWAN transceivers.

Authors in [95] develop a LoRaWAN testbed for air quality monitoring system in La
Plata, Argentina. Three different models of sensors as well as a low volume sampler of
Particular Matter (PM) are used to determine PM10 and PM2.5. The results obtained
show that a similar LoRaWAN deployment can be a viable tool for the determination of
contaminant levels and other metrics relevant to the study of air quality.

Similarly, [96] develops a scalable system to monitor dust, Carbon Dioxide (CO2),
temperature and humidity in Yangon, Myanmar. Although only comprised of a single
LoRaWAN node and a single gateway, the system also features a machine learning model
trained on the air quality parameters collected. This allows to make predictions and take
preventive action to alleviate the impact of pollution, and it is intended as a pioneering
LoRaWAN deployment upon which more can be built in future projects in the region.

3.1.3 Remote Health

While not as popular as the previous two categories, a number of LoRaWAN based health-
care applications and papers have also been surfacing from the early years of the technol-
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ogy [97, 98]. The reduced suitability of the protocol for applications of this kind is to be
sought in the time-critical nature of some of the possible use-cases. It is fair to expect
that a device involved in the monitoring of a person’s vital signs should be the most re-
liable and prompt with its communication as possible. As discussed in Chapter 2, Class
A LoRaWAN devices, by far the most popular available for commercial deployments and
research alike, suffer from high latency due to only being able to receive downlink data
following a successful uplink message. Class B to a certain extent, and Class C specifi-
cally will be more suited for these applications when they will start to become more used
and widespread [57, 58]. However, Class A devices can still prove useful, especially when
coupled with other technologies.

In [99], LoRaWAN is evaluated as a potential complementing technology for exist-
ing indoor and outdoor elderly positioning solutions. Outdoor localisation is performed
by satellite-based methods, whereas indoor localisation is performed by Ultra Wideband
technology. The resulting data is encapsulated in a LoRaWAN message and sent every
minute. The network used is the same that was developed by researchers in [6] and re-
sults showed sub-meter errors in a typical indoor scenario, with an average communication
latency of 700 ms.

The authors in [100] develop a point-of-care biofluid analyser for personalised moni-
toring using a LoRa/Bluetooth-enabled electronic reader. The study includes monitoring
over different locations and an analysis of the resulting communication channel. Results
prove that Urinary Tract Infection (UTI) test results are diagnosed and correctly transmit-
ted to a remote, secure cloud server. Furthermore, the validity of an IoT-enabled medical
diagnostics system was confirmed by the deployment in residential settings over distances
between 1.1 and 6 km.

In [98], the authors describe a new IoT-based health monitoring system gathering
medical sensor data, including blood pressure, glucose levels and temperature. Results
show that with a gateway installed outdoors, at an altitude of 12 metres, the average
area covered is around 33 km2, while using at least 10 times less power than competing
long-range cellular systems.

The author in [101] builds on their previous remote Electrocardiogram (EKG) Mon-
itoring work by integrating into a LoRaWAN-based system that transmits the resulting
data over long distances. At the lowest level, individual devices would be available in
patient homes, where health data can be collected without the need for medical personnel.
The data will then be sent via LoRaWAN to an application that can sort it and inform
doctors who can further analyse the stored data.

In one of the earliest analysis on LoRa Technology, the authors [97] investigate its
suitability for heath and wellness monitoring. The measurements were taken on the main
campus of the University of Oulu in Finland, over an indoor area of roughly 182,400 m2.



CHAPTER 3. LORAWAN APPLICATIONS AND STATE OF THE ART 33

The measurements were carried out using a battery-powered end device strapped to a
researcher’s arm and reporting the sensed data to a gateway every 5 seconds. As reported
by the authors, this resulted in packets only being sent every 13 seconds to respect the
duty cycle limitations that were highlighted in Section 2.4. The obtained results show
that the entire campus area can be covered when using the maximum transmit power of
14 dBm and the largest spreading factor of 12 on the 868 MHz ISM band, with a PDR of
96.7%.

3.1.4 Industry

Finally, the IoT paradigm, backed by LoRa technology can be successfully applied to more
conventional industries such as manufacturing, construction, mining and logistics.

In [102] the authors assess the coverage area and the performance of LoRaWAN in a
real indoor industrial environment, namely a flower auction warehouse. In this use-case a
large number of trolleys must communicate with a gateway while moving across a large
warehouse, which is made up of approximately 250000 m2 of covered area plus additional
open areas. A single gateway was installed indoors, sideways, and 6 m above the auction
floor. The end-device used to perform the testing was kept at the same height as the
trolleys during the measurements, about 1.7 m.

The authors in [103] focus on the practical implementation of a LoRaWAN network
intended to monitor structural health in the construction domain. Two sensing node pro-
totypes were built and wirelessly powered using a far-field wireless power transmission
technique and only one dedicated RF energy source operating in the ISM 868 MHz fre-
quency band. These sensing nodes can simultaneously measure temperature and relative
humidity and wirelessly transmit the measured data over long distances and concrete using
the LoRaWAN protocol.

In [104] the authors also explore LoRaWAN as the technology to provide reliable data
communication in construction processes, with a deployment in Germany. The network
on the construction site is remotely connected with a robotics lab and the network perfor-
mance was validated through an intra-site logistics and task scheduling system. The paper
demonstrates that the network behaved as desired and as such this type of use-case is open
to LoRaWAN. However, they also remark that the limitations of LoRaWAN always apply,
limiting suitable applications to small volume and high-latency use cases.

Finally, in a use-case embracing both industry and remote health, [105] develop a
LoRaWAN-based Safety and Health Monitoring system for coal miners. The system em-
ploys smoke sensors, respiratory sensors, and heartbeat sensors to obtain environmental
and health parameters. In the proposed system, a smart alert system is used to ensure
the worker’s safety by alerting them in the event of an accident.
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3.2 LoRaWAN Research

Perhaps of more importance to the field is the different avenues of research that are avail-
able to study the behaviour of LoRaWAN as a communication technology agnostically
of use-cases. Of particular interest for this thesis are those works that are attempting
to formalise and improve the behaviour in large-scale deployments, tackling LoRaWAN’s
known scalability issues. Some of the literature tries to work directly on the modulation
technique employed by LoRa by either improving the existing modulation or by proposing
new, more robust, versions. Another approach is to deploy real-life LoRaWAN networks
so that their performance, relative to the PHY layer parameters used, can be studied,
analysed and improved empirically. However, because of the complexity and the practical
issues surrounding the deployment of a network with thousands of devices, which would
be required to appreciate the effects of all possible outage conditions, the pursuit of a
generalised model to study such scenarios theoretically has been the most popular option.
In this regard, both discrete-time simulations, performed in software, and analytical mod-
els based on stochastic geometry have been used to model the behaviour of large-scale
LoRaWAN networks [38].

3.2.1 Modulation-based Research

A popular way of enhancing the standard LoRa modulation is by improving the basic,
underlining CSS modulation.

In their work, authors in [106] evaluate the performance of novel modulation schemes
based on CSS by experimenting with various parameters to maximise throughput and
spectrum efficiency. The performance of the various CSS versions is evaluated by inspect-
ing the Symbol Error Ratio (SER) as a function of the SNR, as well as the maximum
attainable throughput.

In [107] the authors propose an extension for the standard LoRa modulation to reduce
its energy consumption. This version of the modulation encodes extra data in the phase
shift using Phase-Shift Keying (PSK) modulation, giving rise to PSK-LoRa. The goal is
to encode more data per unit of time while maintaining the same level of performance,
resulting in a more energy-efficient system. When studying the effects on the bit error rate
and packet error rate, results show that in some circumstances, PSK-LoRa may transmit
the same amount of information as LoRa while utilising less time resources and with no
performance degradation.

Interleaved Chirp Spreading LoRa (ICS-LoRa) is proposed and described by researchers
at German University in Cairo through a number of papers, including [108–110]. The goal
of ICS-LoRa is to increase the number of transmitted bits per chirp signal by introducing
supplementary, interleaved chirps. The suggested design preserves the communication
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resilience of standard LoRa while also decreasing ToA by increasing the number of bits
per symbol by one. This is proven to increase capacity of a network with only a negligible
degradation in Bit Error Rate (BER). ICS-LoRa is also shown to be functioning parallel
to the standard LoRa modulation, further improving on the benefits.

In their subsequent work, [111] develops a SSK modulation version, SSK-LoRa, which is
shown to outperform the ICS-LoRa modulation scheme by about 1 dB SNR, and increasing
the data rate compared to standard LoRa. Some of the same researchers involved would
then go on developing Slope-Shift Keying, Interleaved Chirp Spreading LoRa (SSK-ICS
LoRa) by integrating the two modulation modes in [112]. This mixed technique employs
down chirps and interleaved up and down chirps to represent the information bits. This
not only boosts the data rate of standard LoRa by up to 28.6% for the same spreading
factor and bandwidth configuration, but also performs better than its competitors across
a wide range of SNR per bit.

A similar proposal is also put forward by [113]. In this study, the authors suggest a
novel modulation technique for LoRa communication based on combined up- and down-
chirps, as opposed to the standard up-chirps of LoRa. Furthermore, a hybrid demodulation
scheme based on Fast Fourier Transform (FFT) and correlation techniques is also devel-
oped to further boost performance. The performance is then assessed using simulation
data and shows that the suggested approach outperforms the current LoRa modulation
strategy by more than 3 dB at a BER of 10-4.

Modifications to the preamble detection scheme of LoRa is also proven to be beneficial
in [114]. The SX1276 LoRa transceiver is reported to need to detect 4 consecutive identical
preamble upchirp signals to “latch-on” and start decoding a packet [73]. Experimental
results show that relaxing this constraint from 4 to 3 non-consecutive symbols significantly
improves the LoRa capture capability.

3.2.2 Empirical Performance Evaluations

As mentioned in Section 3.1, some of the research where physical LoRaWAN networks
are deployed is mostly concerned with presenting purely a proof-of-concept for LoRaWAN
application in that context. These include the standard IoT verticals such as smart agri-
culture, smart cities, healthcare and IIoT. Some however, also concern themselves with
carrying a deeper analysis on the protocol itself, by performing an empirical performance
evaluations of different aspects of the network. These include important metrics of network
quality such as the packets SNR and the RSSI at the receiver, which are both influenced
by the link quality, link distance and local interference. The SNR is a measure of the
difference in power between the actual signal and the background noise, while the RSSI is
the overall signal power at the receiver, both in dB. As an overarching metric, the PDR of
the network, or sometimes its inverse, defined as the amount of packet lost in a network, is
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most often used and reported. As opposed to standard proof-of-concept deployments, in
these performance evaluation studies the emphasis is on the metadata of the transmissions
rather than their data content.

These vary in scope and context but generally involve one gateway and one to few
nodes [38]. Large-scale analysis is usually reserved to simulation and theoretical analysis
instead.

In the previously cited work performed by [85] the author reports both information
about the RSSI and SNR of the received packets in an agri-tech environment and the PDR
achieved by a node in different locations against the distance from a common gateway.

In an early application of LoRa, the authors in [115] develop a trough water level mon-
itoring system. The idea is to help cattlemen living 1-3 km away from barns to know when
each trough needs to be refilled in the most straight forward way possible. During labora-
tory tests, the system was evaluated and deemed to be operating successfully. However, by
collecting different RSSI values for packets received across different transmitter-receiver
combinations it became also clear that consideration needs to go on nodes placements,
particularly with regard to their elevation.

A throughout performance evaluation is carried out by [116] for the context of dairy
cows monitoring. In this letter, the author characterise the path loss performance of three
different barns by analysing the empirically obtained fading measurements. The results
show that the large-scale fading can be described with a one-slope log-normal path loss
model and the temporal fading can be statistically represented by Rician distributions
with an average K-factor of 8 dB.

The authors in [117] propose and analyse two use cases for agri-tech. The first one
is monitoring temperature and humidity in horse stables. The transmission of this data
is set to use the minimal amount of resources the LoRa channel can use. In the second
use-case, sensors for conductivity and soil temperature were buried at different depths in
agricultural land, at a distance of 40 and then 350 m from a gateway. In both cases, some
additional parameters are recorded, including RSSI and SNR.

[118] shows the impact of varying different communication parameters on the per-
formance of LoRaWAN in a tree farm environment in Indiana, USA. Results show that
the overall achievable range was less than theoretically predicted and that varying the
PHY variables, such as the SF and the CR have a significant influence on LoRa perfor-
mance. More importantly, the data dependability was uneven across distances and PHY
configurations, highlighting how hard it can be to predict LoRa behaviour.

In [119], researchers from the University of Oulu install a monitoring system in a large,
indoor open area of the campus spanning roughly 2163.8 m2. The deployed system is
meant to visualise the environment’s real estate conditions and provides insight into un-
derstanding how a busy and crowded building can perform as a LoRaWAN IoT-enabled
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building. The network includes 331 sensor nodes, each providing information about tem-
perature, humidity, illumination, motion and CO2. They are all programmed to have
a fixed transmission period of 900 seconds, packet lengths of 24 bytes, and a spreading
factor of 7. The ADR is turned off, and there is no downlink since the devices do not
require confirmation of packet reception. Data received at a single gateway is gathered
and analysed in terms of RSSI, SNR, and PDR, revealing that no device had less than
25% PDR while several had PDR greater than 99.5%.

[120] provides the RSSI values obtained for a LoRaWAN deployment in a three-story
building in Hyderabad, India. A single node is put in different locations in the building
and the resulting data is collected by a single, static gateway. This experiment aims to
provide further information on how indoor impediments such as walls and doors affect
LoRaWAN path loss. Similar work is carried out in [121] where the authors measure
results of a deployment across multiple locations in Japan. Here too, the metadata of the
packets is used to validate the path loss obtained through the empirical measurement with
the theoretical one calculated on the base of the Okumura-Hata model.

In [122], the authors give an examination of a testbed placed at the University of
Calgary. Two gateways are installed indoors on the 7th floor of a structure, with four
nodes operating at various frequencies in the 915 MHz bands. Their PDR is recorded for
each floor of the building, as well as for longer exterior distances. Additional tests were
conducted to determine how other characteristics, such as different spreading factors and
packet sizes, impact this PDR.

The study in [123] investigates the outcomes of a large deployment in Shangai, based
on data gathered over an 8-month period. The authors analyse the Packet Loss Rate
(PLR) (defined as the inverse of the PDR) and attempt to identify a link between dif-
ferent characteristics such as the distance between transmitter and receiver, as well as
the RSSI and SNR, and the PLR. The study includes two different types of nodes, each
with a different transmitting behaviour. The final conclusions are made in terms of the
number and density of devices in an area, the gateway deployment strategy, the different
transmitting schedules, and the impact of packet collisions in the network.

Finally, in [124], the authors conduct a study across a 288 km2 region in Brno, Czech
Republic. More than 20 gateways are deployed across the city, and a single end-device
is cycled through 231 test sites while operating at a spreading factor of 12 and on the
required EU frequency bands. Metadata concerning the network server’s timestamps,
RSSI, SNR, and reached GW were retrieved and analysed in MATLAB. Throughout the
trial, the total PDR was found to be 83%, and more in-depths correlations of RSSI, PDR,
ADR and gateway locations are also documented.
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3.2.3 Discrete-Time Simulations

Discrete-time simulation of LoRa and LoRaWAN is usually carried by software simulators,
which create the ideal environment to test claims such as the 10-year expected battery life
and the thousands of concurrent devices support.

There are several such simulator systems for WSNs, including NS-3, OMNET++,
and SimPy. During the years, these platforms have been, thanks to the help of researches
reverse-engineering the LoRa modulation, extended to enable the simulation of LoRaWAN
networks. Most tools involve replicating the PHY layer behaviour, while a few also include
MAC features such as ADR algorithms. [72] provides a comprehensive assessment of several
LoRaWAN simulators, along with information on their native capabilities and limitations
when compared to the LoRaWAN standard.

Among the most popular and widely adopted is the one developed in [16]. In this paper,
the authors develop LoRaSIM [125], a custom-built discrete event simulator based on
SimPy, by using insight from experiments on communication range and capture effect with
varying PHY parameters. The simulator is then used to perform a scalability assessment
of a network, which shows that the only way to achieve good scalability is by increasing the
number of gateways and dynamically adjusting communication parameters throughout a
network’s life cycle. The original LoRaSIM is mostly concerned with modelling collision
behaviour and as such is rather limited. This initial model was expanded further by other
researchers. In [126] the authors add duty cycle restrictions and downlink capability. The
LoRaWAN’s ADR was added in [127] and energy consumption was added in [128]. Among
other papers using this simulator are [129], [130], and [131–133].

Another popular method for performing discrete-time network simulations is to use
NS-3, a network simulator written in C++.

Due to its modular nature, a number of different researchers implemented LoRa and
LoRaWAN behaviour in NS-3, which has been used extensively ever since to perform all
kinds of analysis regarding LoRaWAN, for example comparing its performance with that
of other protocols [134].

The authors of [20] provide one of the first modules for modelling LoRaWAN. These are
more comprehensive in scope than LoRaSIM, allowing for downlink traffic as well as duty
cycle limitation to be observed. The authors use them to present a scalability study that
includes several SF assignment techniques, varied gateway scenarios, and retransmission
algorithms. They, however, seem to disregard the chance of a receiver’s channel saturation.

In [135], the focus is turned to power consumption, with the module developed capable
of performing power analysis alongside correct collision behaviour. However, the quasi-
orthogonality of the SFs as well as the limitation of having a finite number of demodulator
paths at the receiver are not considered.

A number of NS-3 LoRaWAN modules, modelling power consumption, Class B func-
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tionality, ADR support and timeslot scheduling were developed and documented over a
number of works [136–138] both as extension of existing models and as standalone.

One of the modules these papers extend is that developed in [21]. Here the authors
develop their own NS-3 module, which is highlighted in [72] as one of the best and more
complete to perform accurate PHY and MAC analysis. The module is then used to
demonstrate how a gateway can ideally support up to 104 nodes and how increasing
the number of gateways so that every gateway covers 6 km2 can improve the coverage
probability of a node to above 90%. This module has been adopted, enhanced and shared
by a community of researchers ever since, including the author of this thesis.

Other simulators have also been developed and used.
In [139], the authors creates FLoRa, an open-source framework for LoRa simulations in

OMNeT++. FLoRa allows for end-to-end network simulations by modelling LoRa nodes,
gateways, and network servers, as well as implementing the physical and medium access
control layers of LoRa, allowing for bidirectional communications and simulations of the
backhaul network. The authors in [140] develop a custom-built discrete-event simulator
using Java. It is intended to take into account all existing LoRaWAN capabilities and is
programmed to emulate LoRaWAN operation based on North American requirements. It
enables complete setup of gateways, end devices, and network settings.

In general, discrete-time simulations are easily set up and can be performed using
existing libraries and software.

3.2.4 Stochastic Geometry Models

The behaviour of wireless networks and their mathematical performance have been, until
recently, analysed by resorting to extreme simplifications such as only considering one
or two interfering cells, or combining all interference into a single random variable that
was then empirically fit to a distribution such as a lognormal [141]. Stochastic geometry
is a mathematical discipline based on the modern theory of random sets by Kendall and
Matheron [142] which studies models for random geometric structures and spatial patterns,
based on spatial point processing. There are various point process models, most of which
are based on and extend the classic homogeneous Poisson Point Process to find expressive
models that allow effective statistical methods [142]. As other wireless protocols, the
behaviour of LoRa and LoRaWAN has also been studied and modelled according to these
stochastic geometry models.

The work done in [17] is among the first to apply stochastic geometry to simulate the
behaviour of a LoRaWAN network. The authors provide a model for a single gateway
network with nodes dispersed equally around it. The model assumes complete perfect
orthogonality between various SFs, hence inter-SF interference is ignored. It also ignores
the effects of having a finite number of demodulator paths on total outage probability and
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models uplink traffic only. The same scenario, along with its constraints, is expanded by
the same authors to include non-uniform node distributions in [143] and a second gateway
in [144].

[19] uses a similar configuration, with a single central gateway, but this work integrates
the effect of quasi-orthogonality of the SFs, using the updated collision matrix presented
by [39] and reported in Table 2.4. The practical issue of having a finite number of parallel
demodulation channels at the receiver, as well as downlink traffic, is not modelled. One of
the few works that takes this limitation into consideration is that performed by [18]. This
study examines and models a single gateway network with eight parallel demodulation
paths while reducing the overall complexity of the networks in other ways, such as by
assuming perfect SF orthogonality.

Most stochastic models of LoRaWAN networks limit their scope to reduced, but less
realistic, configurations. This is due to the layers of complexity of a rigorously correct
model and is generally accomplished by lowering the amount of variables in the network
itself.

3.2.5 Scalability Research

As well as analysis and modifications to the PHY layer and the LoRa modulation, described
in Section 3.2.1, the effect of changes to the MAC layer has also been investigated in
literature.

Early on in LoRaWAN’s research, the impact of increased gateway density and their
positioning in LPWANs was defined as a key factor in the QoS of a network and its
ability to scale. The authors of [145] conduct an investigation of optimal placement of 16
and 25 gateways using various tactics, and demonstrate that, while 25 gateways normally
outperform 16, utilising a positioning strategy based on Fuzzy C-Means may enhance the
performance of 16 gateways to equal that of 25. [146] provides both a practical and a
theoretical approach for determining the optimal position of gateways in an uplink-only
network. In [21] a 7.5 km radius circular urban environment was simulated in which end
devices are supported by an increasing number of gateways distributed in a hexagonal grid
configuration. The authors find that to achieve a reliability of transmission above 90%,
gateways need to be placed in such a way that each covers 6 km2 or, equivalently, a radius
of 1200 m around it. This is similar to what was found in [16], where results indicate that
the only way to scale LoRaWAN is increasing the number of gateways and dynamically
adjusting communication parameters.

The dynamic parameters’ adjustment is what researchers are trying to achieve by mod-
ifying and improving the existing Adaptive Data Rate (ADR) that is present on both the
network server and on the end devices. Alternatively, another popular avenue is to en-
hance the scalability by moving away from LoRaWAN’s ALOHA channel access and into



CHAPTER 3. LORAWAN APPLICATIONS AND STATE OF THE ART 41

slotted-like MAC channel access. Both methods are, to different extents, downlink depen-
dent, where either acknowledgement or parameters control is required to be transmitted
to the nodes. They are also not mutually exclusive, and can be tackled simultaneously.

The authors of [147] propose FADR, a Fair Adaptive Data Rate method aimed to
ease the near-far problem and provide each node with a fairer chance to be received,
independent of its position relative to the gateway. Because of the capture effect, nodes
suffering higher attenuation are less likely to have their packets accurately received after
collision. To avoid this, FADR was developed to balance the received signal strengths from
all nodes, and simulations indicate that the technique achieves greater data rate fairness
than the state-of-the-art in almost all network configurations.

A similar algorithm is developed in [148], EARN, an improved greedy ADR algorithm
taking into account the effect of the Coding Rate (CR), a parameter not often considered
when analysing scalability. In EARN, the capture effect is leveraged to boost the survival
rate of collision signals and develop the notion of an adaptive SNR margin to deal with
noisy link states. In simulation, EARN surpassed standard schemes in terms of goodput,
Energy Per Packet (EPP), and fairness.

[149] developed a contention-aware ADR, capable of dynamically calculating the op-
timal SF distribution for the network, which is then sent to each node via downlink to
increase the network throughput. The number of devices that may use a certain data rate
is limited, and the gradient projection approach is used to identify the best allocation.
The numerical results obtained show that the proposed method is able to achieve a higher
throughput than the current system.

Multiple works by a number of researchers in [131–133, 137, 139, 150–153] all present
similar ideas. Changes are proposed to the standard LoRaWAN ADR that, like the orig-
inal, need a certain amount of downlink to dynamically allocate LoRa settings to each
node.

The channel access schemes are modifications to the ALOHA mechanism that Lo-
RaWAN uses and is at the root of its scalability problems.

[154] proposed employing a Slotted-ALOHA (S-ALOHA) technique for LoRaWAN
rather than pure ALOHA. Because the implementation is an overlay on top of the conven-
tional LoRaWAN, no changes to pre-existing LoRaWAN firmware or libraries are needed.
S-ALOHA is based on the creation of time slots for both uplink and downlink for all con-
nected devices that are required to be time synchronised. Using the system, a decrease of
3.4x in packet collisions was appreciated in a real-world deployment of 20 nodes running
for weeks.

[155] proposes a Time Slotted Channel Hopping (TSCH) approach to be applied to
LoRaWAN, to better suit the technology to industrial applications. The idea is to assign
a timeslot for each transmission, while also exploiting frequency and SF diversity for
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scheduling simultaneous communications in those slots.
[156] performs a similar improvement by developing a new MAC layer, RS-LoRa, that

aims to improve scalability and reliability by two-step lightweight scheduling implemented
through downlink beacons synchronising and informing nodes. RS-LoRa is then tested in
NS-3 and is shown to outperform classic LoRaWAN in terms of PDR, performance, and
fairness.

The authors in [157] propose two different enhancements to the standard Class A be-
haviour, the Time Division Multiple Access (TDMA) and Burst schemes, to boost chan-
nel usage and system performance. The authors’ calculations suggest that the proposed
schemes can give more than 60% theoretical throughput, compared to the 18% maximum
for the pure ALOHA scheme utilised by standard LoRaWAN. The schemes’ feasibility
and performance is also validated with an implementation of eight end-devices and one
gateway.

In [138] the authors introduce a novel, lightweight timeslot scheduling scheme for Lo-
RaWAN. The proposed scheme only requires a small amount of downlink transmissions
and does not require time synchronisation between devices and the LoRaWAN network
server. However, it is based on the fundamental assumption that devices will always
transmit periodically, and as such only feasible for networks with devices behaving as
such. Results from simulations carried out in NS-3 show that the scheme doubles the
number of devices that a single LoRaWAN gateway can manage while keeping the same
level of performance in terms of PDR.

Attempts to enhance the throughput and scalability have also been made at a network
level. Charm, developed by [158] is a diversity combining scheme that allows LoRaWAN
gateways to combine their received signals on the cloud, to try and decode signals that
would otherwise be too weak to be correctly received and decoded by any individual
gateway. Similarly, in [159] the authors developed Choir, a system that aims to exploit
hardware imperfections of low-cost LoRaWAN clients to untangle and decode interfering
transmissions at a single-antenna gateway. It also expands the range of each node by
leveraging correlation of the sensed data. Overall, Choir enhances the throughput of the
examined network by 6.84 and increases the communication range of the devices by 2.65.

3.3 Research Gaps

Based on the state-of-the-art presented in this chapter it is possible to individuate several
knowledge gaps. These are going to be filled by the research put forward in the rest of
this thesis.

First, the software simulation ecosystem for LoRa and LoRaWAN is currently diverse,
but fundamentally incomplete. Be it LoRaSIM and its enhanced versions, modules for
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NS-3, or other solutions, they are all still requiring further development to cover all the
component and behaviours demonstrated by LoRa and LoRaWAN through experimental
analysis.

The theoretical limits of this technology have been thoroughly researched, particularly
those addressing its scalability [66]. Both stochastic geometry and discrete-time simula-
tions are useful tools for analysing large-scale behaviour [17,21,132]. However, in general,
these theoretical studies lack a unified behavioural model and a full list of the probable
outage conditions that a packet in a network must survive in order to be appropriately
received and decoded, as highlighted in Section 2.4.

Due to mathematical complexity, most stochastic geometry research restricts the scope
of the study to smaller, less realistic configurations, generally by lowering the number of
variables. Because both techniques are utilised in different circumstances in the literature,
it is critical to prove that the results from the two distinct analytical methods are similar
so that they may be used interchangeably depending on the simplicity of application in
the given context.

Additionally, while analysing the scalability of LoRaWAN, the concept of performance
enhancement is almost always connected with the idea of downlink feedback from the NS.
Metadata including Signal-to-Noise Ratio (SNR) and Received Signal Strength Indicator
(RSSI) information is processed using different algorithms and then the network informs
each device of how [132, 137, 139, 150–153] and possibly when [138, 154, 156, 157] to send
the next packet. While these schemes perform well in theory, the full impact on the QoS
of a network due to the extensive amount of downlink required is often disregarded. Less
intrusive, albeit less performing, downlink independent schemes are open to be researched.

Finally, to the best of our knowledge, no attempt to create a fully featured digital twin
of a real-life deployment has been made before, instead working entirely empirically or
theoretically. Despite having released in 2015, deployments and performance assessments
for LoRaWAN networks are still generally constrained to small-scale, often with only one
to a handful of concurrently operational end-devices, and rarely multiple gateways [38].
While large-scale networks will always be difficult to deploy, having such a digital twin
would give a gauge for how effective simulations can be, allowing them to be utilised more
confidently for LoRa and other LPWAN technologies.



Chapter 4

LoRaWAN Simulation Models in NS-3

NS-3 is an extension of the popular network simulator 2, and meant to model various com-
munications networks as realistically as possible [160]. Specifically, NS-3 is a discrete-time
network simulator written in C++ that can replicate various layers of the communication
stack with a high level of flexibility. Additionally, the open source nature means that
many technologies are already built in, with support for more to be added and expanded
upon. As discussed in Section 3.2.3, a number of researchers developed NS-3 modules to
replicate the behaviour of LoRa and LoRaWAN over the course of the past 5 years. The
work that was performed and reported in this thesis is entirely based on the LoRaWAN
module developed in 2015-16 by researchers at the Department of Information Engineering
at Università degli Studi di Padova and first introduced in [161].

The following chapter includes an in-depth overview of the NS-3 simulation models
introduced by [161] as well as the modifications, upgrades and changes it went through
during this PhD. Finally, an initial assessment of the improved modules soundness is
reported, as performed for the work presented at the 2021 SmartIoT conference [27].

4.1 The Starting LoRaWAN Module

The original model, made available on GitHub at [162] in September 2017, was built
upon a number of assumptions and simplifications, necessary for making the simulation
computationally viable. These simplifications included, among others, basing the system-
level simulations on two models which can fully represent the transmission, the usage of
a reduced channel line-up, a simplified collision model and a simplified packet receiving
behaviour. The information reported in the rest of this section is included in [21] and [161],
unless otherwise specified.

44
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4.1.1 Link Measurement Model

The link measurement model is used to abstract the effects of propagation on signal
strength and to average out small scale fading and other related phenomena [21]. A key
element to this is the choice of a suitable channel model, to estimate the strength of a signal
at a receiving side as it travels through any medium, taking into account both large and
small-scale loss. The authors assume that the Path Loss (PLdB) consists of contributions
from both large-scale, distance-based loss, and the effect of building penetration:

PLdB = LdB
propagation + LdB

buildings dB (4.1)

The propagation loss, LdB
propagation used by the model is the Log-Distance one (equation

(2.13)), where the values for PLdB
0 and γ are computed with the following, from [163]:

LdB
propagation = 40(1−4×10−3×h)log10(d|km)−18log10(h|m)+21log10(fc|MHz)+80 dB (4.2)

Assuming fc = 868 MHz and h = 15 m this becomes:

LdB
propagation = 120.5 + 37.6log10(d|km) dB (4.3)

By converting the link distance d from km to m and comparing to equation (2.13), it
follows that PLdB

0 = 7.7 dB and γ = 3.76. The random effect of the fading factor Xg is
not considered.

The total building penetration loss, LdB
buildings is the sum of three contributions, the

external wall loss, the internal wall loss and the floor and ceiling losses and the gain in
power do to height differences. These are modelled according to [164].

The External Wall Loss (EWL) for a device is modelled as a uniform random variable
with a fixed range of values. This randomness approximates the range of different materials
and thicknesses that exterior walls can have in various structures. The interior wall loss
is taken as the maximum between two values. The first one, Tor1, models the loss by the
internal walls by simply multiplying a loss factor, uniformly distributed between 4-10 dB
and the number of internal walls in the signal path. The second one, Tor3, makes use of a
penetration distance coefficient as well as the link distance, instead. The positive impact
of elevation is modelled with the factor GFH, and increases by 1.5 dB per floor [161].

LdB
buildings = EWL+max(Tor1, T or3)−GFH dB (4.4)

Finally, a model to account for correlated shadowing was also implemented, to be
added to the path loss chain. This takes into account two possible correlations. Firstly,
when a transmitter sends a message to a receiver, the amount of shadowing experienced
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by the receiver is expected to be proportional to the amount of shadowing experienced
by any other device that is “near” to it. This correlation is a function of the distance
between the two devices and is often represented by an exponential function. Secondly,
when two devices that are in proximity transmit, their shadowing values should correlate
at the receiver [21].

The most common auto-correlation model is a decaying exponential of distance [165],
and is expressed as:

ρi,j(di,j) = e−di,j/dd0 (4.5)

where dd0 > 0 is a tuneable parameter called the decorrelation distance. For the sake
of computational simplicity the module’s authors chose to resort to a heuristic approach,
outlined in [166]. A regular grid was built in software with each square having a side
length of dd0 = 110 m and an independent Gaussian random variable was drawn for each
vertex of the grid. To compute the shadowing values of nodes that are not exactly situated
on a grid vertex, values are interpolated using an exponential covariance function [21].

It is worth noticing that these three different models can be used together as part of
a path loss chain, or they can be used singularly, especially the main, Log-Distance path
loss.

4.1.2 Link Performance Model

The link performance model calculates the likelihood of receiving a packet successfully at
a reduced complexity by utilising information on link strength, sensitivity and interferers
via look-up tables [21].

The sensitivity for the gateways and end-devices at each spreading factor that is coded
into the model is abstracted from the Semtech SX1301 [74] and Semtech SX1272 [48] chips,
respectively, and is given in Table 4.1.

Any received packet whose power is below the threshold cannot be detected by a
receiver. In case it is, it is assumed that the receiver will lock on the incoming signal and
start receiving the packet, whose power is also assumed to stay constant for the duration

Table 4.1: Gateway and node sensitivity in the original NS-3 model [161]

SF Sg (dB) Sn (dB)

7 -130 -127
8 -132.5 -129.5
9 -135 -132
10 -137.5 -134.5
11 -140 -137
12 -142.5 -139.5
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of the reception.
Interference for the signals is assumed to only come from other LoRa transmissions.

The quasi-orthogonality of the different SFs can then be leveraged to model collision and
possible surviving packets. The interference matrix reported in [71] is used, here in Table
4.2.

In the case of multiple interfering packets, the received power values for each SF are
summed and checked against the packet under consideration. As mentioned before, these
rejection coefficients assume that two transmissions overlap over their full length. In
general, however, this is not the case, and then, the authors’ of the module equalise the
interfering power over the length of the transmissions that is actually overlapping, thus
producing some additional leeway [21].

Finally, a single gateway is assumed to have 8 parallel receive paths, as documented
in [74]. Other assumptions include: each path centre frequency must be individually
configured, with multiple paths able to be set on the same frequency. Each path can
receive packets on that frequency using any SF without further configuration. When
listening on the same frequency, only one receive path “locks” on the incoming signal,
leaving the others free to detect more incoming packets. If there are no available receive
paths when a packet is to be detected, that packet is lost [21].

4.1.3 Channel Line-up and Application Model

The original module assumed operation for devices in Class A only. The channel access is
ALOHA and is divided as shown in Table 4.3. Each node will choose one frequency channel
at random for each transmission, provided it is available. The gateway receive paths are
then distributed equally among them to maximise coverage on each frequency [161].

Devices are configured to generate periodic uplink messages, according to [164]. No
downlink transmissions are considered and to avoid synchronisation, each end device is
allocated a random initial delay, following which the node starts with the periodic routine.

Table 4.2: Packet rejection matrix in the original NS-3 model [161], from [71]

SF7 SF8 SF9 SF10 SF11 SF12
SF7 -6 16 18 19 19 20
SF8 24 -6 20 22 22 22
SF9 27 27 -6 23 25 25
SF10 30 30 30 -6 26 28
SF11 33 33 33 33 -6 29
SF12 36 36 36 36 36 -6
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Table 4.3: Channel line-up from the original NS-3 module [161]

Channel Index Centre Frequency (MHz) Receive Paths

1 868.1 3
2 868.3 3
3 868.5 2

4.2 Improving the Starting Model

The original model has, since its creation, gone through a number of upgrades and enhance-
ments which currently place it amongst the most complete ways to perform discrete-time
simulations for LoRa and LoRaWAN [72]. Some of these changes have now been incorpo-
rated into the downloadable models, freely available at [162] as part of the community’s
effort to update them along with their creators. This includes a number of modifications
performed by this thesis’s author, as documented in a number of GitHub issues [167–170].
Some others are currently only available as part of this thesis’s author module, available
at [171]. In this section, the main contributions and upgrades will be introduced and
compared to the behaviour of the original module described in the previous section, when
appropriate.

A few changes were made to the way the simulation creates packets, after noticing that
the Time-on-Air of simulated packets was slightly different from that obtained by popular
LoRa ToA calculators [172, 173]. It was first noticed that the Low DR Optimisation bit,
which is mandated to be set to 1 for Tsym greater than 16 ms [49], was always set to 0.
This should not be the case, as it should be set to 1 for SF11 and SF12 operating with a
BW of 125 kHz, which give a Tsym of 16.3 and 32.7 ms respectively, using Equation (2.1).
This change is now included in the downloadable models, and documented in a GitHub
issue [168].

Even with this change, the ToA was still slightly off, with 4 more bytes needed to be
added to the length of a packet to make it congruent in ToA with what the calculator
suggested [172,173]. It was then noticed that throughout the models there is no mention
to the 4-octet Message Integrity Code (MIC) [174] that should be added to the header
according to the documentation [41]. An issue was created recently and is currently
open [170]. In the models used in this thesis, this change was made manually at the start
of the research work by simply adding 4 bytes to the PHY header. Thanks to the fix in
the data rate optimisation bit and the addition of the 4 bytes MIC, the ToA obtained
through NS-3 simulation was made to match with that of online calculators, with no
observed detriment to the simulation [172, 173]. This is currently only featured in this
thesis author’s module [171].

The channel line-up was also enhanced, from only featuring the standard, mandatory
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frequencies of 868.1 868.3 and 868.5 as shown in Tab. 4.3, to also support the full 8
channels which are part of the EU frequency plan, such as the one used by The Things
Network [57]. The sensitivity of devices was also updated, from the original, shown in
Tab. 4.1 to that obtained from the documentation available at [44, 46] and reported (for
gateways), in Tab. 2.1. These changes are currently only available in this thesis author’s
module at [171].

Changes were made to how the module dealt with interference. Firstly the matrix
modelling pure ALOHA behaviour was fixed, as it was not losing all packets involved in
case of a collision. This is documented in a GitHub issue [167] and now part of the original
module.

A brand-new collision matrix was also added, to reflect the new and improved version
developed by [39] over that reported by [71] (see Tab. 2.4), used in the original module.
This change only applies to the author’s module at [171].

The behaviour of a transmitting node was also updated. In the original module, a
node that was found trying to transmit over its Duty Cycle limit would queue the same
transmission to send again as soon as a channel opened again for transmission. This is not
how the RN2483 LoRaWAN chip [68], used throughout this thesis, operates. In the case
of this LoRa transceiver, the same transmission would not be queued up but lost instead,
with the device moving on to the next one. This change, provided by simply commenting
a line of code in charge of rescheduling a stopped transmission, is only available in this
thesis’s author module [171].

A more considerable and sizeable enhancement is the one made to the application layer.
In the original module, each device could only send either a single packet, or a number
of them periodically, with a fixed period and parameters (which were only changeable by
the ADR algorithm). More complex transmission behaviours were implemented, where
different nodes can have different schedules, change SF and period as they go without
requiring downlink. This was key for the work carried out in Chapter 6, and currently
only available in this thesis’s authors module [171].

A shared effort was instead at the base of an important update as to how the packet
reception works at a very fundamental level. In the original module, as shown in Table
4.3, each frequency channel was assigned to a single frequency, and could only receive
packets sent on that frequency. By going through section 3.6 of the documentation on the
SX1301 [74], it became clear that this was not the case. Instead, demodulation channels
do not link directly to any one frequency but can detect preambles and latch on to them on
any frequency and any SF, meaning that a gateway could technically receive 8 simultaneous
packets sent on the same frequency, rather than a maximum of 1, if each demodulation
path was assigned a single frequency. A consequence of this is that the likelihood of a
packet being lost due to a lack of demodulators decreases. This update is now available
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as part of the original modules, and documented in a GitHub issue [169].
Finally, the whole data logging that was present in the original module was enhanced.

From simply getting information about the network’s PDR, in this thesis author’s module
[171] more granular information can be recorded including: information about packets
attempted and sent by each device, packets outcomes per device both at the gateway and at
the network server level, total traffic generated and recorded both in uplink and downlink
by each device, interference information and RSSI information. This data is collected in
text files throughout the simulation run, allowing further processing and various metrics
extraction to be done through MATLAB, post simulation.

4.3 Simulation, Data Analysis and Other Tools

This section includes details of other software and tools that were used during the course of
the PhD to help with the set-up as well as streamlining the execution of many simulations,
recover the data from the LoRaWAN NS, analyse it and plot it. An overview of the tools
and their usage is also included in Table 4.4.

4.3.1 SEM

A python simulation manager for NS-3, Simulation Execution Manager (SEM), also de-
veloped by the same researchers as the original LoRaWAN module, and available on-
line [175, 176], was used. This makes for faster and more flexible simulations by allowing
multiple NS-3 runs of the same script, with configurable set of parameters, as well as
results management, and data collection. Rather than having to initiate every simulation
and manually altering parameters such as numbers of nodes, or simulation time, one can
simply set these to be performed in all combinations of parameters via a Python script.

4.3.2 MATLAB

The data analysis for the work undergone throughout this thesis is carried out almost
entirely on MATLAB, with only occasional integration of Microsoft Excel, for the sake

Table 4.4: Overview of the software tools used

Tool Usage

NS-3 Setting and running discrete-time simulations of LoRaWAN networks
SEM Automates batch testing of the same NS-3 with varying parameters
MATLAB Data Analysis and discrete-time simulator for the work performed in [27]
Network Server Collects and passes on packets which are linked to our IoT applications
Node-Red MQTT endpoint for the packets arriving at the Network server
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of ease and speed. In the MATLAB scripts developed, text files generated by NS-3 and
SEM are loaded in, parsed, and the data is then processed in specific ways to the work
to be performed. These include plotting how many packets each gateway received in a
multi-gateway network, as well as creating bar plots showcasing the percentage of packets
sent by a node that were lost to each different outage condition. Additionally, to perform
the work contained in Section 5.2 MATLAB was also used as a discrete-time simulator by
creating a script mimicking the basic LoRa and LoRaWAN functionalities.

4.3.3 Network Server

Initially, the choice of network server naturally fell on The Things Network, which would
then eventually become The Things Stack [177]. At the time, this was the most complete
source of LoRaWAN open-access information, as well as one of the providers of free-to-use,
out-of-the-box solutions for network access. Among these, the integration with Hypertext
Transfer Protocol (HTTP) requests and Message Queue Telemetry Transport (MQTT)
proved fundamental in gathering the data arriving from the deployed end devices. The
Things Products such as The Things UNO and The Things Gateway were also chosen for
ensuring maximum compatibility. The network server and tools provided by The Things
Network and The Things Stack were used throughout the PhD and were only superseded
by the network deployed by IoT Scotland [178] for the work presented in Chapter 6. IoT
Scotland’s network was launched in 2018 and offered many of the same advantages, plus
an increase in coverage, currently connecting 29 of Scotland’s 35 Local Authority areas,
35% of businesses and 1.9 million people [178]. While the two networks should operate in
an identical manner due to regulations and restrictions imposed on LoRa and LoRaWAN
in EU, and therefore not be reason for any discrepancies in results, this was not formally
tested and left as future work.

4.3.4 Node-RED

Finally, Node-RED was used as an end-point for MQTT communication coming from the
NS. In Fig. 4.1 a typical signal chain can be seen. Payload and metadata packets coming
from the NS via an MQTT broker are converted to JSON and parsed through JavaScript
to only collect relevant information, which is then saved to text files and, when required,
plotted onto a custom dashboard.
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Figure 4.1: The integration of Node-RED, saving all data and metadata in text form

4.4 NS-3 Comparison and Validation Against Stochas-

tic Models

As mentioned in Section 3.2, both stochastic geometry and discrete-time simulations are
effective methods for analysing otherwise impractical large-scale LoRaWAN networks. Be-
cause both techniques are utilised in different circumstances in the literature, it is critical
to prove that the results from the two distinct analytical methods are similar so that
they may be used interchangeably depending on the simplicity of application in the given
context. This gave us, additionally, the chance to validate the updating work performed
on the original NS-3 modules. In this section, published originally as a Conference pa-
per [27], such a comparison is performed by replicating in NS-3 a common result from
stochastic analysis of a single gateway network. Results of the comparison show that the
modules we enhanced are working as intended and that the two analysis methods are
equivalent between 90 and 95% accuracy, and thus they are both equally employable in
future research.

4.4.1 NS-3 Simulation Setup

Stochastic models typically rely on a few assumptions which effectively “downgrade” Lo-
RaWAN’s behaviour, to keep the complexity of the resulting mathematical analysis low.
The LoRaWAN modules developed and described in Section 4.2 went through additional
changes specific to this work to replicate at the best of our possibilities the assumptions
and setup of the stochastic analysis performed. These were gathered by analysing three
different papers [17, 143, 144] and also integrated with feedback obtained with direct cor-
respondence with the paper’s main author. Some of these changes to the NS-3 modules
performed specifically for this comparison are:

• The usage of a single frequency channel at 868.1MHz, as opposed to the three default
channels for LoRaWAN in the EU (868.1, 868.3, and 868.5MHz) or the eight utilised
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by commercially available devices (868.1, 868.3 and 868.5, 867.1, 867.3, 867.5, 867.7,
867.9MHz)

• The implementation of a purely theoretical, infinite amount of parallel demodulation
paths on a receiver, allowing for any number of packets to be received concurrently.
In commercially available gateways, as in the unmodified modules, the number of
demodulation paths is 8.

• The usage of a custom packet rejection matrix to deal with interference which speci-
fies a 1 dB power difference for the capture effect to occur, while also assuming per-
fect orthogonality between different SFs, as opposed to the matrix reported by [71]
or [39].

The number of nodes in the simulation is set to the average result of the Poisson Point
Process using the intensity of 3 devices per km2 to be uniformly distributed within a radius
of 10755 metres. The SFs for the nodes are assigned using the standard distance-based
technique of choosing the lowest feasible SF per node that will provide a strong enough
link to be received after the resulting path loss. To match the one described in [143], the
conventional Friis propagation model included in NS-3 was also adjusted to

PLdB = (ψ/4πd)γ dB (4.6)

where:
ψ is the wavelength of the carrier frequency in cm;
γ is the path loss exponent, in this case 2.7;
d is the link distance;

The idea behind this spreading factor allocation, as well as the formulae needed to
obtain the following boundaries will be explained in further detail when discussing more
in-depth research in the next chapter. In brief, by knowing the required sensitivity of
the receiver for each spreading factor, one can find the highest d that gives a sufficiently
high sensitivity per SF in Equation (4.6). This enabled to find consistent SF boundaries
with those in [143] (3259, 4209, 5436, 7021, 8690, and 10755 metres). Combined with the
distance-based SF allocation mechanism, this resulted in the network topology illustrated
in Fig. 4.2.

A change that was not possibly replicable was the specific transmitting schedule of
the nodes. In their work, the authors of [17] specify a shorter packet ToA than what
should be achievable using LoRa and due to the complexity of changing the underlying
modules’ operation this was deemed non-replicable. In our simulation instead, each node
transmits 12 bytes of payload (plus 13 of necessary overhead for LoRaWAN) at a fixed
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Figure 4.2: Network topology featuring a single, central gateway and uniformly distributed
nodes with SF allocation based on their distance to the gateway

speed that is dependent on the node’s SF and the ToA of each packet. Each node hence
transmits as often as it can while remaining under the duty cycle limitation of 1%. This
gives transmission delays of 6.138, 11.286, 20.394, 40.788, 81.576 and 146.817 seconds for
SFs from 7 to 12, respectively.

Additionally, the authors include an element of randomness to the packet schedule,
with packets transmitting around a fixed time, so that on average the duty cycle limit
is respected [143]. As this is not how LoRaWAN chips such as the RN2483 [68] operate,
this also was not implemented. More complex transmitting behaviours including similar
randomness will nevertheless be designed for further work described in this thesis.

4.4.2 Results & Analysis

The particular result that was recreated is the probability of packet loss as a function of
the distance of nodes to a single, central gateway. This result, with only minor differences,
is found in a number of papers such as the ones the simulation is based upon and also
work performed by other researchers [19].

While the details and setups of the models in these works are not the same, the resulting
graphs are comparable. The calculated, theoretical PDR, which in this case is equivalent
to the probability that a packet survives all outage conditions brought forward, has in all
cases a distinctive “sawtooth” shape, as shown in Fig. 4.3.

Visual analysis of this probability raises a couple of important points. As expected,
the overall chance of a packet being received and decoded correctly drops considerably the
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Figure 4.3: The success probability of a packet against the link distance between node
and gateway, according to the stochastic geometry models from [143]. In blue the overall
success probability, in orange the complementary to the probability of collision and in red
the complementary to the probability of the packet being under sensitivity

further from a gateway the transmitting node is. The link deteriorates with increasing
distance and increasing signal path. The distinctive “sawtooth” shape of the red and blue
curves in Fig. 4.3 is the probability that a packet survives the under sensitivity outage
condition and the overall success probability of a packet, respectively. This shape is due
to the fact that once a certain link distance d is reached, a node will have to switch to
the next SF to lower the threshold in receive power that the gateway needs to decode
its packets correctly. This causes an immediate jump in the chance that a packet won’t
be found under sensitivity after factoring time-varying effects such as fast fading. This
is then followed by a progressive decline of this probability, as the node moves further
away within the same SF region, thus increasing its PL, until a new boundary is reached.
The declining chance of passing the interference check, in orange, is also explainable by
reflecting on the peculiar characteristics of LoRa, namely, the capture effect. As a node is
closer to the lower boundary of each SF, hence to the gateway, its SNR and RSSI at the
receiver should be higher, as the signal has a shorter path to the receiver. This means that
when packets being transmitted with the same SF collide, those coming from nodes which
are closer to the receiving gateway will generally have a better chance of surviving the
capture effect as they will arrive at said received with a better RSSI. This is also known
as the near-far problem [147,151].

As a first step towards the comparison and validation of the NS-3 models, an attempt
was made to recreate this same result using the discrete-time simulation offered by NS-
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3, after matching inputs to the best of possibilities as described in Section 4.4.1. The
resulting graph can be seen in Fig. 4.4.

While the probability of a packet to be found under sensitivity and the overall PDR
curves look satisfactory given the inherently different methods used to recreate them, the
probability of packet collision and interference, in orange (Fig. 4.4) was very different,
dropping at each SF boundary but steadily increasing the further away from a gateway.

After consideration, this was deemed to be because of the way the two causes of loss are
treated independently in stochastic models and calculated regardless of one another. In
reality and in the NS-3 simulation, this is not the case. A packet needs to be first “locked”
on by a gateway by having a high enough power, hence surviving the sensitivity check.
Only then it can collide and possibly fail because of interference with others. Therefore,
while not all packets are checked for interference and collision, in case they already failed
the sensitivity check, their power will always add up to the interference present on that
frequency and on that SF. Because fixing this discrepancy would have meant uprooting
the whole NS-3 ecosystem and a deep rewrite of not only the LoRaWAN module, but also
some native functionalities, a compromise was reached. This involves acknowledging that
the number of packets that collide and interfere is not a percentage of all packets that have
been sent, as these include a part that may be lost to path loss, but instead, a percentage
of the number of packets that have already successfully passed the sensitivity check. By
slightly modifying the plotting functions to take this dependency of one outage condition
upon the others, rather than treat results independently, Fig. 4.5 is reached, which is, this
time, very similar to the original results for both probabilities and their sum.

Figure 4.4: Initial result for the PDR (blue) and the complementary to the outage prob-
abilities as a function of a node’s distance from a central gateway
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Figure 4.5: PDR (blue) and complementary to the outage probabilities as a function of a
node’s distance from a gateway by taking into account timing discrepancies between the
two analysis methods

Alongside a small discrepancy of roughly 3-5%, the main appreciable difference is in
the shape of the interference chance as well as the performance at SF12. Despite the
network is shown to perform roughly 5-10% better in simulation than in the model while
using the highest possible SF, we believe this error is tolerable when comparing the two
different methods. This is especially the case considering that some assumptions of the
stochastic setup, such as the shorter ToA and the random time interval between packets
were not perfectly replicable in NS-3.

4.4.3 Summary and Key Findings

Despite their differences, this study demonstrated that stochastic geometry models and
discrete-time simulations are interchangeable methods for analysing the performance of a
LoRaWAN network, especially when high density and high scale is a focus of the tests.
The comparison of the same network gives rise to results that are within a maximum on
10% of each other, which is acceptable given the exact same settings of the theoretical
model could not be replicated in NS-3. Still, this is the first example and closest result
in academic research, with no comparable works available at the time of writing. This
similarity can be achieved provided that some significant distinctions between the two
methodologies, in terms of the interdependence of components of protocol behaviour, are
well understood and accounted for. Stochastic models have the benefit of allowing for a
more in-depth view of the network’s behaviour, with mathematical formulations to fully
characterise it. On the other hand, discrete-time simulations are more of a black-box
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approach, yielding the best results overall, but without giving as much insight on all the
moving parts of a network.

This same study also proved that the modification that were being made to the NS-
3 models throughout the course of this PhD were valid and operating as they should.
Furthermore, new, additional enhancements for the models were inspired by it, such as
the need for more complex node behaviour than simple periodic uplink. The validation
of the modules performed here, as well as the expansions and improvements it inspired,
would become the foundation for the published work carried out during the rest of the
PhD and reported in the next two chapters of this thesis.



Chapter 5

LoRaWAN Scalability Analysis

Having established the NS-3 modules were performing as expected by industry standards,
the next step would be to use these modules for studying LoRa and LoRaWAN behaviour,
particularly in large-scale networks. To this end, the following chapter contains novel
research carried out in accordance to the gaps in literature highlighted in Section 3.3.
This research analyses different aspects of the scalability of LoRaWAN in the context of
various network setups and has been published and presented in a journal [25] and at a
conference [27], respectively.

5.1 Impact of Inter-gateway Distance on Network Per-

formance

The intuitive idea that LoRaWAN performance, scalability and overall QoS can be boosted
by increasing the number of gateways and their density is established [20,21,72]. In fact,
part of the appeal of LoRa as a technology is the low capital cost and wider availability
for users to set up gateways, benefiting the community as a whole. However, contrary to
other technologies, because of the characteristics of LoRa such as the capture effect, the
benefit additional gateways provide is widely dependent on their relative positioning.

The work contained in this section, and originally published in [25], aimed to test this
assumption by performing an analysis of a two-gateway network.

5.1.1 System Model and Simulation Setup

The simulation is performed in NS-3, using the Log-Distance path loss model to approxi-
mate the power losses experienced by the wireless packets in an urban environment. The
parameters for γ, PL0, and d0 are the ones used by Magrin et al. [21] and are reported in
Table 5.1.

59
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Table 5.1: Simulation parameters

Payload Length 10 bytes
CR 4/5
BW 125 kHz

Channel 868.3 MHz
Tx Power 14 dBm
Sim. Time 3600 s
Txinterval 180 s

PL0 7.7 dB
d0 1 m
γ 3.76

Noise Figure (NF) 6 dB
Nodes (N ) 500, 1000, 2000, 5000
Radius (R) 3011, 3509, 4089, 4766, 5554, 6473 m

Distance between GWs (D) 0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1
Simulation Hardware 11th Gen Intel Core i7 @ 3GHz

To calculate the maximum distance a node can be placed from any gateway, time-
based losses are not considered. Instead, only the relative distance between a node and
a gateway is used to calculate the overall power loss, in this case using the Log-Distance
model. By inserting the parameters into Equation (2.13) and solving for d, the maximum
link distance a signal of a given SF can be successfully decoded at can be found with the
following:

d ≤ 10
Pt−PLdB

0 −Xg

10γ d0 metres (5.1)

The results for the different gateway sensitivities for each SF, using the parameters
found in Table 5.1, are in Table 5.2.

The Log-Distance PL plus time-based losses, along with the total interference due
to inter- and intra-SF collisions are used concurrently to determine whether a packet is
successfully delivered and decoded at any gateway. The payload of each packet is set to 10
bytes, which, added with the 13 bytes of mandatory LoRaWAN overhead, makes for a SF12
transmission air-time of 1482.8 ms, as per Equation (2.4). The time between transmissions,
Txinterval, is set for all nodes to 180 seconds. This allows for the 1% duty cycle restrictions
to be satisfied for any SF, according to Equation (2.10). The overall simulation time is
set so that each node will send a total of 20 packets throughout the simulation run. The
SF is allocated based on a node’s distance from any gateway, as it is common. Each
node is assigned the lowest spreading factor that can achieve a good link with at least
one gateway. No ADR algorithm is applied, meaning that the transmission parameters
of each node will not be changed throughout the simulation. In addition, no downlink
transmissions or re-transmission algorithms are taken into consideration. The rejection
matrix initially proposed by [71] is used to check whether packets survive interference
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Table 5.2: Parameters for a network with a single gateway placed at the origin, using the
log-distance path loss model, ignoring shadowing and fading

SF SNRmin @ Rx (dB) a SGW (dB) b Rmax (m) c AoD (km2) d

7 −7.5 −124.5 3011 28
8 −10 −127 3509 10.2
9 −12.5 −129.5 4089 13.84
10 −15 −132 4766 18.83
11 −17.5 −134.5 5554 25.54
12 −20 −137 6473 34.72
a Minimum SNR at the receiver, from Reference [49]. b Gateway Sensitivity, using Equation (2.8). c

Maximum distance from a gateway that a node at each SF can be placed at, using Equation (5.1). dArea
of deployment for nodes operating on each SF, based on Rmax.

from collisions. Finally, to model the hardware limitation of having a finite amount of
demodulation paths on a single receiver, each gateway can “lock on” to, at most, 8 packets
at a time.

The NS-3 simulation is then performed by varying the total number of end-devices N
= {500, 1000, 2000, 5000}, the radius these are uniformly distributed on R = {3011, 3509,
4089, 4766, 5554, 6473} metres and the distance between the two gateways in the network
as a factor of the network radius D = {0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1},
with 0 representing the centre of the circular network and 1 the whole radius length on
either side of the origin. For example, for D = 0.5, the two gateways will be placed at 0.5
× R on either side of the network centre, giving an inter-gateway distance of R as shown
in Fig. 5.1.

Values for D were chosen to give a good spread of possible inter-gateway distances, as
was the total amount of nodes (N ), which reflect typical values for network deployments
found in literature [19,132].

Values for the network radius (R) were chosen to be as close as possible to the calcu-
lated “boundaries” between the different SFs a node can adopt. For instance, every node
transmitting in a network with a single central gateway, operating under the parameters
configured and before applying time-dependant power losses, will be able to operate at
SF7 if the overall network has radius R = 3011 m. However, if the same network had
R = 6473 m, every SF will have to be used, with SF8 being used by devices in the first
annulus, between 3011 m < R < 3509 m, and so on.

This is complicated by the addition of a second gateway. Under the assumptions and
parameters presented in this work, the maximum distance that a single gateway placed
at the origin of a network can cover is a circle of radius 6473 m around itself. Based on
this, it can be demonstrated that it is impossible for two different gateways to be placed
anywhere other than the network origin while covering the entire deployment area in a
network with nodes uniformly distributed over a radius of 6473 m. This is illustrated in
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Fig. 5.2.
The maximum distance two separate gateways can be placed at to cover the entirety

of the uniformly distributed nodes can be calculated with the following:

z =

√
R2

max −R2
d

R2
d

metres (5.2)

with:
Rmax = maximum distance a node can be from a gateway on a given SF, from Table 5.2;
Rd = radius of the network deployment.

Results for z for the different network radii are given in Table 5.3. Given this, only
simulations with D ≤ z, to ensure that every node is within coverage, are performed. As
an example, for simulations with R = 6473 m, only D = 0 is taken into consideration; for
those with R = 4766 m, every value except for D = 1 can be used.

The simulation is first performed as described, specifically ignoring any time-based
power loss effects, and then performed again, this time to include fast fading to the Log-
Distance model. This is modelled using the Nakagami-m model with m = 1, to equate
the Rayleigh distribution [179], and concatenated with the existing path loss.

The results of the simulations, obtained with NS-3, were further analysed and plotted
through dedicated MATLAB scripts.

5.1.2 Simulation Results

Results in Fig. 5.3 show that increasing the number of nodes, as well as increasing the
network radius has the general effect of lowering the overall PDR. Nodes in these cases
have to switch to higher SFs to ensure connection with at least one gateway, thus increasing
the chance of collision. This result is true across all possible combinations of R, N and
D, and it is a documented limitation of LoRaWAN scalability [66]. More interestingly,

Table 5.3: Maximum distance a symmetrical pair of gateways can be from the centre of a
deployment so that all devices will be contained within the combined coverage of the two
gateways, z

SF Rmax (m) z Range of Valid D for Full Coverage

7 3011 1.9 0–1
8 3509 1.55 0–1
9 4089 1.22 0–1
10 4766 0.91 0–0.875
11 5554 0.59 0–0.5
12 6473 0 0
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(a) Two gateways, N = 5000, D = 0, R = 6473 m

(b) Two gateways, N = 2000, D = 1, R = 3011 m

Figure 5.1: Two examples of network topologies, showcasing the different SFs distributions
with varying network parameters N, D, and R
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(a) D = 1, R = 3011 m. All nodes deployed are covered by both
gateways

(b) D = 0.5, R = 6473 m. A portion of the deployed nodes is not
covered by either gateway

Figure 5.2: Examples of different gateway distance (D) and network deployment radius
(R, black circle) scenarios
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the simulations show that increasing the distance between the two gateways generally
increases the PDR.

As a result of the gateways moving away from the network’s origin, more nodes will be
able to transmit with a lower SF. Due to this, packets from some of the nodes with low-
ered SF will only be received by the closest of the two gateways, increasing the likelihood
of interference and fast fading causing an outage, with no chance of the other gateway
receiving and thus “saving” the data. The opposite effect can be seen for the collision
probability. As D increases, this probability decreases. This is also because of the intro-
duction of higher SFs in the network. In networks with devices operating using a single
SF, the chance of collision will be highest. Moving the gateways apart, higher SFs have
to be introduced, hence decreasing this probability, leveraging the SF quasi-orthogonality
and the capture effect. This is visible in Fig. 5.1b, where moving the two gateways to
D = 1 introduces devices using SF8, 9, and 10 to a network that, if both gateways were
placed at the origin, would only include nodes operating with SF7.

The benefits of increasing gateway density are understood in literature for both LP-
WAN and, specifically, LoRaWAN, with a direct correlation between number of gateways
deployed and PDR [16,20,21].

However, in a LoRaWAN network, this benefit is heavily dependent on the position of
the gateway deployed. This is mostly due to specific features of LoRa and LoRaWAN, such
as a star-of-stars network topology and the capture effect. In an unrealistic scenario where
two identical gateways with identical antennas were to be placed in the exact same location
(D = 0), the second gateway would contribute nothing towards the PDR of the network,
unless the first gateway had failed [41]. In standard LoRaWAN, packets delivered to
multiple gateways are de-duplicated by the NS and have no inherent use except redundancy
and providing the network server with additional information to perform better ADR [77].
This is clear from Fig. 5.3, where lower distances between gateways, D, can be seen to
generally yield lower PDR relative to the same configuration with higher values of D.
Similarly, a drop in PDR can also be noticed as the values for D increase towards the
maximum of 1 in most configurations, making values of D around 0.5 generally yield the
best PDR. This reduction in PDR when further distancing gateways may be explained by
considering the impact of this distance on all potential outage scenarios, as illustrated in
Table 5.4.

Channel saturation is only seen to become an issue for networks when a great number
of nodes (≥2000) is involved, and the network has a radius such that higher SFs (≥11) are
needed. In Fig. 5.4b, with a 6473 m radius and more than 2000 nodes, it is visible that
this particular type of packet loss rises significantly more sharply than the others as the
network scales up. In the circumstance of this study, it appears that the inter-gateway
distance can be increased as long as the resulting distance between a node and either
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Figure 5.3: Three-dimensional scatter plot for the PDR across all simulations with fast
fading enabled performed in this study, highlighting how low D simulations have lower
PDR compared with higher D with otherwise identical configuration
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Table 5.4: Breakdown of the weight of different outage conditions on a selected range of
network configurations, all with fast fading enabled

N R D Sensitivity Loss% Collision Loss% Saturation Loss%

500 3011 0 14.17 7.95 0
500 3011 1 27.91 1.94 0
5000 3011 0 24.1605 49.8485 0
5000 3011 1 41.585 16.522 0
500 4089 0 21.395 4.255 0
500 4089 1 38.41 1.64 0
5000 4089 0 31.8035 31.291 0.0445
5000 4089 1 47.639 13.258 0.044
500 6473 0 31.825 10.605 0
5000 6473 0 30.697 23.1245 24.2625

gateway does not require a node to transmit at SF10 or higher.
Overall, results in Table 5.4 and Fig. 5.4a show how the trade-off between the differ-

ent outage conditions makes it beneficial to a network operating under the assumptions
described in Section 5.1.1 and having low node density and low overall network radius to
introduce nodes using higher SFs. However, if the network deviates from this arrangement,
and especially as the network scales up its node density, this benefit soon disappears. For
R = 3011 m, with N = 5000, increasing D from 0 to 1 increases the chance of packets
being found under the minimum sensitivity required at a receiver by roughly 17% while
also decreasing the collision probability by 35%, yielding an overall boost to the network’s
PDR for D = 1. For R = 4089 m and the same number of devices, N = 5000, increasing
D from 0 to 1 has no additional benefit on the difference in percentage of packets being
under sensitivity, which stays around 16%. However, now the collision probability does
not decrease as much by increasing D from 0 to 1, with a smaller decrease of just 18%
compared to the previous 35%.

The negative effects that introducing SF11 and 12 have on the PDR of similar networks
are greater than the benefits they introduce by increasing the range of end devices and
reducing the chance of same SF collision. This is because of the increase in the chances of
time overlap between packets, possibly causing inter- and intra-SF collision, and the chance
of a receiver’s demodulators path saturation due to the elongated ToA. This contradicts
the intuitive notion that creating the strongest feasible link between a node and a gateway
is always advantageous, as also reported by [180].

Fig. 5.5 depicts the lines of best fit through all simulations performed for this work
per SF. Increasing the total percentage of nodes in a network operating at any given SF
is shown to be especially bad on the average network’s PDR in the case of SF11 and 12.
The increasing slope of the SF7 fit seems to suggest that, ideally, a network configured as
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(a) R = 3011 m.

(b) R = 6473 m.

Figure 5.4: Total loss percentages for the different outage conditions across multiple N,
with fast fading enabled
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Figure 5.5: Average PDR of a whole network as a function of the percentage of nodes
operating at each SF in the same network, with fast fading enabled

described in this work should have as many nodes operating at SF7 as possible. In the
simulations where only 20% of the nodes deployed were operating with SF7, the average
PDR was found to be just below 50%, while for those simulations with 80% of the nodes
operating with SF7, the average PDR was 60%. Similarly, the average PDR when a
simulation had no nodes operating with SF12 was just below 60%, while for those with
about 27% of the nodes using SF12 the PDR declined to an average of 40%.

This is not always feasible, but nodes operating with SF11 and SF12 should be dras-
tically limited in such networks, either by keeping the deployment size small enough that
they are unnecessary, by increasing the number of gateways present, or implementing ad-
equate and more complicated SFs assigning methods, as research highlighted in Section
3.2.5 suggests.

5.1.3 Summary and Key Findings

Taking as a reference a network with two gateways, a correlation between their relative
distance and the network QoS was established via NS-3 simulations. This is not only
regarding the network’s overall PDR, but to the weight of each outage condition in an
uplink-only scenario. While multi-gateways network are studied in literature [124,144,181],
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no previous work at the time of writing went so deep into characterising the weight of the
different outage conditions and how they related to the gateway positioning. The results
show that, in a network operating in a similar fashion, with equivalent device density and
distribution, similar and fixed periodic node transmissions, and the same SF allocation
method, gateways are best placed at a distance that is roughly equal to the network radius,
and equidistant from each other. For such a network it is shown to be advantageous to
incorporate nodes with greater SFs, though as the network deviates from this configuration,
particularly as the network builds up its node density, this is no longer the case. Starting
from 2000 nodes, the downsides of introducing SF11 and SF12 outweigh the advantages
they bring, as seen in Fig, 5.4. It follows that the SF allocation method based on spreading
all the possible SFs across all nodes is detrimental for larger and denser networks operating
under an equivalent setup as the one described in this study. In such networks, the goal
should be to minimise as much as possible the amount of nodes transmitting with larger
SFs. As we have shown in Fig. 5.5, the PDR of a similar network decreases rapidly as
more devices operating at SF11 and 12 are added, with an approximate loss of 7% PDR
for each 10% increment in the amount of nodes operating with those SFs.

5.2 Downlink Independent Scalability Optimisation

5.2.1 Background

A crucial aspect of the proposed enhancements to LoRaWAN scalability that were intro-
duced in Section 3.2.5 is that they require some amount of downlink. Feedback from the
network server is needed to instruct the nodes as to when to transmit their next packet
and, for those who also employ dynamic parameter allocation, with what parameters. Ul-
timately, they require a considerable amount of planning and additional resources to what
it would normally be needed to simply connect a node to a LoRaWAN network. One
additional avenue of scalability enhancement not requiring downlink that has not been
mentioned is re-transmission schemes. These are generally attempting to go around the
lack of acknowledgement, which requires downlink, by simply transmitting the same packet
multiple times during a single transmission interval [182,183]. The aim is to maximise the
chance that at least one transmission containing the data is received, and such schemes are
usually employed in tandem with more involved and downlink heavy ones [131]. Another
approach to context-unaware QoS improvement is diversity combining, as seen in [158],
where many copies of a single frame can be recombined at the receiving end to try to
recover the corrupted data. This is particularly useful in LoRaWAN, which, given its
star-of-stars topology, is based on the assumption that multiple copies of the same packet
will be received by all gateways in range. Normally these copies are de-duplicated by
the NS and at most inform the ADR as to how to vary the duty cycle. Using diversity
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combining, the network server could instead exploit this redundancy by recombining the
received packet copies.

In this section we report work published and presented at the 1st IEEE Workshop on
Sustainable and Intelligent Green Internet of Things for 6G and Beyond at IEEE-VTC
SPRING 2022, for which it won the Best Paper Award [28]. Here, we analyse and test
different ways to increase the quality of a network that would be easier and less resource
demanding to implement in a real-world deployment. This is achieved by, rather than
resorting to downlink feedback, only using the information available to the user on the
end-device side.

5.2.2 System Model

A MATLAB script has been developed to recreate the transmission behaviour of Lo-
RaWAN and explore the collision probability exclusively. This involves making sure no
packet failure is possible for any reason but packet collision. Firstly, no node can ever be
out of range, by selecting the size of the network deployment based on the maximum range
of a device operating with SF12 and only subjected to the deterministic log-distance path
loss as laid out by [21]. Similarly, the loss due to the limited number of parallel reception
paths on a standard receiver is ignored, assuming that the gateway can decode an infinite
number of packets simultaneously. This way, the Packet Delivery Ratio (PDR) can be
calculated as the ratio of the packets that did not collide to the total amount sent:

PDR =
not Collided

sent
∗ 100 % (5.3)

By knowing in advance the full radio parameters of all the nodes in the network at any
given time, as well as assuring no other devices can be added and no external interference
over the required frequencies, it would be trivial to create a schedule that ensures no
packet will ever collide. With careful selection of SFs, channel frequencies and start times,
such a network would yield a theoretical 0% collision rate even without downlink. As we
are aiming to test methods that are as realistic as possible, as well as feasible to deploy
in a real-world scenario, we will not consider this option. Instead, it was decided that
the metrics and information the user and every single node can be aware of without the
access to downlink transmission include the SF of the latest transmission, the transmission
interval and the device start-up time.

The scenario was then split into two different use cases: one involves a full, proprietary
network and another involves operating a single device which connects to an already
existing network that is not known, akin to simply turning on a single node in an urban
environment. The work performed intends to find ways to select the parameters that
nodes are in control of to maximise the PDR of the whole network in the first case, and
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of the lone device being operated in the second.
For both scenarios, the initial network behaviour is as follows.
A total of 1000 nodes are uniformly distributed around a central gateway, over a

circular area with radius 6473 m. Propagation is modelled according to the Log-Distance
propagation model.

A radius of 6473 m ensures that all devices will be within range with the parameters
used, see Table 5.5. Spreading factors are allocated based on a node’s distance from the
gateway, with each device operating on a fixed SF which is the lowest it can possibly
adopt. No downlink transmissions or uplink re-transmissions are taken into account. The
network also operates in pure ALOHA fashion, hence ignoring the capture effect and the
semi-orthogonality of the spreading factors.

Each node transmits 10 bytes of data with 13 bytes of mandatory LoRaWAN overhead,
making the ToA of a SF12 packet equal to 1482.8 ms (Equation (2.4)).

The time between transmissions, hereby referred to as Tx Interval, is set for all devices
to 300 seconds, to avoid issues due to the 1% duty cycle restrictions. Each node is set to
send a total of 20 packets during a simulation run.

Each node is assigned a random start time which is between 0 and Tx Interval, in
order to make sure that all devices will have performed 20 transmissions by the end of the
simulation. For the simulation where the Tx Interval is modified, each device will only
transmit a maximum of 20 packets.

Finally, each device will perform random channel hopping, selecting one among those
that are free to transmit given the aforementioned duty cycle limitations.

Table 5.5: Simulation Parameters

Payload length 10 bytes
SF 7, 8, 9, 10, 11, 12

ToA 0.062, 0.114, 0.206, 0.371, 0.824, 1.483 s
CR 4/5
BW 125 kHz

Channels 868.1, 868.3, 868.5, 867.1, 867.3, 867.5, 867.7, 867.9 MHz
Tx Power 14 dBm
Sim. Time 6000 s
Tx Interval 300 s
N Devices 1000

SF allocation Distance-based
Start time Between 0 and Tx Interval

Propagation loss Log-Distance Model
PL0 7.7 dB
d0 1 m
γ 3.76
Xg 0
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5.2.3 Simulation Results

First, network-wide simulations are executed. These assume full control of the network of
1000 devices while applying the same configuration to each node. It is assumed no other
devices would be connected to the proprietary network once the simulation is started and
the effect of external interference is neglected. While in a real-world urban deployment
there is no control over these factors, this is a safe assumption for more rural use cases.
Then, the analysis is repeated, focusing on a single device, placed at a distance of 1000 m
from the gateway, which parameters are altered exclusively, while the rest of the network
operates as described in Section 5.2.2. Each configuration is run 10 times and the obtained
PDR results are averaged over the 10 runs, with numerical results reported in Tables 5.6,
5.7 and 5.8 and Fig. 5.6, 5.7 and 5.8.

5.2.4 Varying the Transmission Interval

The first experiment was to vary the transmission schedule of the node by altering the
fixed period transmission interval. Five alternative behaviour to the default, which is
represented by the “Fixed” case, were coded. The default involves the Tx Interval being
set to 300 seconds for each node in the network. It is straight-forward that increasing
the time between transmissions reduces the chance of time overlap between packets. Two
1-second packets transmitted from different devices at random points throughout a year
have a much lesser chance of colliding than two 1-second packets delivered in a 10-second
window. For the simulations concerning a single node the same five behaviours are applied
to the lone device, while the remaining 999 behave as per the “Fixed” case.

Below is a rundown of the six behaviours that devices could adopt in this experiment
to vary their Tx Interval:

• Fixed: The Tx Interval for all transmissions is set to 300 seconds.

• Fastest: The Tx Interval for all transmissions is set to the fastest possible achievable
without going over the duty cycle limit, given the ToA of the previous transmission
and the required Tsilence as explained in Section 2.4.1. For instance, a node set to
transmit with SF7 will transmit every 6.11 seconds instead of 300. seconds.

• Event Based Short: The Tx Interval of each transmission is set to be between the
fastest the node can transmit and twice that value.

• Event Based Long: The Tx Interval of each transmission is set to be between the
Fixed interval (300 seconds) and twice that value (600 seconds).

• Fixed Dynamic Low Q: The Tx Interval of each transmission is equal to the Fixed
interval plus or minus a tenth of itself.
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(a) Whole network (b) Single device

Figure 5.6: Results from the different Tx Intervals schemes

Table 5.6: Results from 10 simulations per scheme, including the mean PDR, the STD
and the output of a T-Test performed between the Fixed case and each other scheme.

Network-wide Single Device
Scheme Mean STD T-Test with Fixed case Mean STD T-Test with Fixed case

h p t (df) h p t (df)
Fixed 89.23% 0.99 / / / 94.5% 15.71 / / /
Fastest 69.61% 0.75 1 5.9685e-12 45.5140 (9) 92.5% 7.9 0 0.7527 0.32 (9)
Event Based Short 86.95% 0.53 1 1.0473e-04 6.55 (9) 88.17% 12.94 0 0.4153 0.84 (9)
Event Based Long 92.10% 0.59 1 4.7869e-05 -7.25 (9) 93.94% 8.54 0 0.9306 0.08 (9)
Fixed Dynamic Low Q 89.03% 0.94 0 0.6261 0.50 (9) 87% 17.02 0 0.2443 1.24 (9)
Fixed Dynamic High Q 89.34% 0.3 0 0.7519 -0.32 (9) 87.84% 14.80 0 0.3297 1.03 (9)

• Fixed Dynamic High Q: The Tx Interval of each transmission is equal to the Fixed
interval plus or minus 1/30, 1/20, 1/10 or 1/5 of itself.

The “Fixed” case represents standard, periodic operation. The “Fastest” case is set to
represent the maximum data transmission rate a device can obtain and meant to model
the upper limit for throughput for a device. More realistic operation is that of the two
“Event Based” cases. These represent devices which send data only when triggered, for
example by a button press or by a light switch, thus exhibiting a non-periodic schedule.
Finally, the two “Fixed Dynamic” schemes model a behaviour between periodic and event
based, by effectively having a periodic transmission affected by a random time advance or
delay.

In the whole network scenario, the only appreciable improvement over operating in the



CHAPTER 5. LORAWAN SCALABILITY ANALYSIS 75

“Fixed” case is an increase in PDR of 2.87%, obtained by slightly increasing the Tx Interval
and randomly picking a value between 300 seconds and 600 seconds (“Event Based Long”).
At the same time, reducing the Tx Interval in both the “Fastest” and “Event Based Short”
cases lowers the overall PDR, as expected.

Despite the overall lower PDR, these methods can technically still increase the overall
amount of data transmitted, since more uplink packets are sent in the same time frame.
To keep things fair, in this work each node is restricted to a fixed number of 20 uplinks.

Operating on the whole network, results are found to be statistically different for all
schemes except for both of the “Fixed Dynamic” cases. This is understandable given the
relative smaller change in behaviour for these two cases when compared to the fixed case.
While, for instance, the “Fastest” case can modify the Tx Interval from 300 seconds down
to roughly 6.11 seconds for SF7, the “Fixed Dynamic” cases can only ever vary it by a
maximum of 60 seconds (300± 1/5).

Acting on a single device, as opposed as to every node in the network, no alternative
behaviour can yield a benefit over just letting the node transmit with a fixed time of 300
seconds. This is also evident from the results of the t-test, with no scheme operating on
the lone device having results which are statistically different from the“Fixed” case. It is
also worth noting that 10 samples are usually not enough to provide as accurate a result
from the t-test. It is clear from the high standard deviation of the schemes applied to
a single node, here and for the experiments presented over the next two sections, that a
higher sample size would yield better results.

5.2.5 Varying the Device Start Time

Postulating an unrealistic scenario with no external interference and where only a finite,
known amount of devices could connect to a network, all operating with periodic Tx
Intervals, the total chance of collision could be reduced to 0 by making sure that

Txinterval > ToAMaxSF × number of devices seconds (5.4)

and by assigning a start time to each device that is at least ToAMaxSF × number of devices

apart from any other, where ToAMaxSF is the ToA of a packet using the maximum SF in
the network under observation. This would in fact prevent packets from ever overlapping
in time, which is a condition necessary for packets to collide. Given this, it will be shown
in the next experiment that, even when it is not possible to increase the Tx Interval to
such extent (our standard network would require a Tx Interval of roughly 1400 seconds),
it can still be beneficial for a network of nodes to distance their first (and all the following)
transmissions as such.

The devices start time was then varied using the following five methods:
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(a) Whole network (b) Single device

Figure 5.7: Results from the different start time schemes

• Standard: each device is set to start transmitting at a random time between 0 and
Tx Interval. This ensures that they will all perform the same amount of uplink
transmissions during the simulation time, and it models somebody plugging the
devices at any time within a single cycle.

• Slotted Long: each node is assigned a start time that depends on its ID and is at a
distance in time greater than ToAMaxSF × number of devices from the next device
starting. For example, if ToAMaxSF × number of devices = 100 seconds, the node
with ID 0 would start transmitting after 0 seconds, the node with ID 1 after 100
seconds, Node 2 after 200 seconds and so on. It is important to note that the Tx
Interval of each device in this case is raised to satisfy the inequality at (5.4).

• Slotted Short: each node is assigned a start time that depends on its ID and is at
a distance in time greater than ToAMaxSF × number of devices from the next
transmission. The Tx Interval is not increased, and instead left at the standard 300
seconds.

• SF Based: nodes are set to start transmitting at random times which are the same
for each different spreading factor.

• Unison: each node starts transmitting after 1 second.
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Table 5.7: Results from 10 simulations per scheme, including the mean PDR, the STD
and the output of a T-Test performed between the Standard case and each other scheme.

Network-wide Single Device
Scheme Mean STD T-Test with Standard case Mean STD T-Test with Standard case

h p t (df) h p t (df)
Standard 89.29% 0.69 / / / 96.5% 7.47 / / /
Slotted Long 100% 0 1 3.3244e-12 -48.58 (9) 98.5% 3.37 0 0.4945 -0.71 (9)
Slotted Short 91.41% 0.57 1 3.3464e-05 -7.59 (9) 95% 12.69 0 0.7517 0.32 (9)
SF Based 89.15% 0.62 0 0.4969 0.70 (9) 98% 4.83% 0 0.6376 -0.48 (9)
Unison 0% 0 1 1.7299e-20 405.17 (9) 97% 6.32% 0 0.8321 -0.21 (9)

The “Standard” case represent normal operation, with devices being turned on sequen-
tially at random times. The two “Slotted” cases are representative of what can be achieved
by leveraging an unique identifier of each device and could be easily applied to any future
network. The “SF Based” and “Unison” cases represent theoretically worse operation and
are used here for validation.

In the network scenario, “Slotted Long” performed the best, achieving the theoretical
100% PDR, as expected given the relationship at (5.4). More interestingly, slotting start
times in the same way while keeping the Tx Interval to 300 seconds in the ‘Slotted Short’
case, a marginal improvement of 2.12% in PDR is obtained over the performance of the
“Standard” assignment. Despite the marginal improvement, these results all pass the t-
test, meaning that they can be confidently believed to provide an improvement. The only
scheme which is not statistically different from the “Standard” case is the “SF Based” one.
This could be due to the small sample size of 10 simulation runs used, despite the result
of the mean and standard deviation suggest only a small difference in performance.

Most of the schemes are virtually identical when operating them on a single device,
as slotting makes sense only when applied to all devices in a network. In fact, as it is for
the case of varying the Tx Interval of a single node here no scheme operating on the lone
device yields results which are statistically different from the “Standard” case. Applying
a specific start time to a lone device is equivalent to selecting a random start time with
different time boundaries. Due to the higher Tx Interval, “Slotted Long” still delivers the
greatest PDR, at 98.5%.

5.2.6 Varying the Channel Hopping Behaviour

The final experiment involved testing different methods for a device to decide the next
frequency channel to transmit a packet on. In the default configuration this is selected
randomly. A check is performed to make sure that transmitting the packet over that
channel would not violate the maximum duty cycle limit. If it does not, transmission
goes ahead, otherwise a new channel is selected randomly and checked. If all the channels
are found to be unavailable to transmit on, the packet transmission is cancelled and not
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(a) Whole network (b) Single device

Figure 5.8: Results from the different channel hopping schemes

rescheduled, with the next packet generated being sent instead.
This default method is tested against different sequences of the 8 available channels

in the EU frequency plan [57]. Provided the Tx Interval is long enough, each channel can
be chosen liberally without restrictions, as it will never violate the duty cycle limit. For
these tests, we kept the default Tx Interval of 300 seconds which was chosen appositely
for the purpose of staying within the limits.

These methods are:

• Random: devices use the default random hopping between channels described above.

• Static Sequence Low Q: Each device cycles through one of 10 sequences, which are
random permutations of the available channels.

• Static Sequence High Q: Each device cycles through one of 1000 sequences, which
are random permutations of the available channels.

• Dynamic Sequence: Each device cycles through a permutation of the available 8
channels. This permutation is then changed into another one every time the device
reaches the end of it.

• Sequence by SF: Each device cycles through a random permutation of the channels
based on its own spreading factor.
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Table 5.8: Results from 10 simulations per scheme, including the mean PDR, the STD
and the output of a T-Test performed between the Random case and each other scheme.

Network-wide Single Device
Scheme Mean STD T-Test with Random case Mean STD T-Test with Random case

h p t (df) h p t (df)
Random 89.19% 0.63 / / / 91% 10.21 / / /
Static Sequence Low Q 83.55% 1.39 1 1.3116e-06 11.27 (9) 98.5% 4.74 1 0.0341 -2.50 (9)
Static Sequence High Q 88.82% 0.78 0 0.3212 1.05 (9) 98.52% 4.74 1 0.0220 -2.76 (9)
Dynamic Sequence 88.99% 0.91 0 0.6483 0.47 (9) 94.5% 8.31 0 0.4823 -0.73 (9)
Sequence by SF 53.49% 2.06 1 7.9645e-13 56.97 (9) 93.5% 14.15 0 0.4854 -0.73 (9)

The “Random” case models the real life behaviour of commercially available equipment.
The rest of the schemes are hypothetical improvements based on the idea of distributing
and spreading transmissions across all the available channels by leveraging permutations
of the available frequencies.

Among the proposed ways to improve performance without relying on downlink, ap-
plied network-wide, varying the channel hopping mechanism is the one that yields the least
benefits, which is reflected both in the similar mean PDR and the fact that results which
are improving on the mean PDR of the “Random” case are not found to be statistically
different when performing the t-test. This is because, without knowledge of other devices,
transmitting over a random sequence of frequencies is essentially akin to picking frequency
channels completely randomly. The hypothesis under test was that, by making sure that
every frequency channel would see equal usage via permutations, performance could see
an improvement. However, despite the same channel not being able to be selected for
transmission multiple times in a row, performance in terms of the network PDR is not
improved in any meaningful way.

This is not the case when applying any of our new channel hopping methods to a lone
device in a network operating with the default random channel assignment algorithm. In
this scenario, any sequence among those tested proves to be more effective than random
channel hopping, increasing PDR of the lone device by a maximum of 7.5%. This is
confirmed by the fact that the two “Static Sequence” schemes are the only one in this
experiment to pass the t-test when applied to a single device. Both a dynamic sequence
and a different sequence per SF provide no benefit in terms of PDR and so they are not
statistically different.

5.2.7 Summary and Key Findings

In this work a novel way of looking at PDR optimisation was proposed and investigated.
No comparable effort was found in LoRaWAN literature at the time of writing, with re-
search being focused on improving the existing downlink reliant methods, instead. The
schemes proposed here are downlink-independent and mainly context-agnostic approaches
for increasing the PDR of both a network and a single device without relying on commu-
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nication with the NS via gateways. Some of the strategies presented in this study only
provide a marginal improvement in performance. Longer Tx Intervals giving rise to better
PDR is straight forward and confirmed by our results, by boosting the PDR of a 1000
nodes network by roughly 3%. More interestingly, slotting the initial transmission of each
device provides a statistically significant improvements of 10.5%. This pushes the original
PDR up to a maximum 100% in the theoretical case where each node connecting to a
gateway is participating in the scheme. Even assigning a specific channel sequence to a
single node in a network is shown to improve its own PDR by roughly 2%. Despite the
improvement being marginal, compared to the additional complexity and energy consump-
tion of traditional, downlink-reliant systems, these methods come at a relatively cheap cost
of programming the varied behaviour on the network’s end devices. The idea of having
varied transmission schedules as well as the lessons learned from analysing multi-gateway
networks will be key to the work presented in the next chapter. Here, all the modifications
and advancement to the NS-3 modules presented in this chapter are put together to create
the first recorded instance of a LoRaWAN digital twin of a large, 20-device deployment,
reaching 15 different gateways.



Chapter 6

LoRaWAN deployment and its digital
twin

The work contained in this chapter is the culmination of the research performed in this
PhD and the study of LoRaWAN behaviour in both the theoretical and empirical worlds.
As such, it includes all the advancements and modifications to the simulation models
discussed in the previous chapters, and it is based on the lessons learned during those
studies. It has been published in the IEEE Sensors Journal [26].

6.1 Introduction

Modelling current network installations is a well-established practise in communication,
for a variety of technologies and simulators [184, 185]. However, the practise has yet
to be broadly applied to LoRa and LoRaWAN, with no previous, LoRaWAN focused
work, attempting to create a full digital twin of the same real-life deployment carried
out, either working entirely empirically or completely theoretically. As discussed, because
of the convenience, large-scale LoRaWAN networks are mostly analysed either through
discrete-time simulations or via equivalent analytical models. Despite the initial release
of LoRaWAN dating back to 2015, there is still a lack of large-scale performance analysis
studies based on real-life deployments or scalable testbeds, with a few exceptions, presented
in Section 3.2.2. Even then, most of them consist of only one gateway and a small number
of end nodes, with measurements being taken in different locations using a single end
device at a time [38, 97, 124]. While real, large-scale networks will always be difficult
to install and analyse, the following study seeks, by implementing the digital twin of a
LoRaWAN urban deployment, to establish a metric for how successful simulations may
be, allowing them to be used more confidently for LoRa and other technologies.

In line with these knowledge gaps, the key contributions of this work are:

• The deployment of a physical 20 nodes network across the University of Glasgow

81
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campus grounds. These nodes operate concurrently, using one of five possible uplink
transmission behaviours to simulate a real-world application, with various sensors
having varied schedules.

• The porting of the entire physical deployment scenario as close to reality as possible
to NS-3, with the creation of a digital twin.

• The analysis of the results of both methods, identifying points of conflict between
the two, highlighting further improvement needed to the discrete-time simulation
routines and the lessons learnt.

6.2 Network Deployment

6.2.1 System Model

A total of 20 end devices were assembled for this study. Based on the scope of similar
research contributions [38] this was deemed to be a sufficient number of concurrently
operating devices to make the work relevant, while still being manageable and feasible
for a single researcher to build, deploy and manage. Each device is made up of a The
Things UNO [186], a modified Arduino Leonardo including a RN2483 chip for LoRaWAN
communication, sold by The Things Network [177]. A custom-designed PCB shield is also
used to connect a 7.4V, 5.2Ah battery pack to The Things UNO while also providing a
quick and handy way of recharging the battery. The device assembly is then placed into
weatherproof plastic enclosures, shown in Fig. 6.1. The enclosures were then scattered
around the University of Glasgow’s 70-acre wide Gilmorehill Campus, in several indoor
locations. These varied in altitude, longitude and latitude, each of which was recorded.
They were also rooms with different usage, but can be overall regarded as office spaces.
None of the nodes were moved throughout the length of the experiment, although external
changes in the rooms and buildings were impossible to track. According to previous testing
as well as calculations made on the estimated power consumption per uplink and the overall
battery capacity, each device was supposed to last on a single charge for approximately
3 to 4 weeks. The GPS and altitude information of each deployed device is available in
Table 6.1.

Each node is assigned an ID, ranging from 1 to 20 as well as one of five possible
transmission routines, hereby referred to as Tx Groups. These are meant to diversify the
deployment uplink schedules and mimic how, in a real-life network deployment, there might
be different update needs for different data features to be collected in a single network.
For example, a node tasked with recording temperature in a warehouse may need to be
monitored once every 10 minutes, while, under normal conditions, a light intensity sensor
would only need to transmit data a couple of times during a whole night.
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Figure 6.1: One of the nodes deployed and its plastic enclosure

Table 6.1: GPS coordinates and altitude to sea level of the 20 deployed nodes

Node ID Tx Group Latitude Longitude Altitude (m)

1 1 55.87124255315223 -4.286624829904832 37
2 2 55.87257330986898 -4.285756903792877 32
3 3 55.87243176282027 -4.28585262425438 38
4 4 55.87141134016169 -4.278838648266339 27
5 5 55.872288449209336 -4.286596468130984 32
6 1 55.87237907653764 -4.2865093500802445 33
7 4 55.870815248676585 -4.28703975400883 40
8 3 55.871236462477114 -4.286590852851371 38
9 4 55.87234306825518 -4.286387544053421 33
10 5 55.87101319262039 -4.286845120688884 50
11 1 55.87183100741342 -4.29197002607897 35
12 2 55.872618718379854 -4.293362864890717 30
13 3 55.87165545001698 -4.291994282886463 35
14 4 55.87149441760189 -4.278807799885016 27
15 5 55.87183727538804 -4.291998125418396 36
16 1 55.87141348303532 -4.278834961441753 27
17 2 55.87091417347601 -4.286841088303364 41
18 3 55.87249050849267 -4.2857696050708585 22
19 4 55.8725997 -4.29336376456231 30
20 5 55.87092023604238 -4.286825187775263 41
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As far as we are aware, the idea of diversifying the operation of nodes not only based on
their data rate, but on their operation and application, has not been considered before. In
the available LoRaWAN literature and deployments, unless specified otherwise, nodes have
periodic schedules across an entire network with no variation [38,97,119,138]. Additionally,
in most of the reviewed deployment, nodes are generally operating singularly instead of
concurrently [38,97]. A breakdown of the potential applications of nodes operating in the
different groups is given in Table 6.2.

The Tx groups considered are based on the work performed in Section 5.2. Devices
in Tx Group 1 (with ID 1,6,11,16) are programmed to transmit periodically every 300
seconds, those in Tx Group 2 (with ID 2,12,17) are set to transmit as fast as the currently
used SF will allow. For devices in Tx Group 3 (ID 3,8,13,18), a random interval between
300 and 900 seconds is chosen for each transmission, and for Tx Group 4 (ID 4,7,9,14,19)
a random interval between the fastest the current SF will allow and three times that same
value. Finally, devices in Tx Group 5 (ID 5,10,15,20) will cyclically transmit every 600
seconds for 12 hours (representing operation during daytime), then switch to transmitting
every 7200 seconds for 12 hours (representing operation during nighttime). These values,
which are the ones programmed directly into the nodes via firmware, are also found in
Column 4 in Table 6.3.

Due to a number of reasons the actual transmission times recorded upon examining the
deployment results were slightly variable, as shown in Column 5 in Table 6.3. One reason
for the discrepancy is the inherent hardware delays such as the physical time it takes a
device to wake up from sleep and perform the send operation. While a device is in deep
sleep, the watchdog timer will check whether to wake it up roughly every 8 seconds, which
means that Tx Intervals will be rounded up to the next multiple of 8 seconds. Additionally,
the actual send routine takes about 4 seconds to create the packet, set parameters and
send the packet. This is why a packet being sent from any device in Tx Group 2 and 4
on SF7 and 8, having calculated and programmed Tx Intervals of 3.1 and 5.64 seconds
respectively, will be sent roughly every 8 + 4 = 12 seconds, instead. As another example,
the four devices in Tx Group 1 were found to be transmitting every 304-307, 314-317,
303-307 and 296-299 seconds respectively.

Table 6.2: Nodes in each Tx Group and possible sensing application

Device ID Tx Group Possible application

1,6,11,16 1 Standard sensing such as temperature and humidity
2,12,17 2 Monitoring of critical machinery conditions
3,8,13,18 3 Fullness sensing triggered by a pressure plate in the bottom of a bin
4,7,9,14,19 4 Movement sensing triggered by a motion sensor on a barn door
5,10,15,20 5 Solar radiation
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These averaged values, rather than the ideal ones that were programmed onto the
nodes, are then taken as the transmission interval used by the devices when setting up
and performing the network simulation, which can be seen to give an output Tx Interval
for each combination that is roughly equivalent, in Column 6 in Table 6.3.

Three gateways (ID 1,2,11) were placed in the James Watt South engineering building.
Gateways 1 and 2 were placed indoor, on the 4th and 2nd floor, respectively, while gateway
11 was placed on the roof of the same building. It was also expected for the nodes
to be deployed to reach a number of third-party gateways in addition to these three
gateways. This is given by the fact that the network utilised for this study is managed by
IoT Scotland [178] and widely used across the country, with multiple gateways deployed
around Glasgow.

Analysis of the results at the end of the deployment will confirm that a total of 15
different gateways received at least one packet from any of our devices. We rely on the
accuracy of the GPS position and altitude supplied by the unknown third-party owners of
these gateways to put them in space while simulating the network. Location of gateways
and nodes are in Figures 6.2 and 6.31 as well as Tables 6.1 and 6.4.

Each device starts transmitting using SF12, packets with 10 bytes of payload, plus the
13 bytes of mandatory LoRaWAN overhead. The centre frequency of each transmission
is set to hop randomly between 8 possible frequency channels: the mandatory three at
868.1, 868.3, 868.5 MHz and five additional ones at 867.1, 867.3, 867.5, 867.7, 867.9 MHz.
The ADR algorithm is activated on both the nodes and the network server, which means

Table 6.4: GPS position and altitude to sea level of all gateways reached during the
experiment

GW ID Latitude Longitude Altitude (m) Location verified

1 55.87119487 -4.287029761 50 Yes
2 55.87091417 -4.286841088 40 Yes
3 55.773037 -4.3326154 140 No
4 55.80429 -4.293961 55 No
5 55.79146 -4.27683 94 No
6 55.860443 -4.2433686 48 No
7 55.84609 -4.3236876 34 No
8 55.873066 -4.2673483 43 No
9 55.82496 -4.2956705 38 No
10 55.80455 -4.2272325 111 No
11 55.870785 -4.2872276 56 Yes
12 55.806576 -4.2837896 61 No
13 55.78999 -4.385697 122 No
14 55.865894 -4.26559 82 No
15 55.781506 -4.266931 95 No

1Google Map available here: https://tinyurl.com/2p9npexz
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Figure 6.2: Location of all reached gateways and nodes deployed (colour coded by Tx
Group) over the entire area

Figure 6.3: A close-up of the University of Glasgow main campus deployment
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that the SF and transmitting power of each node may be increased as well as decreased
during a node’s life cycle. While the on-device ADR algorithm is formally specified and
has to be the same for each device, the network-side algorithm is not, with each network
operator building their own algorithm based only on suggestions provided directly by
Semtech [187]. As far as we are aware, the ADR algorithm used in both the NS-3 digital
twin and the actual network server operated by IoT Scotland for this study are based on
these recommendations and are equivalent, but because this is proprietary information
of the network operator, it cannot be proven and might be the cause of some variance
between the deployment and simulation results.

No physical sensors are attached to the devices, partially to extend battery life and
partly to describe a generalist network capable of sensing and transmitting any type of
data. Instead, the 10 bytes of payload contain information to integrate to the metadata,
including MyCounter, a custom frame counter keeping track of how many packets were
created to be sent, as opposed to the one counting the actually transmitted ones included
in the metadata, the ID and Tx Group of the device, and the Pt used for the previous
transmission.

The experiment lasted for roughly a full calendar month, with nodes being placed over
a period of 48 hours between the 6th and the 8th of December 2021 and picked up during
the mid two weeks of January 2022, when it was noticed that no more data was being
collected, as all nodes ran out of battery within approximately 3.5 weeks, as expected.

6.2.2 Results

When gathering and analysing the data obtained from an actual LoRaWAN deployment,
the only information that can be evaluated is that arriving from correctly received pack-
ets, creating the danger of the survivorship bias skewing any conclusions. An important
consequence of this is the possible uncertainty regarding a key factor such as the PDR of
a network. While one can, to some extent, extrapolate the behaviour of a device based on
additional information such as the frame-counter of its last received transmission, there
is no guarantee that this packet was the last that was actually transmitted by the node,
but only that it was the last one that was correctly received. Consider a node correctly
sending its first packet before being placed in a metal enclosure that blocks all further
transmissions. Without knowledge of the conditions of the node throughout the deploy-
ment and only looking at the results, this node would have a 100% PDR, while in reality
many packets were attempted to be transmitted from within the container, but were never
received. This is in contrast with simulations, where all packet related events, including
their creation and their transmission can be saved and compared to what it is actually
received at each gateway and what is then forwarded to the network server.

The devices deployed in the network experienced substantially varying operating times,
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as indicated in Table 6.5, even when powered by the same fully charged batteries. These
operational periods are calculated using the timestamps of the first and last packets re-
ceived from each node and are subject to variation for a number of reasons.

Node 14 only delivered 46 packets out of the 158 that its frame counter indicates were
attempted during the 7 hours it was definitely active. It most likely failed to keep the
connection alive because of an increase in local interference or possibly a misjudged increase
in data rate from the network-side ADR that was not afterwards corrected. Other nodes’
outage, such as is the case for 20 and 9, which had been working reasonably well during
their time alive, may be explained by changes in the building or even room conditions,
which could not be continuously monitored. In fact, these discrepancies are mostly a
consequence of not having access to up-to-date information on battery status and room
conditions and will be included in the lessons learned from this experiment.

To reduce the influence of these unanticipated disparities on the accuracy of a node’s
PDR, the initial effort was to predict how long each device was meant to be alive for.
To this end, the nodes in each Tx Group with the longest time alive were considered to
represent the expected duration for that entire group, assuming the same operational time
due to the same transmission schedule.

However, as previously stated, Tx Groups 2 and 4 can dynamically change their trans-
mission interval based on their current SF. This feature, along with the fact that the SF

Table 6.5: Nodes ID, groups, operating time, packets sent, delivered and PDR of the
deployment

Node ID Tx Group Operating hours Sent Delivered PDR (%)

1 1 597 7055 5965 84.55
2 2 42 11997 10313 85.96
3 3 557 3308 2961 89.51
4 4 262 5584 4139 74.12
5 5 511 1573 1227 78
6 1 98 1122 876 78.07
7 4 231 56146 55911 99.58
8 3 533 3178 3150 99.12
9 4 13 2684 2470 92.03
10 5 497 1544 1539 99.68
11 1 589 6958 4259 61.21
12 2 512 20837 6954 33.37
13 3 514 2913 1828 62.75
14 4 7 158 46 29.11
15 5 496 1532 590 38.51
16 1 23 280 266 95
17 2 355 97754 97584 99.83
18 3 529 3191 627 19.65
19 4 321 6827 4749 69.56
20 5 79 248 248 100

TOTAL 234889 205702 87.57
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of any device may be adjusted as a result of the ADR algorithm, gives rise to devices in
the same Tx Group having vastly different life expectancy because of their different trans-
mission patterns, such as is the case for nodes 12 and 17. This impact is less pronounced
in Tx Groups 1, 3, and 5, which have a fixed, SF independent Tx Interval and where
the variation in operation time is most likely due to the aforementioned causes, such a
misguided ADR command or a change in room condition.

As a result, it was decided to consider the best case scenario instead. Devices are
deemed to be active only during the period they were definitely operating, and the simu-
lation is adjusted to make each device stay alive only for that same amount of time. This
way the resultant PDR obtained from analysing the physical deployment is unlikely to
be an accurate representation of the actual network’s Quality-of-Service and throughput.
Instead, for the most accurate representation, one should account for the fact that a de-
vice should have lasted longer and take all packets that should have been sent during this
extra period as lost. Limiting the simulation to the best case scenario, on the other hand,
ensures the most fair comparison between simulation and deployment, and as such, it was
chosen as the ideal solution to this problem, in this context.

Together with the standard LoRaWAN frame-counter, increasing with every transmis-
sion and included in the mandatory packet overhead, we also added a firmware counter,
called MyCounter, increasing on the device each time a packet was sent to the “send”
routine on-board. Discrepancies between MyCounter and the regular frame-counter can
then be used to check how many packets were created and queued up for transmission but
were stopped on the device because of duty cycle restrictions or other reasons.

Taking the MyCounter value of the last packet received by a node as the number of
packets sent by that node and taking the recorded instances of packets from that device
arriving at the network server as the number of packets received will yield a PDR for each
node based on:

PDR =
Received At NS

MyCounter
× 100 % (6.1)

The results for each node’s PDR calculated as such are shown in Table 6.5.
Upon inspection, it can be seen that on average, the groups with the highest PDR are

those with the slowest Tx Interval, as expected. This is not as noticeable here given the
fact that “only” 20 devices are being operated concurrently (plus any other nodes outside
our test network that we have no knowledge of). The more frequently a node sends, the
more likely it is that its packets will collide in the air with others, but as this is an effect
that scales with the size of the network it is not as prominent here. Still, we can see that
Tx Groups 1 and 5 have roughly 7% higher PDR than Tx Groups 2 and 4, from Fig. 6.4.
Tx Group 3, which has average Tx Interval greater than Group 1 as shown in Table 6.3,
would perform similarly to Groups 1 and 5. However its average is severely impacted by
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node 18, the worst performing of the whole experiment.
Table 6.6 shows the amount of packets received by each gateway from each of the

nodes in the deployment. This includes packets that have not yet been deduplicated by
the network server and as such the total received from each node is expected to be higher
than the number of packets received, as most packets will likely have been received by more
than a single gateway. It can be seen that the network as a whole is heavily influenced
by mainly 2 devices: gateway 11, receiving the most messages, and the only one receiving
at least a packet from every deployed node, and node 17, which similarly, delivers the
most messages and is the only node which delivers at least a packet to every gateway.
Most importantly, Table 6.6 highlights the impact of gateway and node positioning on
their performance. Node 17 and gateway 2 are the pair with the most packets exchanged
between them in the uplink direction. They are also the closest, being only 1 metre
apart. Node 17 is also the node which packets were received the most by the third-party
gateways that our nodes made connection to. The majority of these gateways are to the
south of the University Campus and yet node 17 is only the second southernmost device.
Node 7 is technically the southernmost node deployed, but it did not enjoy the same high
connectivity that devices 17 and 20 did. This is likely because, despite being placed on
the same floor and in the same building, nodes 17 and 20 were positioned in a larger,

Figure 6.4: PDR of devices per different Tx Groups
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Table 6.6: Total number of packets successfully received for each gateway-node pair, in-
cluding duplicates

GW 1 GW 2 GW 3 GW 4 GW 5 GW 6 GW 7 GW 8 GW 9 GW 10 GW 11 GW 12 GW 13 GW 14 GW 15

Node 1 341 0 0 0 0 0 0 21 0 0 5920 0 0 0 0
Node 2 475 0 0 0 0 0 0 23 0 0 10271 0 0 13 0
Node 3 831 0 0 0 0 0 3 34 0 0 2848 0 0 62 0
Node 4 0 0 0 0 0 0 0 1789 0 0 3533 0 0 2716 0
Node 5 6 0 0 0 0 0 0 18 0 0 1224 0 0 0 0
Node 6 28 0 0 0 0 0 0 31 0 0 872 0 0 3 0
Node 7 1 54459 0 0 0 10 10 753 0 0 54358 0 0 3 0
Node 8 2457 269 0 0 0 0 0 1869 0 0 2956 0 0 402 0
Node 9 58 1 0 0 0 0 0 19 0 0 2468 0 0 15 0
Node 10 1499 1401 0 0 0 0 0 271 0 0 1472 0 0 93 0
Node 11 0 0 0 0 0 0 0 0 0 0 4259 0 0 11 0
Node 12 0 0 0 0 0 0 0 0 0 0 6785 0 0 1278 0
Node 13 0 0 0 0 0 0 6 0 0 0 1815 0 0 228 0
Node 14 0 0 0 0 0 0 0 41 0 0 1 0 0 13 0
Node 15 0 0 0 0 0 0 0 0 0 0 590 0 0 0 0
Node 16 0 0 0 0 0 0 0 114 0 0 69 0 0 256 0
Node 17 28172 95931 1409 6 206 202 1179 8853 174 1072 95111 3613 20 680 9
Node 18 0 0 0 0 0 0 0 0 0 0 627 0 0 0 0
Node 19 0 0 0 0 0 0 1034 0 0 0 4498 0 3 284 0
Node 20 161 244 172 1 71 9 182 131 58 125 239 216 57 99 0

emptier room with big windows, while node 7 is on a desk in a much smaller, busier and
less ventilated room.

In a similar vein, node 14, the one with the shortest time alive, with only 7 active
hours recorded, preferred connection to gateways 8 and 14 rather than gateway 11, the
most popular one. This is particularly interesting as between node 14 and gateway 11
there is Kelvingrove Park, an open space with no buildings, while between node 14 and
gateways 8 and 14 there are sandstone tenements and the expected urban sprawl. This
possibly suggests that the conditions of the room and adjacent areas that node 14 was
placed in were preventing connection to gateway 11. This is also confirmed by the fact
that nodes 4 and 16, placed in the same building as node 14, had a similar experience,
although crucially had a better overall connection with gateway 11.

As well as the total amount of packets received, another metric of “usefulness” of each
gateway to the network is what we define as their Exclusive Capacity, meaning the amount
of packets that were received uniquely by that gateway. While the redundancy obtained
by packets being received by multiple gateways is useful and expected, as shown in Table
6.6, the Exclusive Capacity keeps track of packets that, were it not for the gateway that
received them, would have been lost. In Fig. 6.6, we can see that gateway 11, the one
with the most packets received, also received exclusively 20% of its packets.

Finally, it is always important to keep in mind, as mentioned before, that while the
PDR is important, it doesn’t always represent the amount of data received. This is clear
from Fig. 6.5, where the actual number of packets received per Tx Group is plotted.
Devices in Tx Group 2, despite having a lower PDR than those in Tx Groups 1 and 5,
have a much faster Tx Interval, so they are responsible for more than 50% of the total
data received.
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Figure 6.5: Total amount of packets received from nodes in each Tx Group

Figure 6.6: Percentage of packets received by each gateway that were exclusively received
by that gateway

Deciding which group performance is strictly better is a matter of reliability. In
Critical-IoT applications, requiring very strict consistency in terms of the timing of packet
arrival, prioritising PDR over total data received is preferable. When not as essential,
such as in Massive-IoT applications, transmitting much faster, at the cost of not knowing
how reliable the system is, will generally yield a much higher volume of data in the long
run and can be preferable. Of course, though energy consumption is not a focus of this
work specifically, the choice should also be influenced by the fact that the more data is
transmitted, the more energy is used. This is visible in Table 6.5, where devices from Tx
Groups 2 and 4 have overall shorter operating times.

6.3 Network Simulation and Comparison

6.3.1 System Model

The deployment is created, modelled and simulated using NS-3, running this thesis au-
thor’s modified version of the modules first developed in [21] for LoRaWAN analysis. The
energy consumption of the devices was not modelled, as outside the scope of this work.
Instead, each node is run for the same length of time that it was certainly active during the
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network deployment life cycle. This is given by the time difference between the timestamp
of its last packet received and its first and is equivalent to the operating time outlined in
Table 6.5. ADR is present on both the nodes and the NS in its standard form, as described
in the deployment setup.

Nodes and gateways are placed in the 3D space based on the coordinates gathered
from positioning the nodes as well as GPS information retrieved from the deployment’s
results. Approximations for the buildings containing nodes and gateways are also placed
in the 3D simulated space. The resulting network topology is visible in Fig. 6.7, and can
be visually compared to the actual deployed network as shown by the map in Fig. 6.2.

The core of the simulation is represented by the distance-based path loss in the channel
model. For this simulation, choices fell onto the Log-Distance, Okumura-Hata and Friis
models. All of these have previously been used to characterise a packet’s power loss in
LoRaWAN simulations, mathematical models, and empirical data analysis [17, 21, 188–
190].

For the Log-Distance case, we used a number of different coefficients for γ and PLdB
0 ,

based on the same formula for urban environments utilised in [21]. Similarly to [191]
and [192] we also performed linear regression of the empirically obtained RSSI values from
the deployment and obtained γ and PLdB

0 coefficients by using the following relation:

Figure 6.7: The network topology of the deployment as recreated in the NS-3 simulation



CHAPTER 6. LORAWAN DEPLOYMENT AND ITS DIGITAL TWIN 95

RSSI = Pt − PLdB +Gtx +Grx dB (6.2)

with
PLdB = PLdB

0 + 10γlog10(d/d0) +Xg dB (6.3)

Neglecting the antenna gains Gtx and Grx and the fading factor Xg (included by other
means in our channel model), and with a standard Pt of 14 dBm and d0 of 1 metre we get:

RSSI = 14− PLdB
0 − 10γlog10(d) dB (6.4)

Having 15 gateways and 20 nodes operating over an area of several kilometres, it made
no sense trying to create a unique regression by averaging the data exchanged by each
node-gateway pair. Instead, the focus was placed on packets received at gateway 11, as it
is the one found to be contributing to the network the most, both in terms of total packets
received and packets exclusively received as shown in Fig. 6.6.

The resulting formula for this linear regression, along with the scatter plot of the path
loss against the node-gateway distance are shown in Fig. 6.8.

Linked to the main, distance-based propagation loss model, are then included the ef-
fects of fast fading, provided by the NS-3 Nakagami-m model, approximating Rayleigh
fading, as well as slow fading and building related losses, provided by the original Lo-
RaWAN module [21].

Figure 6.8: Linear fit for the Path Loss recorded at gateway 11
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6.3.2 Results and Comparison

Before proceeding with analysing the simulation results and comparing them to the de-
ployment results, the various propagation loss chains were tested to find the most effective
and conductive for a proper comparison. This was done by taking the average absolute
difference between the PDR of the deployment and the PDR found by performing the
simulations using different path loss chains. Table 6.7 shows the results for a selected
number of these combinations.

Most of the traditional path loss models such as Log-Distance with default, urban
coefficients, as well as Okumura-Hata, have, at best, about a 35% difference in PDR. This
makes for a worse digital twin in terms of PDR than what can be obtained by making the
simulation perfect, with no packets lost across all devices. This “perfect” configuration in
fact yields an average PDR difference of 25.14%.

The two solutions that yield the closest results to the deployed network are a loss
chain including the Friis free space model plus the effects of buildings, fast fading and
slow fading, and one including the Log-Distance model with the regression coefficients
calculated in Fig. 6.8, fast and slow fading, but no buildings effect. The comparison
between the PDR of the deployment and that of the simulation running either of these
two path loss chains are in Fig. 6.9. This shows the percentage of absolute difference
between the two per node, as well as the average and median difference in percentage for
both path loss chains.

The Log-Distance regression, unsurprisingly, approximates the deployment best, as we
are gathering the best fitting coefficients for γ and PLdB

0 (Equation (2.13)) directly from
the data that was obtained empirically. Buildings are not taken into account because they

Table 6.7: Some of the PDR differences between simulation and deployment achieved
using different Path Loss chains

Main propagation loss Buildings loss Fast fading Slow fading Avg PDR difference (%)

No path loss (perfect network) X X X 25.14
Log-Distance γ =3.76 and PL0 = 7.7
at 1 metre

✓ ✓ ✓ 34.72

Log-Distance γ =3.92 and PL0 = 11.52
at 1 metre

✓ ✓ ✓ 41.15

Log-Distance γ =3.92 and PL0 = 11.52
at 1 metre

✓ ✓ X 44.77

Log-Distance (regression) γ = 1.819
and PL0 = 79.063 at 1 metre

✓ ✓ ✓ 49.46

Log-Distance (regression) γ = 1.819
and PL0 = 79.063 at 1 metre

X ✓ ✓ 21.3

Log-Distance (regression) γ = 1.819
and PL0 = 79.063 at 1 metre

X X X 37.13

Okumura-Hata ✓ ✓ ✓ 40.58
Friis ✓ ✓ ✓ 24.25
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are already implicitly “included” in the linear regression, while Rayleigh fading as well as
correlated slow fading are added to approximate the deviation from that same regressed
result. For cases where the regression approach is not feasible, or for more generalised
cases, it was found that using a loss chain with Friis, fast and slow fading, as well as
building losses, performed the best in this case. From this point on the results of the
Log-Distance regression based simulation in Fig. 6.9b will be taken as the default and
used to perform the simulation analysis and comparison. A breakdown of the operation
and performance of each node in the simulation is given in Table 6.8.

From Fig. 6.9 and Fig. 6.10 emerges that, even when using the best performing path
loss chain configurations, some of the nodes have a much worse comparative performance
than the others in terms of their PDR. This is the case for nodes 12,14 and 18 all with a
PDR difference greater than 50%. As they are not operating in the same Tx Group, this
difference in performance between simulation and deployment is too be sought in their po-
sitioning, instead. Node 18, for instance, is not only the lowest node deployed in terms of
altitude, with an elevation of only 22 m, but also the one in possibly the harshest environ-
ment, being placed in a windowless basement room and among electronic manufacturing
equipment and machinery. The PDR obtained for it in the actual deployment reflects this,
making it the device with the lowest recorded PDR of 19.65% (Table 6.5). Because there
is no easy way to inform the simulation about the details of the room in which a node is
positioned, node 18 is treated in the same way as others at a comparable distance. As a

Table 6.8: Nodes ID, groups, operating time, packets sent, delivered and PDR of the
simulation

Node ID Tx Group Operating hours Sent Delivered PDR (%)
1 1 596.95 7047 7043 99.94
2 2 41.99 12571 12534 99.70
3 3 556.79 3309 3308 99.97
4 4 261.99 39194 22547 57.52
5 5 510.59 1574 1574 100
6 1 97.93 1157 1142 98.70
7 4 230.99 34644 29270 84.48
8 3 532.91 3166 3150 99.49
9 4 12.99 1929 1507 78.12
10 5 496.88 1539 1519 98.70
11 1 588.98 6953 6883 98.99
12 2 511.99 153585 152736 99.44
13 3 513.95 3026 3026 100
14 4 6.99 1054 857 81.31
15 5 494.37 1503 863 57.41
16 1 22.95 272 227 83.45
17 2 354.99 106485 106485 100
18 3 528.93 3123 2621 83.92
19 4 320.99 48010 37502 78.11
20 5 78.96 257 257 100
TOTAL 430398 395051 91.78



CHAPTER 6. LORAWAN DEPLOYMENT AND ITS DIGITAL TWIN 98

(a) Friis model, including building effects, fast fading and slow fading

(b) Log-Distance model, using regression coefficients, fast and slow fading
and no building effects

Figure 6.9: Average PDR difference between deployment and simulation for the two best
propagation loss chains found
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Figure 6.10: Comparison between empirical and simulated PDR

result, its PDR in simulation differs by around 60% between deployment and simulation.
Likewise, the opposite is also true, as seen for devices 4, 7, 9, and 16. For these devices,
the simulation yields a lower PDR than the real deployment. This is most likely related
to the topology of the rooms in which they were put, and it is a natural result of getting
the path loss coefficients by linear regression across nodes in different locations.

This is also the case if a path loss chain explicitly including building effects was used,
instead. The degree to which buildings may be modelled using the current NS-3 implemen-
tation is to provide them with a set of coordinates, an estimated height, and an estimated
number of rooms. The simulation is uninformed of the actual room layout, content, and
precise position of each node in the room unless significant work was to be carried out to
enhance the existing NS-3 models and accurately describe each building involved. Fur-
thermore, the existing building models investigated for this study are not concerned with
the actual travel path of a signal, but only with determining whether the receiver and
transmitter are indoors, outdoors, in the same building, or in different buildings, to apply
different losses regardless of the signal path. Despite these limitations, the impact of the
building losses generated by the standard models is still good enough, and in fact, needed
for standard, general path loss models. However, adding it to the regression makes this
path loss chain the worst performing one, as shown in Table 6.7, with an average PDR
difference of 49.46%.

An additional metric to understand how well the simulation is approximating the
deployment is obtained by comparing the performance of each gateway in terms of the
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Table 6.9: Performance comparison of the gateways in the network

GW ID Average distance to nodes (metres) Received in deployment Received in simulation Sim/deployment

1 221.51 34029 339992 9.99
2 228.61 152305 307884 2.02
3 11349.23 1581 14 0.009
4 7522.20 7 46 6.57
5 8956.87 277 23 0.083
6 2993.11 221 69 0.31
7 3673.70 2414 69 0.029
8 1227.54 13967 5680 0.41
9 5241.75 232 70 0.30
10 8354.23 1197 26 0.021
11 242.10 199916 292217 1.46
12 7257.50 3829 46 0.012
13 10994.79 80 33 0.4125
14 1484.35 6156 1259 0.204
15 10118.06 9 30 3.33

amount of packets received, which is summarised in Table 6.9.
As it can be seen in Fig. 6.11, the simulation overestimates the packets received at the

three closest gateways with IDs 1, 2 and 11. It also underestimates those received at all
the others. This is understandable by looking at Fig. 6.8, where most of the residuals from
the regression are above the fit over short distances, meaning in reality the deployment
suffered a higher Path Loss than the regression suggests, and shift to be below the fit when

Figure 6.11: Comparison between empirical and simulated gateway performance. Results
over 1 indicate that more packets were received for that gateway in simulation than in the
deployment
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reaching longer link distances. The exception to this, namely gateways 4 and 15, can be
explained by looking at the timing of their received packets in Fig. 6.12. This plot shows
how these two gateways in particular were probably only active for a smaller amount of
time over the course of the one-month experiment.

A fundamental assumption made so far, and applied to the digital twin simulation,
is the fact that all gateways stayed active and operating throughout the whole length of
the experiment. In reality, other than speculation based on the timing of the reception of
packets, as shown in Fig. 6.12, this is not knowable, as only three of those 15 gateways were
managed by us. In this same figure, we can see, for instance, that initially all gateways
but 4 and 15 were performing well and receiving a good amount of packets. This is while
all nodes were still transmitting using SF12, which was the default SF they started with.
It is likely that gateway 15 was not on at the start of the deployment as it never received
messages from node 20, which died just before gateway 15 received its first packet (black
vertical line). Gateway 15 then would go on picking up 9 packets from node 17. The
sudden stop of most gateways around the 10th of December is due to the fact that node
17, which as seen in Table 6.6 is the node contributing the most to the deployment, had its
data rate switched up to use SF7 by the ADR (red vertical line). What this change does is
preventing the farther gateways, which as shown in the same Table 6.6 were only receiving
packets from node 17, from receiving any more packets for the rest of the experiment.

Figure 6.12: Operating time of the 15 gateways detected during the deployment life cycle
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6.4 Summary and Key Findings

As part of this study, which is the summation of experience gained over the course of
the PhD, a 20 devices LoRaWAN network was deployed in an urban environment and
then simulated in software by creating a digital twin to appreciate the differences between
the two. The 20 devices are also split into 5 different transmission behaviour groups, to
further diversify and characterise the nodes. To the best of our knowledge LoRaWAN
digital twins are not yet been investigated in literature.

A few issues arose during this experiment, which would need to be corrected in further
work. These are:

• The ADR, while strictly necessary for larger, theoretical networks, in this case caused
more issues than it solved. While in the deployment some of the nodes maintained
a higher SF and transmission power, in the simulation the ADR seems to lower the
SF and transmission power across the board. This is possibly due to the “black
box” approach of the ADR implementation on the network server, where no formal
requirement is in place. It also created complications with the dynamic scheduling of
Tx Groups 2 and 4, as well as limiting the frequency channels to the three mandatory
ones after a shift in duty cycle.

• As mentioned, some of the discrepancies also come from the fact that we were unable
to determine the actual life cycle of the nodes deployed. While this was not meant to
be an energy consumption focused work, in hindsight, the analysis would have greatly
benefitted from a way to keep track of the level of charge of each node’s battery, so to
better predict the expected operating times and actual PDR of the devices. For the
future, aside from possibly implementing or using the available energy consumption
models for LoRaWAN, at the very least devices should be sending their battery
status along with other information in their payload so to make better predictions
on their total life span.

• Despite our best efforts, a more controlled environment should be used. Ideally, this
would include perfect information on all devices operating in the network and its
proximity, their active periods and their exact positioning. In a normal scenario,
setting up a private LoRaWAN network rather than piggybacking on one of the
open-source ones would allow for more control on the amount of nodes and gateways
that are operating at any one time.

• Finally, a building loss model which takes into account the travel path of each signal,
computing the approximate number of walls it must travel through, could also benefit
this comparison.
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Traditional path loss models, even when combined with typical models for additional
losses such as building effect, and fast and slow fading are only partially effective in
replicating the losses suffered by the urban network we deployed. This difference in PDR
can be reduced to around 20% by using empirically derived RSSI data from the deployment
itself.

Despite this, we believe the work reported in this chapter is the closest current tech-
nology allows simulations to come to a real-world LoRaWAN deployment without using
unnecessary resources on exhaustively modelling and replicating every small feature. In
reality, even the arguments and lessons learnt raised in this section are only assumed to
enhance the comparison, and even if they did, it is difficult to anticipate by how much.



Chapter 7

Conclusions

The research collected and presented in the previous chapters was performed over the
past three and a half years. The underlying goal was to analyse and further understand
the behaviour of LoRaWAN networks in realistic settings and propose feasible ways to
increase LoRaWAN’s performance. These enhancements could be potentially applicable
to other LPWANs operating similarly to LoRaWAN, especially those operating with an
ALOHA like channel access and star-of-stars topology. However, as most of the research
surrounding LoRaWAN scalability leverages parameters which are specific to the LoRa
modulation technique, such as the spreading factor of a transmission, not all of these
ideas will apply.

7.1 Research Contributions

In line with the objectives highlighted in this thesis’s introduction, in Section 1.3, the
novel contributions to LoRaWAN research that were developed over this course of study
can be summarised as follows.

Analysis of LoRaWAN behaviour:
The main activity carried out throughout this research was to increase the general under-
standing of LoRaWAN behaviour. From being developed as a proprietary technology in
2015, the underlying LoRa modulation has now been successfully reversed-engineered. Its
potential and that of MAC Layers such as LoRaWAN, however, is yet to be fully estab-
lished in the various contexts of IoT. The advancements in this thesis were achieved by
studying the available literature, experimenting with physical LoRa hardware and mod-
elling LoRa and LoRaWAN behaviour via software simulations of networks. This effort
was the foundation of all other contributions, included, among others, the formalisation
of different uplink outage conditions, specifically including duty cycle limits giving rise to
“phantom” packets, which are often disregarded but crucial when dealing with commer-
cially available equipment.
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Contributing to the enhancement of existing NS-3 models:
This research was also the driver behind a number of enhancements made to existing
NS-3 simulation models, which in turn allowed for more realistic LoRaWAN networks
to be assessed in simulation, including the different examples reported in this thesis.
These enhancements, reported in Section 4.2 have been performed on top of existing
open-source modules and made available themselves in open-source. The majority of
these advancements were created to either fill gaps in the original ones, or fix incorrect
behaviour, and as such they are novel in their usage and implementation in NS-3. The
open source nature of the simulator means that they are now freely available to researchers
to use and improve even further, thus generating new knowledge.

Comparison between NS-3 and stochastic geometry models:
Both as a validation of the enhanced models and as a method of assessing the similarity
between simulation and stochastic geometry when modelling a large-scale network, a novel
comparison between the two analysis methods was carried out. Despite their differences,
stochastic geometry models and discrete-time simulations are shown to be interchangeable
tools for analysing a large-scale network’s performance. Furthermore, the changes made to
the NS-3 models during the course of this PhD were shown to be functioning as expected
by mathematical analysis. New, further model developments, such as the support for
more complicated node behaviour, were also inspired by this specific comparison work.
Validating the models and proposing a novel comparison with stochastic geometry results
will hopefully push more people to investigate relations between the two methods and
their linked usage.

Context-unaware, downlink independent optimisation:
The novel idea of context-unaware, downlink independent optimisation was also developed.
While most scalability and performance improvements for LoRaWAN rely on downlink
communication from the network server to the end-devices, necessarily passing through
gateways, in Sec. 5.2 ways of achieving some performance enhancement on each device,
while unaware of the network context were tested. Some of the proposed schemes only
provide a marginal boost in the measured PDR for nodes and network, though this comes
with very little complexity, as opposed to traditional, downlink reliant schemes, which
provide a great boost but increasing power consumption and network design complexity
to do so. These schemes can be utilised by any LoRaWAN user regardless of network size
and resources thus democratising the field and providing an easy and affordable way to
get the most out of any node.

LoRaWAN Digital Twin:
As part of this thesis, the first recorded accurate LoRaWAN instance of a digital twin of
a deployed network was created and analysed. A network of 20 end-devices was deployed
in the urban context of the University Campus and then modelled and simulated in NS-3
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by creating a digital twin to be as accurate as possible given the current technology. The
20 nodes were also differentiated by the usage of five different transmission behaviours,
modelled according to the work performed in Sec. 5.2. This work was fundamental to
highlight areas of necessary improvement in the models moving forward.

7.2 Future Work

Current research in the context of LoRa and LoRaWAN performance and Quality-of-
Service can span multiple areas. While this thesis has focused on scalability enhancements,
research is also ongoing on issues concerning other aspects of the technology such as
security and encryption and power analysis and consumption. Based on the work presented
in this thesis, we can highlight the following areas of improvement for future research in a
similar context:

Further improvement of the NS-3 modules:
Although enhancements to the originally deployed LoRaWAN modules for NS-3 have been
covered in this thesis, there are still areas that are not sufficiently developed. In particular,
most calculations performed assume the usage of a fixed Bandwidth of 125kHz, in line with
the most commonly used settings for LoRa transmission in Europe. Additionally, Class
B and C devices are not fully implemented, with Class A being currently the only end-
device class which behaviour can be extensively studied. The support for different ADR
and channel access schemes such as TDMA and slotting could also really bolster this
area of research. Finally, while the module is specifically designed to recreate LoRaWAN
operation, this is not the only MAC layer that can be set up to use LoRa modulation.
As the modules feature PHY and MAC behaviour separately, new MAC layers could be
introduced and tested by leveraging the existing LoRa model.

Better dynamic parameter allocation:
Whether it is based on channel access modifications such as timeslot scheduling [138,156]
or on ADR-based changes to spreading factors and other transmission parameters [131,
137,148], downlink reliant schemes are still the best possible solution for commercial, and
industrial settings, where network complexity is accepted and power does not come at
a premium. The application of machine learning to try to solve optimisation problems
featuring multiple gateways and specific scalability-enhancing schemes could lead to the
deployment of potentially incrementally better dynamic parameter allocation approaches.

Better context unaware schemes:
Similarly, context-unaware schemes should be further investigated for those applications
where little to no control can be gained over the network server, or where power is a very
scarce resource. Based on the work presented in Sec. 5.2, future works could expand on this
idea by firstly introducing new schemes to alter the transmission parameters dynamically
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on each device as well as combining those presented in this thesis. Their application to
different scenarios, such as a multi-gateway network, or non-uniform deployments should
also be assessed. A mathematical characterisation of each of the methods should also be
conducted, including a thorough power consumption analysis, especially when combined
with downlink reliant schemes. The different proposed methods could be used concurrently
to test the performance of different combinations. Finally, diversity combining [158] and
optimal re-transmission algorithms [182] could also be taken into account.

A larger, more controlled Digital Twin:
While the 20 device deployment that was developed and ported as a digital twin in NS-
3 was large enough to appreciate some of LoRaWAN characteristics, others were not as
prominent, such as packet collision and demodulator’s paths saturation. This is due to
the relative small amount of concurrently connected devices. A larger network than what
is feasible to be built and deployed by a single researcher is something that future work
should be aimed at. As mentioned in Section 6.4 for future work one should refrain from
using the standard ADR for the sake of a better comparison, as well as deploying a private
network to have more control over each device, whether a node or a gateway, that connects
to it.

Including energy and security research into the existing analysis:
While out of the scope of this thesis, it would be useful in the future to include into the ex-
isting work the effects and constraint arising from other branches of LoRa and LoRaWAN
research. In particular, those relating to energy analysis and power consumption [136],
as well as encryption and security [193], would add an extra layer of legitimacy to future
research. Additionally, this would also provide more reliability to the results, as learned in
Section 6.4 in the context of the energy consumption of the nodes deployed in the digital
twin.
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