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Abstract

Effective doctor-patient communication is a crucial element of health care, in-

fluencing patients’ personal and medical outcomes following the interview.

The set of skills used in interpersonal interaction is complex, involving verbal

and non-verbal behaviour. Precise attributes of good non-verbal behaviour

are difficult to characterise, but models and studies offer insight on relevant

factors. In this PhD, I studied how the attributes of non-verbal behaviour can

be automatically extracted and assessed, focusing on turn-taking patterns of

and the prosody of patient-clinician dialogues.

I described clinician-patient communication and the tools and methods used to

train and assess communication during the consultation. I then proceeded to

a review of the literature on the existing efforts to automate assessment, de-

picting an emerging domain focused on the semantic content of the exchange

and a lack of investigation on interaction dynamics, notably on the structure of

turns and prosody.

To undertake the study of these aspects, I initially planned the collection of

data. I underlined the need for a system that follows the requirements of sen-

sitive data collection regarding data quality and security. I went on to design a

secure system which records participants’ speech as well as the body posture
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of the clinician. I provided an open-source implementation and I supported its

use by the scientific community.

I investigated the automatic extraction and analysis of some non-verbal com-

ponents of the clinician-patient communication on an existing corpus of GP

consultations. I outlined different patterns in the clinician-patient interaction

and I further developed explanations of known consulting behaviours, such as

the general imbalance of the doctor-patient interaction and differences in the

control of the conversation.

I compared behaviours present in face to face, telephone, and video consulta-

tions, finding overall similarities alongside noticeable differences in patterns of

overlapping speech and switching behaviour.

I further studied non-verbal signals by analysing speech prosodic features, in-

vestigating differences in participants’ behaviour and relations between the as-

sessment of the clinician-patient communication and prosodic features. While

limited in their interpretative power on the explored dataset, these signals

nonetheless provide additional metrics to identify and characterise variations

in the non-verbal behaviour of the participants.

Analysing clinician-patient communication is difficult even for human experts.

Automating that process in this work has been particularly challenging. I demon-

strated the capacity of automated processing of non-verbal behaviours to anal-

yse clinician-patient communication. I outlined the ability to explore new as-

pects, interaction dynamics, and objectively describe how patients and clini-

cians interact. I further explained known aspects such as clinician dominance

in more detail. I also provided a methodology to characterise participants’ turns
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taking behaviour and speech prosody for the objective appraisal of the qual-

ity of non-verbal communication. This methodology is aimed at further use in

research and education.

Lay summary The medical consultation is a complex interaction. Its con-

tent - what is said - and its form - how it is said - will have an impact on its

outcome, notably on patients’ behaviour and health. Understanding the pre-

cise behaviours underpinning good practice is difficult, but studies by clinicians

and researchers have offered insights on relevant factors. In this PhD, I ex-

plored real-life verbal interactions between clinicians and patients using com-

puter analysis to identify and assess important behaviours. My work started

with a presentation of the medical communication in primary care and the tools

and methods used to train and assess communication during the consultation.

A systematic review of the studies that have automated the assessment of the

medical consultation was conducted, depicting an emerging domain focused

on the content of the exchange. I underlined the need for a system that re-

spects ethical and legal requirements for the security of sensitive data, and

allows the recording of good quality data to facilitate automated analysis and

reuse. I identified and defined requirements for such a system, and I created a

secured recording device solving these problems that I evaluated and publicly

shared the design of. I studied how participants interact during medical interac-

tions using an existing database of consultations, observing distinct patterns

in clinician-patient communication. My findings demonstrated patterns spe-

cific to clinicians and patients which illustrated and further explained existing

knowledge of the interaction. For example, the clinician being dominant in the

5



Abstract

conduct of the conversation. I went on to investigate how behaviour varies

within different types of consultations; face-to-face, telephone and the rela-

tively novel format of video-consultation which has seen a large increase in

prevalence since the outbreak of the COVID-19. This showed that communi-

cation during video-consultations, while distinguishable from the other types of

consultations, appears to emphasise differences of behaviour found between

face-to-face and telephone consultations instead of bridging the gap in be-

haviour between those encounters, notably in how participants act to take the

floor. Further investigation analysing aspects of the voice such as tone pro-

vided new ways to look at and understand the behaviour of each participant

in the medical interview. I explored their relation with outcomes of manual as-

sessment. The combination of these investigations will help to develop tools

to better understand how participants interact during clinician-patient encoun-

ters.

Keywords – Health Care Quality, Access, and Evaluation – Physician-Patient

Communication – Interaction analytics – Automated Pattern Recognition – Turn-

taking analysis – Prosody
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Résumé

La consultation médicale est une interaction complexe. Tant son contenu que

sa forme - la façon de s’exprimer - auront des conséquences, notamment sur

le comportement des patients ainsi que sur leur santé. Les comportements

précis reliés à une bonne pratique sont difficiles à caractériser mais les études

publiées tant par des chercheurs que par des cliniciens apportent des élé-

ments sur les facteurs pertinents.

Dans cette thèse, j’explore l’élément non verbal de la parole (prosodie) lors

d’interactions entre praticiens et patients par le biais d’analyses informatiques

afin d’identifier et d’évaluer les comportements fondamentaux sous-jacents.

Mon travail débute par un état de l’art de la communication entre cliniciens

et patients, ainsi que les outils et méthodes utilisés pour la formation et l’éva-

luation de leur communication lors de la consultation. Je présente une revue

systématique des études portant sur l’automatisation de cette évaluation, dont

le résultat dépeint un domaine émergent particulièrement centré sur l’étude du

contenu des conversations.

Je souligne le besoin d’un système pour l’enregistrement de conversations

médicales de façon sécurisée, se conformant aux exigences éthiques et lé-

gales afin de faciliter de futures recherches. J’en identifie les besoins et définit
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les prérequis avant de présenter leur implémentation logicielle et matérielle au

sein d’un système que j’ai réalisé et dont j’ai rendu la conception libre et ou-

verte. Je présente enfin une évaluation des capacités et de l’utilisation de ce

système.

J’étudie ensuite sur un corpus préexistant de consultations médicales la façon

dont les participants interagissent durant les conversations entre patients et

cliniciens. Je démontre l’existence de structures propres au comportement des

patients et médecins qui illustrent et complètent les connaissances actuelles

des caractéristiques de cette interaction, notamment sur l’emprise du docteur

dans la conduite de la conversation.

J’explore la façon dont les comportements des participants diffèrent selon le

mode de consultation - en face à face, par téléphone ainsi que par vidéo-

consultation, un format récent largement adopté suite à l’épidémie de COVID-

19. Mon analyse montre que la communication lors de vidéo-consultations pré-

sente des aspects propres, distincts des autres types de consultations. Malgré

cela, elle semble accentuer les différences de comportements observés entre

les consultations en face-à-face et celles ayant lieu par téléphone au lieu d’ap-

porter un moyen d’en réduire l’écart, particulièrement dans la façon dont les

participants prennent la parole. Une étude plus approfondie de la prosodie des

participants - les marqueurs de la voix tels que son ton - apporte de premiers

développements pour l’observation et l’interprétation de certains aspects du

comportement non verbal des participants lors de la consultation. Enfin, mon

analyse se termine par l’exploration et l’identification de relations entre la pro-

sodie des participants lors de consultations et les résultats d’évaluations de

ces échanges par des experts.
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L’association de ces études permet de constituer une base pouvant servir au

développement d’outils d’analyse et faire progresser la compréhension de la

façon dont patients et personnels médicaux interagissent.

Mots-clefs – Qualité, accès et évaluation des soins de santé – Communica-

tion patient-praticien – Analyse des interactions – Reconnaissance de motifs –

Analyse de la prise de parole – Prosodie
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Glossary

Binary prefixes

Binary prefixes disambiguate the type of calculation used between dec-

imal and binary, normalised in the ISO standard IEC 80000-13:2008

14:00-17:00 2008. Due to the use of binary in computing, this notation is

more practical in everyday use. Units in bibytes are expressed as power

of 2: 2x. Each binary prefix is derived from the corresponding decimal

standard prefix (kibi, mebi, gibi, etc.). E.g. 1 kiB = 210B = 1024B. 171

Clean Verbatim Transcription

Also defined as Intelligent verbatim. Transcription of the spoken inter-

action focused on the content. Similarly to strict verbatim transcription,

speech is transcribed without modification, but the produced transcript is

cleaned of verbal artifacts: grammatical errors, slang (wanna), non-verbal

communication (laughter), stutters, filler words ("hum", "you know"), false

starts, ambient sounds (coughing, telephone). 211, 229, 423

instruction set

An instruction set is a list of commands a processing unit can execute,

determining the global architecture of the different components of a com-
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puter (memory, CPU, GPU). Any software is created (compiled) for a spe-

cific instruction set. 162

Likert scale

A Likert scale is a simple psychometric (measuring psychological ele-

ments such as skills, knowledge, attitudes, etc.) evaluation using a sym-

metric scale, usually with 5 choices : strongly disagree / disagree / neutral

/ agree / strongly agree, which can be mapped to equivalent numerical

values (0 to 5). A questionnaire using such a scale typically contains a

set of questions which can in turn be mapped to a numerical value by

averaging all the questions. 523

Password entropy

Information entropy of a password is the strength of a password, ex-

pressed in bits. Its calculation (H) use the length (L) and the type of sym-

bols (N), e.g. numbers, symbols, case, etc.: H = log2 NL = L log2 N = L log N
log 2 .

179

Strict-Verbatim Transcription

Also defined as True verbatim. Transcription of the interaction as close

to the original material as possible, without modification (paraphrase) or

cleaning (see Clean Verbatim Transcription). 202, 210, 229

Time aligned Transcription

Time aligned transcripts are timestamped so that each transcribed seg-

ment can be related to the moment (beginning and end) it was uttered.

202
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Transcript

A written record of spoken language. Depending on the use of the tran-

scripts, different variations are possible. See Clean Verbatim Transcrip-

tion, Strict-Verbatim Transcription, Non-Verbatim transcription. 87
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Acronyms

ACM

Association for Computing Machinery. 98

ADHD

Attention Deficit Hyperactivity Disorder. 125

AES

Advanced Encryption Standard. 177–179

AI

Artificial Intelligence. 92

ANCOVA

Analysis of Covariance. 281, 285

ANOVA

Analysis of Variance. 279–282, 284, 285, 287

API

Application Programming Interface. 495
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Acronyms

ASR

Automatic Speech Recognition. 88, 89, 100, 105, 189, 493

CARE

Consultation And Relational Empathy measure. 81, 530, 531

CASES

Comprehensive Analysis of the Structure of Encounters System. 118

CAT

Communication Accommodation Theory. 117

CATS

Communication and Teamwork Skills. 518

CCG

Calgary-Cambridge Guide to the Medical Interview. 68, 69, 74, 246, 317,

327

COVID

Coronavirus Disease. 57, 82, 532

CPC

Clinician-Patient Communication. 51, 52, 54–60, 63, 71, 72, 77, 79, 81,

86, 94, 97, 99–101, 104, 118, 126, 127, 145, 147, 148, 150, 186, 203,

211, 226, 230, 236, 243, 244, 246, 249, 256, 257, 263, 264, 278, 279,

307, 315–317, 319–321, 326, 328, 329, 333, 338, 491, 492, 495, 515,

519–523, 528, 531–533
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Acronyms

CPR

Cardiopulmonary Resuscitation. 201

CSA

Clinical Skills Assessment. 82, 532

CSQ

Consultation Satisfaction Questionnaire. 82

CUSCO

CUstom Secured reCOrder. 146, 155, 162, 164, 166–168, 170, 172–179,

181, 185–187, 195, 202–204, 226, 242, 256, 307, 496, 497

DA

Dialogue Act. 90–93

DAR

Digital Audio Recorder. 160, 161

dB RMS

Root Mean Square decibels. 159, 166, 221

DER

Diarisation Error Rate. 188, 190

eGeMAPS

extended Geneva Minimalistic Standard Parameter Set. 252, 255, 256
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Acronyms

ELAN

EUDICO Linguistic Annotator. 225, 226, 229

EMI

Electromagnetic interferences. 155

FLAC

Free Lossless Audio Codec. 167

FTFC

Face-To-Face Consultation. 199, 205, 207, 208, 264, 266–275, 277, 280,

282–285, 287, 288, 301, 307, 316, 321, 323, 325

GDPR

General Data Protection Regulation. 147, 205, 212, 213, 230

GeMAPS

Geneva Minimalistic Acoustic Parameter Set. 252, 253, 255, 279, 282,

285, 287, 289

GMIAS

General Medical Interaction Analysis System. 73, 90, 115, 118

GP

General Practitioner. 51, 52, 56, 57, 62, 63, 68, 104, 111, 146, 150, 177,

205, 209, 233, 264, 307, 492, 530, 531
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Acronyms

GPAQ

General Practice Assessment Questionnaire. 81, 530, 531

HFAS

Human Factors Attitude Survey. 518

HMM

Hidden Markov models. 235

HRCDC

Irish Health Research Consent Declaration Committee. 231

ICGP

Irish College of General Practitioners. 74, 148, 149, 151, 152

INCA

Interaction Analytics for Automatic Assessment of Communication Qual-

ity in Primary Care. 185, 187, 195–197, 203, 211–213, 229, 231, 232

ISBAR

Introduction, Situation, Background, Assessment, Recommendation. 73,

200, 202, 203

ISO

International Organization for Standardization. 177, 213, 232

KS

Kolmogorov-Smirnov Test (KS Test). 280
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Acronyms

LIWC

Linguistic Inquiry and Word Count. 117

MFCC

Mel-Frequency Cepstral Coefficients. 116, 118, 250, 496

MIPS

Medical Interaction Process System. 73, 87

MISC

Motivational Interviewing Skill Code. 118, 123

MRCGP

Membership examination of the Royal College of General Practitioners.

82

NHS

National Health Service. 51, 198

NLP

Natural Language Processing. 84, 89, 90, 100

NSA-16

16-item Negative Symptom Assessment. 117

OPTION

observing patient involvement in decision making. 76, 77
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Acronyms

OS

Operating System. 163, 173

PC

Principal component. 289, 301, 302

PCA

Principal component analysis. 289–291, 301, 302, 304, 305, 309, 323

PEI

Patient Enablement Instrument. 81, 82, 531

PHC

Primary Health Care. 51

PICOS

Participants, Interventions, Comparisons, Outcomes, and Study design.

104

PRISMA

Preferred Reporting Items for Systematic Reviews and Meta-Analyses.

95, 102

PSQ

Patient Satisfaction Questionnaire. 81, 530, 531

RCA

Recorded Consultation Assessment. 82, 532
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Acronyms

RCGP

Royal College of General Practitioners. 74, 82, 207, 211, 216, 308, 309,

311, 330, 336, 339, 532, 533

RCGP-QI

Royal College of General Practitioners Quality Indicators. 209–211, 264,

325, 331

R-CNN

Region Based Convolutional Neural Networks. 495

RCT

Randomised Control Trials. 520, 521

RIAS

Roter’s Interaction Analysis System. 73–78, 87, 90, 118, 199, 206, 207,

209–211, 216, 235, 264, 493, 532

SAAM

Supporting Active Ageing through Multimodal coaching. 155, 186

SNM

School of Nursing and Midwifery. 149, 200, 202, 203

SNR

Signal-to-Noise Ratio. 158–161, 164, 166, 223

SVD

Singular Value Decomposition. 309, 310, 312
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SVM

Support Vector Machine. 123

TC

Telephone Consultation. 199, 205, 207, 208, 264, 266–272, 274, 275,

277, 280, 282–285, 288, 301, 307, 321, 325

TCD

Trinity College Dublin. 231

TF-IDF

Term frequency-inverse document frequency. 259, 260

VAD

Voice Activity Detection. 189, 190, 192, 193

VC

Video Consultation. 199, 205, 207, 208, 264, 266–277, 280, 282–285,

287, 288, 307, 321, 322, 325

VICO

VIdeo COnsultation over the Internet. 57, 146, 195, 196, 198, 199, 205,

207–209, 211, 213, 218, 226, 228, 229, 231, 232, 242, 256, 264, 266,

268, 306–308, 320–322, 493

VR-CoDES

Verona Coding Definitions Of Emotional Sequences. 73, 114, 118, 123
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VR-MICS

Verona Medical Interview Classification System. 73

WD

Window Diff. 188, 190, 235

WER

Word Error Rate. 494

WHO

World Health Organization. 51
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Chapter 1

Introduction

Clinician-Patient Communication (CPC) is concerned with interactions between

a clinician - a health professional (nurse, General practitioner (GP), surgeon,

etc.), and a patient - any member of the population - which includes a wide

range of personal and socio-economic backgrounds.

While the definition may vary depending on the system and country, Primary

Health Care (PHC), or Primary care, is the main point of contact between the

population and the care system. The World Health Organization (WHO) de-

fines PHC around three properties [World Health Organization 2019]: care

targeting individuals and families provided throughout their life course, policies

and actions addressing the broader determinants of health, and empowering

people to optimise their health though their participation in the promotion of

health and provision of care. Primary care is usually the normal way (as in

usual and for non-critical situations) for people to interact with a healthcare

professional to perform essential care. In Scotland [NHS 2019], primary care

is the first point of contact with the National Health Service (NHS), which in-
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clude GPs, community nurses, and some specialists (dentists, optometrists,

pharmacists). Ninety percent of all clinical contacts in the UK are in Primary

Care [NHS 2019].

The interaction in primary care is centred around the medical consultation. Fur-

ther tiers feature interactions of similar nature (medical consultation and routine

checks) and additional specific interactions: daily care, emergency situations

(team communication), interventions of third parties (helping bystander, tele-

phone triage, ambulance drivers), etc.

In this work, the study of the CPC is focused on the interaction taking place

in a normal setting - a discussion between a health professional and a patient

- corresponding to the medical consultation. The medical consultation is a

common occurrence experienced by the vast majority of people. Although its

general goals and conduct can appear to be obvious, explaining and detailing

these is much more challenging. Beyond the evidence and the common sense

behind high level concepts - understanding an issue and providing a solution

- the medical consultation is a complex interaction between two persons, and

therefore highly subjective. Throughout history, there has been a shift of focus

in the research and the medical community, from functional aspects (actions

to be performed to find a cure) towards underlying aspects: exchange of infor-

mation, doctor-patient communication, explanation and planning of care and

treatment, building relationship, etc.

Assessment of medical interactions, and especially medical consultations, has

been undertaken for two main purposes; for research, to study the underlying

mechanisms and achieve a better understanding of the CPC and, in education,

to train and evaluate students’ skills (medical, communication, interpersonal,
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etc.). Assessment of medical interactions is undertaken using a wide range of

methods (self-evaluation, evaluation by real or simulated patients, evaluation

by peers, evaluation by experts), settings (recordings or live interactions, sim-

ulated or real interactions), tools (evaluation sheets, standardised schemes),

and focus (medical knowledge, behaviour, patient centred care, etc.).

The assessment of the medical interaction is a wide and rich domain which has

seen constant evolution. Abundant literature exists on the content of the medi-

cal interaction - on what should a clinician investigate, the type of questions to

ask, the type of vocabulary to use - leading to detailed analytical frameworks

such as the the Roter interaction analysis system [Roter and S. Larson 2002].

Meanwhile, para-verbal and non-verbal behaviour - the way the participants

interact - has been much less studied. In providing methodology and tools to

better understand how people interact during the consultation, my work aims to

extract, study and discover interactional patterns, with the objective of allowing

a better understanding of underlying factors influencing the interaction during

medical encounters.

My work is therefore at the intersection between two research domains: the

study of medical communication on the one side, and interaction analytics on

the other. As such I will introduce the concepts of each domain to allow readers

of both backgrounds to become familiar with its content.

The practitioner’s and the patient’s discourse and behaviour are key aspects

of the medical interview. Communication quality has a critical impact on the

outcome of the consultation: a review of the literature on the doctor-patient

communication by Ong, De Haes, et al. [1995] found effects on medical out-

comes, the doctor-patient relationship and ethical practice. As such, there
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is a growing need to provide continuous support to providers in training their

communication and interpersonal skills. In parallel, new advances in artificial

intelligence and natural language understanding allow the development of au-

tomated evaluation and feedback systems.

My work was motivated by several factors. Existing assessment methods are

limited by their complexity and subjectivity, and are costly in terms of expert

manpower. Such costs hamper scientific studies and clinical training alike. Pro-

viding more objective indicators would facilitate the aggregation and compari-

son of scientific investigations and the evaluation of good and bad behaviour.

The definition of more objective indicators would in turn provide a better un-

derstanding of CPC. A facilitated analysis would allow more complex further

exploration of the impact of CPC behaviours on outcomes and the identifica-

tion of speaker patterns and predecessors (associated attitude and behaviour).

This work can provide new elements for the objective assessment and training

of the CPC, potentially having impact in research and education, helping to

introduce additional methodological and analytical tools.

A sequence of observations form the base of this work:

1. Communication has a large impact on the outcome of medical interac-

tions (see discussion in section E.1).

2. The non-verbal and para-verbal element of the interaction is a significant

part of the communication, conveying emotions and implicit communica-

tion [Mehrabian 2017], but its study is difficult and the knowledge on the

topic is limited in the CPC (see section 2.1.1), notably because of the

complexity of the manual analysis of medical interactions (see section
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2.4.5).

3. Development of the analysis of non-verbal behaviour in speech is how-

ever possible and lends itself to partial automation. (see section 3.4.1).

These observations led me to address the following research questions:

RQ1 What are the characteristics of speech and multimodal patterns in the

medical consultation?

RQ2 Can features of multimodal behaviour be extracted and identified in CPC

which can complement existing knowledge with new specific aspects underly-

ing the medical communication, and what is the ideal way to collect them?

RQ3 Can automatic processing retrieve and support the identification of pat-

terns of para-verbal behaviour? To what extent do they vary and how do they

differ between participants and types of consultations?

Theoretical descriptive models of the consultation and methodological frame-

works provide an extensive range of aspects to characterise good medical

communication in the consultation. Part of the investigation to answer this

question concerns the ability and the extent to which automatic processing

methods can correctly identify these different aspects.

The work in this thesis is structured as follow:

1. I present the different aspects of the CPC, from the characterisation

of the communication itself and its attributes, the factors impacting it,

to the characteristics of speech and multimodal patterns in the medical

consultation.
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Chapter 2 presents an overview of the medical communication in pri-

mary care, setting the background for RQ1. I establish the importance of

the medical consultation in terms of personal and clinical outcomes, and

notably outline the influence of the communication. I detail the tools and

methods used to train, assess and evaluate communication during the

consultation. I indicate the time-consuming nature of current methods of

assessment and I identify the need for automation.

2. I present the current state of automatic processing in the assess-

ment of the CPC and the retrieval or identification of interactional

patterns. I conduct a review of the studies that have automated part

of the assessment of the medical consultation in Chapter 3 to set the

ground for RQ2 and RQ3. The analysis of the literature indicates that

automatic assessment can provide insights on different verbal and non-

verbal elements of the CPC, although this is an emerging domain and

the application of automatic assessment of the communication has been

limited to specific aspects, notably its verbal component.

3. Given the need to further investigate para-verbal elements of the CPC

identified in the review, I initially intended to record GP consultations.

Chapter 4 presents the requirements for the recording of medical inter-

actions that would facilitate automated investigations of non-verbal and

para-verbal elements of the interaction based on audio (speech) and vi-

sual (body posture, focus of attention) components. Experiments, design,

and evaluation of the system that was created to support automated in-

vestigations is then presented and discussed, providing elements of an-

swers for RQ2.
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4. The collection of a dataset of GP consultations was considerably re-

stricted by organisational issues exacerbated by the Coronavirus disease

(COVID) 19 pandemic. However, this was greatly ameliorated by the

fortuitous ready availability of the VIdeo COnsultation over the Internet

(VICO) corpora featuring CPC in real life general practice. To restrict the

scope of the study and deepen the investigation, I decided to focus on the

analysis of vocal behaviour on this dataset, presented in section 5.1.3

after initial experiments on a small dataset I collected 5.1.2. Chapter 6

presents the materials and methods used to investigate speech patterns

in the clinician-patient interaction. The chapter presents the properties

and limitations of the different corpora and addresses the methods for

the analysis of turns and prosodic cues in medical interactions.

5. I investigate interactional patterns of para-verbal behaviour, extracted

and identified from CPC which can complement existing knowledge

of aspects underlying the medical communication. The results of

the analysis conducted to answer my research questions is presented

in Chapter 7. The investigation of turn-taking behaviour and the use

of prosodic features is reported at different scales (RQ3). The analysis

of extracted patterns is used to compare behaviours of doctors and pa-

tients, and to observe the influence of the modality of consultations on

their behaviour, in a foray into RQ1.

6. I discuss the extent to which these results relate to existing re-

search on the automatic assessment of the medical consultation,

and how they can complement existing framework in chapter 8 (RQ1,

RQ3).
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The assessment and evaluation of communication during medical encoun-

ters is particularly resource-heavy, requiring experts to watch and listen to the

whole interaction sometimes multiple times.

The automation of this process, even partially, would help to alleviate this dif-

ficulty. Automated analysis could be used as a support for different tasks. In

designing such a system, I aim to provide new resources that support self-

assessment of consultation skills or facilitate the education of students regard-

ing consultation skills.

I therefore aim to characterise the speech and multimodal patterns in the CPC

and explore the utility of automatic assessment of the CPC as a complement

to existing methods.

Two objectives were set through the exploration, implementation and evalua-

tion of automated methods for the analysis: (1) the paralinguistic analysis of

the CPC, and (2) the extraction of speech patterns and dialogue analysis.
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Evaluation and assessment of the

clinician-patient communication

In this chapter, I first characterise communication during clinician-patient en-

counters. I then present models of multimodal interpretation, based on frame-

works and CPC guides. I go on to describe the tools and methods to assess

communication during the consultation, and I conclude by presenting current

prospects for its automation.

In this chapter I will separate two concepts for the evaluation of CPC:

• the assessment as the characterisation of the phenomena appearing in

the exchange, identifying underlying aspects.

• the evaluation as the appraisal of the performance of the participants,

identifying and reporting good and bad behaviour.

While the literature concerning those two aspects is vast, I will try to demon-

strate that no consensus exists on how to assess and evaluate the medical
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consultation due to the numerous factors impacting CPC and due to the vari-

ety of elements that can be investigated.

In the last part of this chapter, I will finish by a review of the automation of the

evaluation and assessment of the medical interview, pointing out the emerg-

ing status of this area of research and the limitations, notably concerning the

paraverbal and non-verbal elements of the interaction.

2.1 Characteristics of CPC

Clinician-patient communication is a synchronous, usually dyadic communica-

tion: a dialogue between two participants interacting dynamically with each

other, or tryadic - a clinician interacting with a patient and the patient’s helper

(e.g. parent of a child or an elderly person, husband/wife).

The sociological study of the consultation has investigated many general traits

of the social behaviour of the clinician and the patient: the role of the patient,

e.g. the definition and discussion of a patient’s "sick role" (normative expec-

tations around illness) [Parsons 1975; Varul 2010]; the relation between clini-

cians and patients and their social behaviour [Cockerham 2017]; the influence

of the general organisation of the healthcare system [Cockerham 2017; Tuckett

1976]; social aspects of health and disease [Cockerham 2017]; social factors

determining the health of individuals, groups, and large populations [Cocker-

ham 2017].

This general picture has been refined by actual observations of the general

patterns of interaction and was contrasted by the expectations of the patients.
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Patterns have been investigated for a long time, for instance M. S. Davis [1968]

analysed recordings of medical consultations combined with interviews and

questionnaires to identify patterns of communication explaining noncompli-

ance (tension between the patient and the clinician, lack of rapport, seeking

information without giving feedback). Regarding patients’ expectations, McK-

instry [2000] (in a cross-sectional survey) and others [Elwyn, Edwards, et al.

2000] found that patients varied in their desire for involvement in decision mak-

ing, stressing the need for doctors to determine the level of involvement desired

by a patient.

2.1.1 Speech and language in CPC

Communication in a dialogue can be divided into different modalities, verbal

(speech), paraverbal (tone, use of silence) and non-verbal (gestures, smiles,

showing concern), and between content, i.e. the semantics of the interaction,

and content-free aspects, the form of the interaction. The distinction between

verbal and non-verbal aspects of an utterance refers to the distinction between

the semantic content, and its paralinguistic content.

The first consideration on the doctor-patient interaction beyond that of an ex-

change of information has been introduced in a position paper by Hender-

son [1935]. The author indicates the heterogeneity of individuals and stresses

the need to investigate the clinician-patient relationship, notably for the impact

of doctors’ statements on patients mental state and the overall "interaction of

sentiments" during the consultation.

Speech and language can be specific to different phases of the consultation.
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The opening phase, for instance, during which contact is established between

the doctor and the patient usually happens between the waiting room and the

office, and features only socialisation, greetings and rapport building.

On the other hand, the closing phase of the consultation is subject to the last

minute request effect (also called ’by-the-ways’ or ’doorknob concerns’). Ob-

serving last minute requests in recorded consultations, Turabian [2017] charac-

terises them as additional demands, the majority of which are of (bio-)psychosocial

nature in the closing segment of the consultation, occurring in between 15 and

40% of the consultations. In a review of the closing phase, White et al. [1994]

identified further questions in 25 % of the cases, with 20% of the patients bring-

ing problems not previously discussed. Problems discussed in this phase were

associated with poorer support. The study identified ways to alleviate this ef-

fect by setting better communication during the consultation: orienting patients,

assessing their beliefs, checking for understanding, and addressing emotional

and psychosocial issues.

Likewise, non-verbal behaviour influences the consultation. Investigating how

GPs create their knowledge and understanding of their patients based on

recorded consultations (based on self-assessment by fifteen doctors, six con-

sultations each, and follow-up interviews), Fairhurst and May [2001] reported

that the way a consultation is performed influences the doctor-patient relation-

ship. Knowledge about the patient was found to be gathered using two ways:

deductive and inductive reasoning. Deductive reasoning is a semantic pro-

cess, performed through questioning and information retrieval from the patient.

Inductive reasoning on the other hand is a composite of both content and form:

created through rapport building (connection) with the patient, it is impacted by
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the context of the consultation. Similarly, doctor’s understanding is influenced

by the feedback and reaction of the patient to the CPC. This aspect, critical for

the doctor to claim to understand the patient (what she’s thinking), goes also

beyond an exchange of information. Fairhurst and May [2001] concluded that

consultations during which the doctor perceived a connection with the patient

were found to be the most satisfying by the GPs. Understanding the feelings of

the patient was a part of this satisfaction, whereas the perception of the patient

changed, from a case to an individual. Investigating specifically physicians’

nonverbal rapport building and patients’ disclosure of information, Duggan and

Parrott [2001] analysed 34 interactions, annotating visual cues (posture, smil-

ing, facial reinforcer and negative facial behaviours) together with disfluencies.

Smiling and facial reinforcers accounted for 92.1% of the variance in positive

rapport building behaviours during introduction segments, and for 83.2% of

it in diagnosis segments. Physicians’ use of facial reinforcers (nodding, ani-

mated facial expressions) and smiling was positively associated with patients’

disclosures of information whereas use of negative facial behaviours (indirect

or breaking eye contact) was negatively associated. The two studies have lim-

itations regarding the strength of their results: Fairhurst and May [2001] is a

qualitative study based on patients’ assessments and interviews with fifteen

GPs, while Duggan and Parrott [2001] checked for statistical significance but

on a limited set of 34 interactions, observing only two segments of the overall

consultation (introduction and diagnosis), potentially missing punctual cues as

well as the continuous rapport building.

Although the content of the CPC has been studied for a long time, non-verbal

and paralinguistic elements - difficult to isolate - have been much less investi-
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gated, as it will now be clear by presenting the existing models.

2.2 Models of the medical consultation

The following section will provide an introduction to the literature formalising

the interaction in the medical consultation, summarising the evolution of its

definition and the appearance of new aspects to be considered: the set of

objectives and tasks, the role of the doctor, and the inclusion of the patient’s

perspective.

2.2.1 Theoretical models of the medical consultation

The theoretical background of the medical consultation has received a lot of

attention for almost a century [F. W. Peabody 1927]. The modelling of the med-

ical consultation considers the consultation as a part of the medical procedure,

aiming to describe its structure and to provide a reference to follow.

While initial models were practitioner centred, abstracting the consultation to

a collection of tasks, new models extended its functions and goals, notably

challenging the point of view that the doctor was the only actor.

This section does not aim to be exhaustive on the many interpretations, points

of view, and models of the consultation, but an overview is necessary in order

to get an understanding of their evolution. Therefore I will focus on the major

models and the evolutions they brought.

A vast amount of literature exists about the models underlying the medical

consultation. The objective of a major part, the modelling, is to understand
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the consultation and to structure it - usually into different phases, asserting the

aims of each phase and the way to achieve them.

The basic generic structure of the consultation can be stated as follow: The

first part of the consultation is constituted by social interactions (greetings), fol-

lowed by the introduction of the problem, history taking, physical examination,

explanation followed by management plan, and conclusion.

While initial models were practitioner-centred, seeing the consultation as a col-

lection of tasks, new models progressively extended function and goals at-

tached to it, progressively including the patient’s beliefs [Stott and R. H. Davis

1979], and switching focus from that of the doctor only to including the patient

as an other actor.

A similar shift was seen in the difference between task-oriented models and

behaviour-oriented models. Task oriented models are focused on the con-

tent of the consultation, referring to the fulfilment of objectives [Heron 1976].

Behaviour oriented models present a complimentary approach based on the

process to be used during the consultation [Steven A Cohen-Cole 1991].

To illustrate these two distinctions, the traditional medical model presents a pro-

totypical example of a task-oriented model: initiation of the session, collection

of presenting complaint, history of the current illness, medical history taking,

examination, diagnosis, investigation, explanation of examination and investi-

gation, planning, treatment, closing of the session. These models represent

the consultation as a set of tasks, and the patient is providing the input infor-

mation. No instruction is provided on the interaction with the patient and the

patient’s illness. Similarly, the focus of these models is on the doctor only and
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its acquisition of information to achieve a diagnosis and come to a treatment.

At the opposite end of the scale, narrative medicine [Launer 2002] focuses on

the narrative of the encounter: the doctor reacts and guides the patient. The

main aspects in the narrative medicine model are conversation, curiosity, con-

text, complexity, creativity, caution and care. The consultation is seen as a way

to transform the patient, providing structure on ways to achieve whereas the

content and sequence of the consultation itself is not formalised.

Models with a specific focus - doctor, patient, task, behaviour - are not antago-

nist. Each provide an additional point of view and focus on specific aspects of

the medical consultation.

Some models present a balanced focus. The three-function model [Bird and

Steven A. Cohen-Cole 1990; Lazare et al. 1995] identifies three functions of

the medical interview: collect information, respond to patient’s emotion and

educate and influence behaviour. It presents a patient-centred approach with

a focus on the doctor communication skills, including organisational skills to

achieve efficient handling of the three aspects. The six-category intervention

analysis [Heron 1976] looks at interventions halfway between doctor-centred

and patient-centred approaches. It classifies interventions into two groups.

Authoritative interventions see the doctor in a dominant or assertive role, split

into three categories: prescriptive, informative and confronting. Facilitative in-

terventions emphasise the effect of the consultation on the patient. They are

also divided into three categories: cathartic, catalytic and supportive.

This representation of the consultation as group of interventions can be linked

with psychological approaches. Transitional Analysis [Berne 1959] covers the

psychological aspects of the doctor-patient interaction, focusing on the psy-
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chological attitudes of both patient and doctor. This approach is developed

extensively by Byrne and Long [1984], at the meeting point of diagnosis and

psychotherapy with a strong focus on psychological explanations of the causes

of illnesses. In this model, diagnosis is the “pathology of the whole person”.

This level of abstraction illustrates the scope and the extent of the complexity of

the consultation, but this is a long way from the current interpretative capabil-

ities of automatic processing and expressive power of current communication

formalisms.

Another form of characterisation of the communication can be found in the

Neurolinguistic Programming model [L. Walker 2002], supporting the theory

of subjective perceptual systems: people are working on specific internal rep-

resentations (visual, auditory, kinaesthetics1). That is, to match the patient’s

representation (neuro: how patients and clinicians interpret/understand infor-

mation), practitioners need to adapt their delivery of information and discourse

(linguistic: through speech, gestures, etc.) in order to achieve efficient commu-

nication (programming: having an effect on patient’s behaviour). Behaviour of

the patient, such as visual clues or use of language (metaphors, sayings, vo-

cabulary) could hint toward internal neurolinguistic representation. Concepts of

the Neurolinguistic Programming model reflect typical concerns found in other

models (e.g. rapport building, mirroring: making sure a shared understand-

ing is achieved by using patients’ own words), with additional psychological

elements (finding out own and patients’ unconscious elements influencing the

communication).

1Kinaesthetics is the study of body motion.
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2.2.2 Practical models of the medical consultation

To finalise this overview, models presenting less abstracted and more descrip-

tive approaches have been developed to transcribe theoretical principles into

practical approaches.

For instance, Stott and R. H. Davis [1979] presented a patient-focused frame-

work from the GP’s point of view. This model sets a theoretical base of the

consultation, stating the features of good primary care with an objective of

simplicity: providing a simple basis, easy to comprehend and use for teaching

purposes.

More recently, the Calgary Cambridge Guide to the Medical Interview (CCG)

[Kurtz and Silverman 1998] uses the same principle. The CCG is set around

a list of well-grounded aspects, organised in skills, with the goal to provide an

accessible conceptual framework to understand the medical consultation. As

such, it is commonly used for the training of medical students.

In addition, the concepts and aspects of the CCG are easily transposable into

communication concepts, sharing a common ground with the concepts of lin-

guistics and language processing: non-verbal behaviour, expression of con-

cern, use of open and closed questions.

Likewise, a number of ad-hoc models targeting students and formations, stress-

ing different aspects of the medical interaction to be studied, have been de-

veloped and are in use in the different schools, universities, and professional

bodies of clinicians and medical specialities.

In this last category, the models are difficult to distinguish from frameworks:

the description of the consultation is mixed with evaluation criteria, whereas
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the theoretical background on which they are based is sometimes overlooked,

obfuscating their theoretical basis from the learners, with the risk of leading

them to believe they are being presented a universal truth.

Frameworks based on descriptive models of the consultation and complement-

ing them are practical tools, breaking down the consultation into specific ele-

ments for the assessment of CCG, which I now present in the following sec-

tion.

2.3 Assessment of the consultation

Clinician-patient communication is assessed in both educational and research

contexts. It is performed to train and evaluate students in medical and nursing

schools (e.g. see section 5.1.2 referring to the training of first year nurse stu-

dents), and to train, improve, and maintain communication skills of professional

clinicians. It is usually done by observing specific points, such as introducing

oneself to the patient, on which feedback can be provided.

For research purposes, the assessment of communication skills in the medical

interview provides a reference for the evaluation of interventions (e.g. changes

induced by a training, a comparison of interventions using engaged and dis-

engaged behaviour) and for the assessment of new developments: the perfor-

mance of new assessment methods (e.g. adapting or developing an interaction

analysis system to capture new aspects of the communication), the compari-

son of interventions (e.g. comparing communication between face-to-face and

remote consultations), the evaluation of the performance of automated pro-
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cessing (e.g. detecting reactions to patients’ behaviour using facial features),

etc.

2.3.1 Training clinician-patient communication

The literature - position papers by clinicians and medical communication ex-

perts, and studies alike - generally agrees on the added value of training com-

munication skills.

Dedicated training programmes have been used with numerous positive re-

sults: patient outcome and clinician performance [Gaba et al. 2001], clinician

and team performances [Hughes et al. 2014], personnel satisfaction, patient

safety and safety culture [Issleib and Zöllner 2015], or self-reported improve-

ment in leadership role, use of safe process, and correct terminology [Katinakis

et al. 2016]. Beneficial outcomes are observed for a long duration after train-

ing, with measured improvements in personal outcomes for the medical team

(e.g. reduced stress), medical outcome (e.g. patient safety) and communica-

tion (e.g. information sharing, being able to speak up when concerned with

patient safety).

Strong evidence exists that training is effective for communication skills, while

the association with patient outcomes remains uncertain, as underlined by

guidelines published by Gilligan et al. [2018] based on the combination of (1)

the consensus of a panel of experts, and (2) a systematic review of system-

atic reviews, meta-analyses and randomised controlled trials. They summarise

their recommendations into three points:

1. Communication skills training should be based on sound edu-
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cational principles, include skills practice and experiential learn-
ing.

2. It should foster practitioner self-awareness and situational aware-
ness related to emotions, attitudes, and underlying beliefs that
may affect communication as well as implicit biases that may
affect decision making.

3. Facilitators of communication skills training should have suffi-
cient training and experience.

While generally positive, the literature on the training of CPC presents some

shortcomings. One shortcoming is the assessment of interventions: the range

of assessment methods and their inherent limitations (e.g. self-assessment)

makes it difficult to compare interventions. Another one concerning high level

trainings (i.e. general trainings of communication skills, not targeted to a spe-

cific attitude) is the lack of precise details on the training strategies. Training

material is usually not provided alongside the publication, leading to uncertain-

ties to identify types of program and procedures, as noted by a recent review of

training programs for clinicians working with patients with cancer [Moore et al.

2018].

With respect to the training of CPC as a process, a major limitation is its re-

source intensiveness, both in time and financial costs, requiring long forma-

tions to be effective [Gilligan et al. 2018] leading to large organisational bur-

dens.

Additionally, continuous support is required as long-term sustainability of be-

haviour change have been reported to be limited [Gilligan et al. 2018], with little

to no positive impact after long periods as underlined by van Dam et al. [2003]

in a systematic review of intervention in diabetes care.
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In this respect, automation and systematisation of the assessment of more

complex aspects of CPC could lead to better training, or at least facilitate reg-

ular practice, similarly linked with better general outcomes.

This discussion is further developed in appendix, in section E.3.

2.3.2 Reference guides and annotation frameworks

Guides and frameworks are transcriptions of the theoretical models adapted

for the practical measurement of clinician-patient communication, usually by

breaking down the models into goals and tasks. Their structures are defined

around concrete observable components of the interaction with the objective to

facilitate consistent annotations, and to allow the characterisation, assessment

and comparison of different encounters. The use of guides and frameworks

has seen a distinct move toward standardisation, from the overall consultation

to specific aspects of the clinician communication. A summary of the main

frameworks is provided in table 2.1 and further descriptions are available in

appendix, section E.4.1.

While guides provide action points, annotation frameworks provide standard

categories and labels sets that capture multiple dimensions of the communi-

cation, e.g., semantics, gestures. In order to improve the assessment of CPC,

frameworks have been developed to capture different aspects of the interac-

tion, e.g. emotional communication, shared decision-making.
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Name Main
study Description

RIAS

[Roter
and S.
Larson
2002]

Task-oriented content of the medical interview, doctor
centred. By far the most used framework.

GMIAS
[Laws
et al.
2013]

Derived from the RIAS framework, extended with
sub-categories, notably treatment adherence and
psychosocial considerations: substance abuse,
emotions, and patient’s personal and social contexts.

MIPS
[Ford
et al.
2000]

Based on the same premises as the GMIAS, the MIPS
is similar to RIAS. Specifically, the MIPS allows to
investigate ambiguities and affective cues using the
visual component of the interaction (video recordings or
direct observations).

VR-
MICS

[Saltini
et al.
1998]

The VR-MICS is a set of annotation manuals targeting
specific parts of medical interactions (VR-MICS/D for
doctors and VR-MICS/P for patient [Piccolo et al.
1999]). Labels are tailored around three concepts: data
gathering, relationship building and patient education.
It was extended by VR-CoDES [Zimmermann et al.
2011], a system for coding the patient’s expressions of
emotional distress.

CCG

[Kurtz
and Sil-
verman
1998]

List of well-grounded aspects, organised in skills, with
the goal of providing an accessible conceptual
framework to understand the medical consultation. As
such, it is commonly used for the training of medical
students.

Table 2.1: Main frameworks used in the annotation of medical consultations.

Guides for clinician-patient interactions and the CCG

Guides are used to break down the medical communication into different as-

pects: segments, low and high-level content (e.g. phases and tasks). This can

be easily illustrated with the Introduction, Situation, Background, Assessment,

Recommendation (ISBAR) for instance: the interaction is split into 5 sequential
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segments with specific content, high level categories (requests) and low level

elements (action, response, timing).

A number of guides that have been developed to model the consultation are

used to set the tasks and the goals to assess the consultation. While reviewing

the literature, I found that most schools and training programs use guides that

were designed internally (e.g. Royal College of General Practitioners (RCGP),

Irish College of General Practitioners (ICGP)). Although based on theoretical

models, they are seen as practical tools and almost none of them have been

scientifically studied (e.g. regarding their efficiency as a teaching tool or com-

paring different schemes).

In contrast, the CCG [Kurtz and Silverman 1998] is actively used in the assess-

ment of communication skills of trainee GPs by professionals. It follows a con-

ventional model of the medical consultation: gathering information, providing

structure, relationship building, explanation and planning, tracking information

and closing the session.

The Roter Interaction Analysis System: the most frequently used generic

framework

The RIAS [Roter and S. Larson 2002] is an attempt to merge multiple dimen-

sions of the assessment, centred around four principles: practicality, function-

ality, flexibility, and reliability.

Practically, the RIAS is a tool for the analysis of the medical interview. Annota-

tors count the occurrences of a list of codes over the interaction. Codes refer

to low-level content (e.g. Shows disapproval, question on medical condition),
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grouped in dimensions (e.g. Verbal attention, Gives information).

The RIAS provides a framework (guidelines and software) to interpret the com-

municative exchange between the patient and the doctor using a task-oriented

model of the consultation. The authors designed the RIAS around four prin-

ciples to allow its application to different types of medical communications in

different contexts.

1. Practicality : annotation is done on the recordings themselves, avoiding

the need for transcripts, which are time consuming and expensive to ac-

quire. While another claimed advantage of the system is its simplicity,

allowing for rapid training and a quick annotation process, the difficulty

of achieving good inter-annotator agreement and the necessity of joint

rounds to ensure consistency of coding is documented by many studies

[Victoria Hammersley et al. 2019; Ong, Visser, et al. 1998; Petukhova

and Bunt 2020a].

2. Functionality of the system is assured by its grounding on the three func-

tions theoretical model: collect information, respond to patient’s emotion

and educate and influence behaviour [Bird and Steven A. Cohen-Cole

1990] (see section 2.2).

3. The flexibility of the system allows to adapt it to specific medical ap-

plications, from content information specific to the interaction such as

clinical trials enrolment [Siminoff et al. 2000] to the performance of the

providers, in terms of proficiency (e.g. of interpreters in medical consulta-

tions [Sleptsova et al. 2017]), and characterisation of the communication

(e.g. turn taking structures [Roter, S. M. Larson, et al. 2008]).
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4. Finally, the reliability of RIAS has been demonstrated in a wide range

of studies across multiple domains (the author of the RIAS report an

average Pearson correlation coefficients of 0.85% [Roter and S. Larson

2002], with similar performances reported by independent authors, e.g.,

κ=0.75 [Terrill et al. 2018]).

The RIAS is the de-facto current standard in the assessment of the medical

consultation. It has been used in many studies (more than 150 in 2008 [Roter,

S. M. Larson, et al. 2008]) on the assessment of the medical consultation, and

it is still being used in a wide variety of medical interaction settings.

While it has also been used for sequence analysis (i.e. describing how inter-

action unfolded), additional steps are required, notably transcribing and seg-

menting the documents [Eide et al. 2004].

Although being a comprehensive tool, the RIAS suffers from a number of limi-

tations.

Its complexity leads to rather low inter-annotator agreement without long joint

training and agreement on the resolution of ambiguities [Petukhova and Bunt

2020a] and most emotional cues are not covered [Eide et al. 2004].

Communication specific frameworks

Specialised frameworks focus on specific aspect of the interaction. collabo-

RATE [Elwyn, Barr, et al. 2013] is a patient-reported measure of shared deci-

sion making

The Observer observing patient involvement in decision making (OPTION) In-

struments (OPTION 12 and OPTION 5) aims to study patient involvement in
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shared decision making.

Dyadic OPTION [Melbourne, K. Sinclair, et al. 2010] is an evolution of the OP-

TION scale for the patient and the clinician, with a specific attention to reduce

interpretative difficulties for shared decision-making behaviours.

Limitations

Although old (1998), a review of CPC assessment tools (rating scales, check-

lists, interactional analyses) by Boon and M. Stewart [1998a] identified several

limitations: of 44 instruments identified, 21 were ad-hoc instruments - designed

and used in only one study, 15 had not been evaluated, and only 1 - the RIAS

- was found to have some correlation with other scales (Bale’s Interactional

analysis and the Medical Communication Behaviour System). Similar conclu-

sions were reached by more recent revisions [Beck et al. 2002; Brouwers et al.

2017]. Since then, natural evolution led to the widespread use of the RIAS but

similar observations can be drawn from the analysis presented in section 3.

The RIAS itself suffers from limitations. In an analysis of the RIAS framework

based on linguistic interaction analysis principles, Sandvik et al. [2002] found

a number of adjustments and need for clarification and specifications. They

can be grouped in 3 main types. The first are theoretical issues: the basic

element of the interaction, utterances, have been defined using a range of def-

inition in terms of content and speaker turns. The second group relates to

the categories: categories such as backchannel and agree are reported as

ambiguous, either due to unclear distinctions between specific categories or

due to the use of the linguistic forms of speakers’ expressions instead of their
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functions, requiring additional guidelines and joint training of annotators. The

coverage of categories is reported as unbalanced, some being too narrow, oth-

ers too wide. The final group relates to missing elements: the lack of temporal

assessment leads to the interpretation of silences and pauses as demarca-

tion in the communication, whereas the function in the interaction is missed.

Finally, interruptions (when a speaker speaks over another to take the floor)

are not evaluated. While the work by Sandvik et al. [2002] is not based on

reviews of existing literature, the limitations they underline are consistent with

reports by other researchers who have used the RIAS. The scheme contains

unbalanced categories (e.g. Eide et al. [2004] reported the need to merge cat-

egories to limit empty cells) and suffers from some lack of clarity, for instance

with its definition of a turn, defined as the smallest unit allowing the expres-

sion of an idea in Forner et al. [2020] and the smallest distinguishable speech

segment to which a classification can be assigned in du Pon et al. [2020].

Other task-focused frameworks present similar issues. Brouwers et al. [2017]

review of patient-centred communication assessment instruments concluded

that most of the available instruments have not been thoroughly investigated

and therefore lack evidence on their validity and reliability for the measurement

of patient-centred communication.

Finally, manual annotation is a long and costly process, requiring annotation

guidelines and inter annotator training to achieve good quality corpora (high in-

ter annotator agreement), whereas applications such as training and evaluation

of medical students, or training of specific communication skill for professionals

require reliable assessment in a short time frame. An automation of the pro-

cess, or part of it, would be beneficial both in reducing the cost and complexity
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of the assessment, e.g. for corpus creation, and in improving reactivity in the

provision of an assessment.

2.4 Practical application of evaluation methods

Since a large amount of literature was produced on CPC, its evaluation - based

on this theoretical background - uses multiple methodologies and a wide range

of models.

I will now present the practical application of these methods and models.

This application, the identification of good and bad behaviour, is carried out

using different methods which can be grouped under three main categories:

self-evaluation, patient evaluation, and external evaluation, themselves based

on two different types: real or simulated. Each method is further discussed -

notably with regards to their limitations - in appendix, section E.5.

2.4.1 Simulated interactions

Simulated interactions use an actor to replace the patient. They offer a more

controlled setting while retaining the complexity of a real interaction. Simu-

lated patients can be fellow students - a common practice in academic set-

ting for trainings and assessments, or a professional actor following precise

instructions - usually for studies on specific aspects of the interaction. While

not explicit in the literature, a distinction will be made in this work between

the different types of actors, expanding the distinction between simulated and

standardised patients by Atkins et al. [2016]:
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Acted patient a person portraying a patient. This can range from fellow med-

ical students (e.g. acting as an patient with specific needs, see section

5.1.2) to professional actors.

Simulated patient a person portraying a specific patient following a precise

script usually including every detail essential to the interaction studied:

symptoms, condition, traits, medical, personal, and social history, com-

munication style, behaviour, emotions, etc.

Standardised patients while including simulated patient, the definition also

encompasses real patients who have been briefed to present their own

illness in the same standardised way as a simulated patient.

However, this method has drawbacks due to its simulated nature, notably re-

garding the balance of power and the clinician cognition during the consulta-

tion.

2.4.2 Self-evaluation

Self-evaluation has been a common continuous learning procedure for clini-

cians [D. A. Davis et al. 2006]. However, self-evaluation suffers from limita-

tions. When compared with other methods, a review of studies associating

the two found only weak association between physicians’ self-rated evaluation

and external evaluation [D. A. Davis et al. 2006] - clinicians with low skills or

high confidence having the worst accuracy in self-evaluation (i.e. comparing

physicians’ self assigned rates-with external observations). The same effect

is translated in practical situations, where doctors have poor accuracy in es-
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timating patients’ satisfaction, e.g. evaluating patient satisfaction following a

consultation [McKinstry, Colthart, et al. 2006], and different evaluation meth-

ods are needed.

2.4.3 Patient’s evaluation

Patients’ evaluation is done after the interaction, usually collected by a re-

searcher or using forms, such as the General Practice Assessment Ques-

tionnaire (GPAQ) [Roland et al. 2013], the Patient Satisfaction Questionnaire

(PSQ) [Marshall and Hays 1994], the Consultation And Relational Empathy

measure (CARE) [Mercer et al. 2005] and the Patient Enablement Instrument

(PEI) [Howie et al. 1998] (for more information, see appendix section E.5.3).

The outcome of a patient’s evaluation is impacted by the same factors impact-

ing CPC, notably age, ethnicity, and socioeconomic status [Campbell et al.

2001].

2.4.4 External evaluation

External observations of competence - using standardised patients, evaluation

scales, methodological frameworks, e.g. conversational analysis and analyti-

cal frameworks - offer powerful methods to study or assess the interaction. Ex-

ternal observations can be performed on interactions with real patients or on

simulated interactions. As mentioned above, external observation of simulated

interactions is often used in educational contexts, for training purposes (see

section 5.1.2) and as a standard approach in the evaluation of students for the
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validation their consultation skills and abilities (structuring of the consultation,

communication skills, medical knowledge). One such example is the RCGP

marking scheme, in figure 2.1, used for the Recorded Consultation Assess-

ment (RCA), a replacement to the Clinical Skills Assessment (CSA) due to the

COVID pandemic providing guidelines for the evaluation of video recordings of

real consultations.

External observations have limitations. This method suffers from being expen-

sive and resource intensive to implement. Similarly, to study a specific aspect,

recordings must be first transcribed before being analysed, a long and costly

process. Finally, agreement between assessors is low [Wass et al. 2003].

2.4.5 Limitations of existing evaluation methods

The three types of methods share some limitations. Investigating agreement

on the evaluation of consultations between patients (using two tools - PEI and

Consultation Satisfaction Questionnaire (CSQ)) - alongside expert doctors (ex-

ternal evaluation using Membership examination of the Royal College of Gen-

eral Practitioners (MRCGP)), McKinstry, J. Walker, et al. [2004] found no cor-

relation between experts’ and patients’ assessments. A similar outcome was

found while investigating assessments by doctors involved in the interaction,

whose predictions of patients’ satisfaction were only weakly correlated with

patients’ measures collected with the same tools ([McKinstry, Colthart, et al.

2006]). As mentioned above in section 2.4.1, assessment of simulated pa-

tients compare well with independent evaluation. As such, both evaluation

methods might suffer from a similar problem. While no clear evidence seems
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1. Data Gathering, Technical and Assessment Skills

(a) Takes a focussed history to allow for a safe assessment to take place

(b) Elicits and develops relevant new information

(c) Rules in or out serious or significant disease

(d) Considers and/or generates any appropriate diagnostic hypotheses

(e) Explores where appropriate the impact and psychosocial context of
the presenting problem

(f) Plans, explains and where possible, performs appropriate physical/-
mental examinations and tests

(g) Appears to recognise the issues or priorities in the consultation

2. Decision Making and Clinical Management Skills

(a) Appears to make a safe and appropriate working diagnosis/es

(b) Offers appropriate and safe management options for the presenting
problem

(c) Where possible, makes evidence-based decisions re prescribing,
referral and co-ordinating care with other health care professionals

(d) Makes appropriate use of time and resources whilst attending to
risks

(e) Provides safety netting and follow up instructions appropriate to the
nature of the consultation

3. Interpersonal Skills

(a) Encourages the patient’s contribution, identifying and responding to
cues appropriate to the consultation

(b) Explores where appropriate, patient’s agenda, health beliefs & pref-
erences

(c) Offers the opportunity to be involved in significant management de-
cisions reaching a shared understanding

(d) When undertaken, explains and conducts examinations with sensi-
tivity and obtains valid consent

(e) Provides explanations that are relevant, necessary and understand-
able to the patient

Figure 2.1: The RCGP marking scheme for medical consultations.
Version of the scheme as of 2020-09-11. Credit: Copyright 2021 Royal

College of General Practitioners.
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to exists on this issue, investigations by Bokken et al. [2010] provides potential

elements on the underlying difference. Using questionnaires and focus groups,

the authors found that students regarded real patients as more authentic while

standard patients were more helpful, providing more specific feedback. There-

fore, it might be expected that standard patients and external examinations

alike, being based on the same guidelines, are limited by this lack of corre-

lation between the theoretical good communication and the practical patient’s

satisfaction. Several limitations must be noted in [Bokken et al. 2010]: only

a small number of real patients could be recruited which participated to en-

counters resembling simulated interactions, and the students were not blinded

to the type of patient they would encounter, leading to potential selection and

observation biases.

A further difficulty resides in the evaluation of the non-verbal communication.

While sometimes considered (e.g. occurrences of smiles), most frameworks

either don’t incorporate or lack specific instruction for non-verbal communica-

tion ([Boon and M. Stewart 1998b], [Brouwers et al. 2017]), for instance with

regard to silences and pauses.

In this context, automatic evaluation and assessment provides a complemen-

tary solution ensuring the application of objective criteria with regard to the

extraction and identification of underlying features, simplifying the systematic

application of analysis systems, e.g. allowing expansion of the existing types

of assessment with further methods.

Recent work in the domain of argumentation and negotiation modelling has

shown that Natural Language Processing (NLP) and machine learning can

be used to monitor and assess surface and cognitive communication skills
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and discourse in general [F. Haider et al. 2016]. For instance, the Metalogue

project [Helvert et al. 2016] recently demonstrated the feasibility of the au-

tomatic evaluation of multimodal interaction in a communication skill training

scenario. In the medical domain, the Lab-in-a-box system [Weibel et al. 2015]

allowed tracking of visual non-verbal behaviour (gaze, movement) during con-

sultations.

In order to present the existing work in the automation of the evaluation and

assessment of the clinician-patient communication, I shall now need to explain

the current state of the art, which I will present in the next section.

2.5 Automation of the assessment of the medical

interview

In the previous section, I advocated the use of automation to potentially reduce

the problems of subjectivity, usually reflected in limited inter-rater reliability and

limitations of the tools.

I first would like to point that bias potentially exists also in machine-learning

systems due to existing underlying bias in training material that would be, in

turn, learnt and applied. In a survey of the phenomenon, Mehrabi et al. [2019]

identified 23 types of bias that can exist in data, many reflecting biases that

must be taken into consideration e.g. for surveys (population bias, social bias,

observer bias, funding bias). The authors then identify 6 types of discrimina-

tions (direct, indirect, systemic, statistical, explainable, unexplainable) to define

fairness and methods to attempt to address bias in artificial intelligence.
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I would also underline that the nature of the literature for automation efforts

differs in quality from that of the previous sections. Studies on automation

efforts report on feasibility, and no dedicated randomised controlled trials or

intervention studies have been published.

In practical terms, automation of assessment is the extraction of meaningful

information using existing tools, new methods, and their combination in a pro-

cessing pipeline able to provide data that can be turned in metrics and feed-

back. While some work exists on the automatic assessment of parts of the

communication, this domain is in its infancy and more is still needed for its

practical applications, e.g. to teach and train communication skills. Nonethe-

less recent studies have demonstrated the capacity of the current state of the

art to produce meaningful results: prediction of student’s success based on

communication and domain skills [Carnell et al. 2019], identification and as-

sessment of suicidal risk using verbal and nonverbal cues during interviews

with adolescents [Venek et al. 2017], characterisation of semantic similarity of

the patient’s and physician’s language [Vrana et al. 2018a], etc.

In order to understand the concepts associated with automation, it is neces-

sary to provide an overview of the analysis of communication for the different

aspects of CPC that have been previously mentioned (elements and channels

of the communication, type of interaction).

Complementary to applications in the medical domain, my work relies on an-

other domain of scientific research, namely speech processing. Speech pro-

cessing applies to the direct processing of signals: verbal components - the

spoken words -, and non-verbal components - the way they are spoken - by

the study of vocalisation patterns and prosody (speech variables such as into-
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nation, tone, stress and rhythm).

Typical approaches in the qualitative and quantitative analysis of communica-

tion are based on the recording of interviews. The interaction is recorded and

transcribed2. The Transcript is then analysed (e.g. to analyse discussion of

prognosis and end-of-life care [Walczak et al. 2012]), either extracting content

using generic text processing or applying a dedicated thematic text analysis

tool, such as a medical framework (RIAS, MIPS, etc.).

Communication can be divided into two main modalities: verbal and non-

verbal, with a second distinction that can be made between content, i.e. the

linguistics and semantics of the interaction, and the paralinguistic elements -

the form of the interaction, the way people speak:

• Verbal cues: semantic processing, topic tracking, lexical richness, tem-

poral studies (e.g. how raised problems and topics are reused during the

conversation)

• Paraverbal cues: prosody, expressions, emotions and attitudes.

• Non-verbal cues: gaze, gesture, posture.

The distinction between verbal and paraverbal/non-verbal aspects of the com-

munication essentially refers to the distinction between the literal content of an

utterance and its vocalisation.

2The different types of transcriptions are defined in the glossary. See Transcript.
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Paraverbal analysis

The first approach to speech processing relies on content-free processing.

This concerns mainly the speech prosody and segmentation.

The assessment of voice quality has been used mainly in trainings using staged

scenarios. Language training appears to constitute a prominent use-case for

speech processing. In an experimental system, N. Walker et al. [2008] present

a language processing unit to track learner’s speech during a consultation, as-

sessing the quality of speech while simulating a consultation. However they

only mention the opportunities and challenges posed by such a system and no

result nor any evaluation is reported.

Spoken dialogue can be segmented by monitoring turn taking patterns or us-

ing vocalisation patterns. Vocalisation patterns [Luz 2012b] are Markov di-

agrams encoding transition probabilities between vocalisation events of both

participants, providing patterns of interaction. In medical applications, they

have been used in the context of mental health to characterise power dynam-

ics during dementia diagnosis disclosure conversations ([Sakai and Carpenter

2011a]).

Verbal analysis

Semantic processing is the content-rich approach to speech processing. For

the analysis of consultations, it first requires the transcription or the recognition

of the speech, i.e. Automatic Speech Recognition (ASR), and its understanding

using different semantic processing. Typical semantic processing steps are

shown in figure 2.2: diarisation is the attribution of a sequence of speech to a
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speaker, the signal is then processed during the interpretation phase, followed

by syntactic and semantic interpretation.

Figure 2.2: Components of a semantic processing pipeline for NLP.

ASR is the conversion of an audio signal to a sequence of words in the form

of different structures, from simple strings of text to weighted graphs. The use

of ASR and limited semantic processing is already common in the medical do-

main. For instance, M. Johnson et al. [2014] provided a review of the systems

in use for writing reports.

ASR constitutes the basis for semantic processing of the higher-level repre-

sentation obtained from speech processing: NLP.

Application of NLP to the medical consultation is still uncommon, and little

research exists on the specific topic of automatic assessment of the medical

consultation. Most studies are directed toward the identification and monitoring

of the evolution of patients’ speech impairment, e.g in Alzheimer’s Disease or

dementia, but similarities exists between elements of communication in these

encounters and certain aspects of the consultation, such as how speech is dis-

tributed between participants. Experiments such as those conducted by Green
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et al. [2012] used a complete speech processing pipeline with NLP compo-

nents to monitor a storytelling dialogue. The system modelled the ongoing

discourse between a storyteller and a facilitator, and provided feedback to the

facilitator. As such, this scenario presents some similarities with the history-

taking part of a consultation.

Recently, lexico-syntactic features have also been used to detect empathy in

the consultation [Xiao et al. 2012].

Some studies using medical frameworks group spoken interactions under the

term speech acts3, a term used in linguistics (e.g. [Sandvik et al. 2002] - RIAS,

[Mayfield et al. 2014a] - GMIAS): a speech act is a social act embodied in an

utterance, i.e. it is an expressed element that regroups the information and the

action performed by the speaker. Speech acts is a concept and the precise

definition of a speech act varies: for instance Sandvik et al. [2002] use the

term as a broad linguistic concept whereas the GMIAS provides a fixed list of

speech act codes.

High-level representations of spoken dialogues have been developed and stan-

dardised in NLP. Dialogue Act (DA) are a semantic representation of the speaker’s

intentions, structuring utterances in an abstract representation of dialogues al-

lowing modelling of domain-specific dialogue behaviour.

Each utterance, in addition to its semantic content, has a communicative func-

tion reflecting how it is perceived (question, answer, suggestion), and a dimen-

sion reflecting the role of the utterance (e.g. social obligation). Dimensions of

DAs are of two types:

3The term is defined in the GMIAS but not mentioned in the RIAS
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Information transfer providing and obtaining information

Action discussion acts directive (speaker’s wish) and commissive (speaker’s

commitment)

The following example is a representation of an opening of a consultation an-

notated with [dimension, communicative function]

Doctor Good morning [Social Obligations Management, initGreeting]

Patient Good morning doctor [Social Obligations Management, reactGreeting]

D What can I do for you? [Task, request]

P I need [...] [positive Auto-Feedback, answer]

The use of verbal and communicative acts has been applied to study the medi-

cal consultation, e.g., to understand patient participation in medical encounters

[Street and Millay 2001] and to characterise difference of consultation styles

across different cultures [Ohtaki et al. 2003]. Recent works on Dialogue Act

Recognition by Petukhova and Bunt [2014] opened the possibility to automate

the tracking of the structure of dialogues.

DAs can be paired with other modalities into multimodal dialogue acts to take

non-verbal aspects of the communication into account. Petukhova and Bunt [2012]

further extended representations of multimodal functional segments (e.g. in-

cluding body posture and movements), allowing to represent both multimodal

coding (e.g. coding facial expressions and semantics on a same timeline) and

multidimensional annotation of dialogue behaviour (i.e. creating links between

modes, such as linking a gaze to a word).

The use of DAs in the context of medical consultation allows different levels of

abstraction for the processing of the content of the dialogue. At a high level,
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the recognition and distribution of Dialogue Acts enable tracking of the different

phases of the consultation. The structure of DAs, i.e., the relation between

the utterances, provide complementary information (function and dimension)

to vocalisation patterns to characterise the exchange and interaction patterns.

Machine Learning is a domain of Artificial Intelligence (AI) that use data to

learn a task (e.g. how to play chess, how to classify sentences) and improve

automatically as new data is used. Machine Learning models learn automat-

ically the rules from data, as opposed to traditional methods that require to

code the rules explicitly. To provide a simple example, a traditional approach

the detection of emotions could be done by setting a list of words selected

manually. Applying Machine Learning to do the same would require a training

data set that will serve as a reference, i.e. data with manual annotations of

categories of interest. Machine Learning algorithms will then extract a set of

rules, a model, that can then be used to classify new, unknown, data. This

method is called supervised learning: what the algorithm learn (e.g. the set of

emotions) is controlled by what has been taught (the annotations). Unsuper-

vised learning is another method that can be used in exploratory data analysis,

i.e., to find patterns in non-annotated data.

Training a full-fledged Dialogue Acts classifier requires a large amount of an-

notated data. For instance, Ebhotemhen et al. [2017] used more than 6000

functional segments to train a syntactic and semantic classifier.

However there are ways this can be worked around. A first workaround is to

limit the scope of the learning task, by focusing on a subset of meaningful DAs

targeted for the task. Reducing the search space directly results in a reduction

of errors. In the context of clinician-patient communication, this needs to be
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done in order to extract complex but common critical occurrences, e.g., intro-

duction, clarifications ("Could you explain what you mean by [...]"), screening

for further problems ("Anything else?").

A second workaround is to use transfer learning by using other corpora, i.e.

available datasets of recorded conversations and associated annotations (e.g.

DAs [Amanova et al. 2016], speech emotions [Latif et al. 2020]), either in

close domains or containing similar phenomena (e.g. social interactions). The

source of generic social interactions allows the identification of common equiv-

alent structures found in the medical consultation, e.g., greetings, introduction,

listening, open/closed questions (transitions), facilitation of patient’s response

(repetition), summarising, etc. The structure can then be analysed together

with information on periodicity and timing.

This remains to be done on medical dialogues but the use of standardised rich

representations of the interaction seems to be a natural step to be investigated

in the future analysis of the content of medical encounters.

Non-verbal analysis

Gestures and postures are another aspect of communication. Systems to train

non-verbal communication skills with the capacity to capture, analyse and pro-

vide feedback to trainees have been developed with promising results [Olivares

et al. 2016]. With regards to its application to clinician-patient communication,

a recent pilot study, Liu et al. [2016] implemented content-free analysis for the

training of non-verbal communication of medical students. While the recogni-

tion performance was limited (false positive rate of 13.14% for nodding, 13.36%
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for head shakes, up to 86.3% for face-touching gestures), they explored a wide

range of non-verbal behaviour markers: head movements, facial expressions,

body movement, alongside limited voice prosody and speech patterns. While

no evaluation to compare with expert assessment was performed, this system

demonstrated the feasibility and the interest of the system for raising students’

awareness in communication skills training.

Summary

Dialogues can be analysed using a large range of methods.

While existing investigations on medical interactions have covered different as-

pects, only a small number of studies exist for each - mostly observational

studies and pilot experiments, with a lack of robust evidence.

With this in mind I decided to narrow the observation to the analysis of clinician-

patient interactions.

The development of more objective measures and characterisation of CPC, by

the provision of shared metrics and assessment tools, could help to compare

and aggregate results between different studies.

In order to understand the existing work in the evaluation of the assessment

of communication quality in primary care, I went on to conduct a review of the

literature concerned with its automation.
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Automated assessment of the

clinician-patient communication: a

scoping review

In this chapter, I will now go over the question of the capacities of automation

with regard to the assessment of the communication quality in primary care,

namely: Can features of multimodal behaviour be extracted and identified in

CPC which can complement existing knowledge with new specific aspects un-

derlying the medical communication? (RQ2).

To do so, I will determine the current state of the literature. I will first describe

the search strategy that was followed, detailing the screening protocol I used to

identify relevant material. Then I will present a detailed summary of the results,

before analysing the literature and concluding on the main outcomes.

My review is inspired by the Preferred Reporting Items for Systematic Reviews
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and Meta-Analyses (PRISMA) principles and methodology, presented in Mo-

her et al. [2009] and detailed in Liberati et al. [2009]. Initially framed as a

systematic review, the protocol of this review now follows the principles of the

scoping review, as enacted by Arksey and O’Malley [2005].

This review aims at providing an overview of the key findings of the studies, an

assessment of their quality, and a discussion of results found.

The search was centred around the three main concepts of the review: dyadic

communication, clinician-patient interaction, and systematic assessment.

Dyadic communication is the interaction between two persons. The terms iden-

tified in the medical literature and used for the search are listed under item 2

of figure 3.1.

In the context of interest, the two participants of the communication are the

patient and the clinician. The search was not constrained with any specific

terms referring to patient to avoid the risk of excluding studies with clinician-

centred descriptions. The term Clinician refers to health care professionals

in the primary care, e.g. doctors and nurses, working in a patient’s home,

general practice, or hospital. Included search terms are listed under item 3 of

figure 3.1.

The concepts grouped under systematic assessment of the communication

by this review are diverse. Specific terms used in the language processing

community are not always used by the medical community, and broader terms

needed to be included. In addition, systematic assessment differs from auto-

mated assessment, encompassing studies that may have not used computa-

tional methods to extract features of the communication. Additional relevant
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terms were identified during a preliminary search on a subset of studies and

reference lists. The final list (figure 3.1, item 1) includes terms from both

Medical and Speech Processing fields.

No previous review on a topic similar to this review was found during initial

searches. The scoping and search strategy for this review was developed from

scratch to identify studies using systematic approaches or automated process-

ing to support the assessment of CPC. Search updates (April 2017 to July

2018) were done as the search protocol was refined.

3.1 Sources searched

Searches were not restricted by location, date of study, or language. Grey

literature (dissertations and theses) was also included for screening.

3.1.1 Medical libraries

Systematic searches were performed in the main electronic databases, using

the search strategy presented in figure 3.1.

Dates and issues of the medical databases searched for the review are:

Cochrane Cochrane Central Register of Controlled Trials Issue 1 of 12, Jan-

uary 2021 and Cochrane Database of Systematic Reviews Issue 1 of 12,

January 2021. 44 reviews and 41 controlled trials were found.

Embase Embase 1980 to 2021 Week 03

MEDLINE/PubMed Accessed 2021-01-25
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1. "machine learning" or "natural language processing" or "speech
processing" or "artificial intelligence" or "video analysis" or "visual
analytics" or "text analytics" or "text analysis" or "speech analysis"

2. communication or consultation or interview

3. clinician or doctor or nurse or gp or "general practitioner" or "gen-
eral practice" or physician or "primary care" or "family practice" or
"family practitioner"

4. 1 and 2 and 3

Figure 3.1: Search terms.

3.1.2 Other sources

The Association for Computing Machinery (ACM) Full-Text Collection was searched

to retrieve studies with a strong focus set on the language processing aspect

that may not have been reported in medical journals. The search was per-

formed on full texts until 2019-08-30, then updated with searches on titles and

abstracts until 2021-01-25.

Reference lists from eligible studies identified using the developed search strat-

egy were searched manually for additional studies.

Within-paper references were searched using Google Scholar1 or DuckDuckGo2

when not referenced to find further relevant studies.

Search updates were conducted until January 2021, as mentioned in the re-

spective online libraries search protocols.

1Google Scholar is a specialised search engine for published scientific literature. It is a
valuable resource to lookup specific references, e.g. cited articles in a publication.

2DuckDuckGo is a generic web search engine with a strong focus on keeping user’s privacy.
It is an alternative to the more popular web search engine by Google.

110



3.2. Inclusion and exclusion criteria

3.2 Inclusion and exclusion criteria

Initial screening of articles was based on the information contained in their ti-

tles and abstracts and was conducted by me. Full-text screening was also

conducted by me. A randomly selected subset of studies filtered at abstract

and full-text screening stages were checked by the two supervisors (see sec-

tion 3.3.1).

3.2.1 Inclusion criteria

• Primary research study;

• The study is on clinician and/or patient communication;

• The studied interaction is based on synchronous3 interactive communi-

cation using spoken natural language (face-to-face or remotely), sponta-

neous (including semi-structured interviews), staged or not (e.g. a simu-

lated patients acted a predefined scenario);

• Direct signals processing or their interpretation (e.g. speech or tran-

scripts). Secondary interpretation, such as studies that extract patterns

from manual annotations were included;

• Automated analysis is used to support the analysis of the CPC. Therefore

statistical analysis only based on manual annotations were discarded.

Automation includes manual analysis in which a precise algorithmic method-

3Occurring in real time, as opposed to asynchronous communication (emails, SMS)
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ology was described and used (following objective instructions, e.g. if ...

then ... else ...);

• Study must report evaluation measures. The measures can be classified

into three types of evaluation: technical evaluation (e.g. standard NLP

metrics), medical communication evaluation (e.g. using medical frame-

works), and correlation with assessment (e.g. patient’s assessment).

Secondary sources were screened for the identification of additional material.

Some studies in foreign language were included (French and German).

3.2.2 Exclusion criteria

• Studies based on asynchronous communication: clinical narratives, med-

ical notes (discharge summaries, nursing notes), speech notes using

ASR;

• Automatic analysis of medical expert systems (diagnosis systems) and

electronic health records without CPC component;

• Studies using patient interviews or focus group discussions by researchers

that were conducted after the interaction with clinicians for qualitative

studies;

• Studies without a strong focus on communication between a clinician and

a patient (e.g. team communication in presence of a patient);

• Studies reporting manual annotation and observation of the results whithout

automation;
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• Opinion and prospective papers;

• Studies with no full text available, or full text not in English, French, or

German.

3.3 Screening Procedure

3.3.1 Study Selection

A search of the main medical databases was conducted using the search strat-

egy described in Figure 3.1. Results were automatically merged and dupli-

cates removed using a specific tool4, then screened for relevance using the

title, keywords, and abstracts.

Relevance was established where studies discussed analysis of communica-

tion in a primary care setting or in a clinical setting similar to primary care (e.g.

consultation with a surgeon).

Full texts of identified studies were retrieved, and eligibility was screened against

review inclusion and exclusion criteria outlined above.

A subset of ten studies for each category of the last three stages of filtering (ab-

stract rejection, full text rejection, full text acceptance) was randomly selected

and reviewed by the two supervisors, S. Luz and B. McKinstry. Borderline pa-

pers were identified regarding the interpretation of automation and CPC, and

a stricter application of the criteria was advised. Following this, the definitions

4https://gitlab.com/pierre.albert/toolbox/blob/master/review_analyse_search.
py
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were clarified and every full text paper was reviewed a second time. Twenty-

two studies were rejected and one additional study was included.

3.3.2 Updates

The search was updated four times - every 6 months - since the search pro-

tocol was finalised until the end of my work, i.e. from July 2018 until January

2021. Retrieved results were merged and filtered, and previously screened

references were discarded using the aforementioned automated tool.

Potentially relevant studies uncovered during article screening (retrieved using

Google Scholar) were also screened for eligibility.

3.3.3 Results from the search

Due to the heterogeneity of the systems, aspects of communication, and inter-

ventions, a meta-analysis was not attempted.

A detailed visualisation of the result of the search and screening procedure is

provided in figure 3.2, formatted in accordance with the PRISMA flow diagram

for screening [Moher 2009].

We can group studies by themes - the type of communication that was investi-

gated.

The first and largest group of studies explored the verbal communication: the

semantic content of the interaction. In this group, the first theme is the struc-

tures of the discourse, either task-specific [Birkett et al. 2017] (VR-CoDES)
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or general [Tanana et al. 2016] (behavioural codes), [Venek et al. 2017] (con-

versation dynamic), [Blomqvist et al. 2005] (characterisation of utterances, se-

quential information), [Sen et al. 2017] (questions and answers), [Mase et al.

2009] (sequences of discourse elements). Related themes were task-based

categories (interaction elements) [Blomqvist et al. 2005] and the general struc-

ture of the dialogue (Speech acts) [Wallace et al. 2014], [Mayfield et al. 2014b].

The second theme focuses on topics - what was discussed - [Carnell et al.

2019; Chiba et al. 2018; Cuffy et al. 2020; J. Park, Kotzias, et al. 2019; B. M.

Watson et al. 2015; Wong et al. 2017]. The third theme relates to words:

embeddings (use and context of a word) [Cuffy et al. 2020; Porhet et al. 2017;

Sakai and Carpenter 2011b], types (e.g. part of speech) [Mayfield et al. 2014b],

frequency [Sen et al. 2017], and polarities (positive and negative words, e.g.

related to gain and loss) [Fridman et al. 2021; J. Park, Jindal, et al. 2021]. A

final theme was the expression of affect (sentiment analysis) [Sen et al. 2017].

The other main group of investigation relates to the non-verbal components of

the interaction: the part of the communication conveyed by other channels than

the speech. Most use the visual modality: the face of participants [Porhet et al.

2017; Rasting et al. 2005a], gestures and movements [Hart et al. 2016; Mase

et al. 2009; Porhet et al. 2017], gaze [Pearce, Kumarapeli, et al. 2010; Porhet

et al. 2017], and posture [Chakraborty et al. 2017]. The other studies observed

activities performed during the consultation: clinician’s activities [Kocaballi et

al. 2019] and computer / screen interactions [Pearce, Kumarapeli, et al. 2010].

The last group of investigation relates to the para-verbal components: the part

of the communication conveyed by the speech but not its content. Acoustic

features (verbal dominance) [Venek et al. 2017] [Sakai and Carpenter 2011b],
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pauses [Manukyan et al. 2018], and silence [Durieux et al. 2018; Manukyan

et al. 2018; Mistica et al. 2008].

The type of interactions are then provided in a table C.4. The type of interac-

tion relates to the active participants in the interaction. Constrained analysis

is specified when applying (e.g. only dyadic interactions are analysed). The

value can be dyadic (2 persons) or triadic (3 persons). The medical interaction

describes the context in which the clinician patient communication occurred,

e.g. GP consultation, outpatient visits, etc.

I summarised information of the eligible articles using two tables.

I first summarised the studies following the Participants, Interventions, Com-

parisons, Outcomes, and Study design (PICOS) in table 3.1 (see appendix,

section C). For the purpose of this review, I included three additional columns:

a brief description of the aim of the study, an outline of the Methodology, and a

summary of the Results.

A second table dedicated to summarising the tasks related to CPC assessment

performed in each study is provided in table C.1. The frameworks column con-

tains the medical and/or annotation that were used or referenced, the type of

material is the type of data on which the study was conducted (e.g. audio,

video). The Task performed lists the processing applied to the data, either

manual and automated (e.g. emotion recognition). The Performance sum-

marise the main quantified results, and the dataset documents the collected

data.

The information is then developed using six tables (available in appendix, see

section C) to extract detailed information relevant to this review.
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The population of each study is described in two tables: table C.2 for the

patients, and table C.3 for the clinicians. Both tables include the same demo-

graphic information in addition to the population included in the study: age, sex,

ethnicity, location and socio-economical information. Patients specific informa-

tion relates to the personal, socio-economical attributes, and medical condition

of the cohort. Clinicians specific information regards speciality and experience.

The analysis conducted in each study is then detailed in table C.5.

• Preprocessing list the procedures undertaken on raw data (text, audio,

video) as preparation steps for subsequent extraction of features anal-

ysis. Text processing usually include transcription, in which case the

method is reported (by professionals or by researchers). Since no in-

stance of the use of ASR (automated generation) was found, all reported

transcription were manually produced. It must be stressed however that

instances of uses of ASR to help generate transcripts were found: Al-

loatti et al. [2020] for instance used manually corrected ASR output on

30 physiotherapy sessions. Other text preprocessing methods include

cleaning of transcripts or removal of unwanted events, such as stopwords

or disfluencies. Preprocessing of audio and video can include segmenta-

tion, extraction of parts (beginning, end), signal processing (background

noise removal, normalisation, colour balance etc.). Finally, any manual

processing is also listed.

• feature extraction reports on automated processing. I document the gen-

eration of the features, either from raw data (acoustic or video analysis)

or manually generated data (through text analysis: tokenisation, part-of-
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speech tagging, etc.).

• Task and method reports on the task that was performed (e.g. classifica-

tion of a sentence) and on the methodology that was used. This includes

supervised learning or unsupervised learning, a detail of any analysis

used used: machine learning algorithms, clustering, feature reduction,

classification, etc. An accompanying table of abbreviations is provided in

annex C.8.

• Evaluation reports how the results were assessed in the study. This is

broken down in four items, if present in the study - B: baseline, PM: per-

formance metric, CV: cross-validation technique used, T: test set held out

and its size.

• Results are numerical results of the reported performance metrics.

I then summarise my assessment of the research potential and applications of

each of the studies in table C.6. It is structured around the following columns:

• Research implications regroups three general characteristics. Novelty

(yes/no): whether the study implemented a new method or applied an

existing one - no is assigned where the study uses an existing tool or

method. Replicability (low/partial/full): whether the reported procedure

is described in sufficient details and data is available - low is assigned

where both data is not available and method description is incomplete;

partial where either is the case, and full where both data and detailed

methods are available. Generalisability (low/medium/high): whether the

analysis is specific to the task - low is assigned where the method can
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only be applied to similar settings; medium where the analysis can be

applied to other settings (i.e. type of medical encounters) with adapta-

tions (e.g. changing a dictionary of terms); high where the analysis can

be applied directly to other settings.

• Risk of bias Real life (RL, yes/partial/no): whether the interaction featured

real interactions (e.g. between patients and doctors) or simulated interac-

tions (e.g. training sessions with an actor). Feature balance (FB, yes/no):

whether reported individual features were balanced across classes. Suit-

able metrics (SM, yes/no): whether metrics other than overall accuracy

are reported when data are class-imbalanced. Contextualised results

(CR, yes/no): whether a baseline is provided to put the results into per-

spective. Overfitting (yes/no): whether cross-validation and/or hold-out

set were used. Sample size (S): three ranges are reported: ≤50/≤100/≥100).

• Strengths/Limitations five characteristics are reported with yes/partial/no

assessment, each yes indicating a strength, each no indicating a limita-

tion. Spontaneous speech: whether speech was naturally generated or

prompted in response to open-answer questions. Conversational speech:

whether the study is based on the dialogue. Automation: whether the

automation (other than the machine learning tasks) was complete (ex-

cluding pre-processing) or only some aspects of the procedure used in

the study. Transcription-free: whether the method required transcription

of the dialogue. Content-independence: whether the method is content-

based or not.

119



Chapter 3. Automated assessment of the clinician-patient
communication: a scoping review

Finally the dataset table (table C.7) summarises details of the datasets used

in the reviewed studies. It is structured around the following columns:

• Data set/Subset size Quantification of the number of documents details

by groups of participants, including number of minutes recorded and

number of words when available.

• Data type Data recorded and used in the study. Two types of data are

reported. Data streams (audio, video) and derived data (e.g. transcripts

- with information about the transcription when available). Other type of

data (patients’ information, questionnaires, etc.). The type of interaction

during the dialogue is characterised as either structured, semi-structured,

or conversational.

• Data annotation Type of annotations with details about the annotation

set.

• Data balance reports whether the dataset is balanced in terms of age (a),

gender (g), and socio-professional class (s). Yes reports balance for both

between and within class balance when applicable.

• Data availability whether the dataset has been published or made avail-

able.

• Language is the spoken language used during the interactions. It can

differ from the main language of the country where the collection took

place.
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Figure 3.2: Detailed result screening procedure.
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3.4 Results and discussion

Before analysing their content, a look at the distribution of the dates of publica-

tions of the included articles (see figure 3.3) provides a sense of how recently

the field has emerged. All studies were published after 2005, and more than

half of the articles were published after the beginning of my thesis.

Figure 3.3: Distribution of the years of publication of included studies.

A total of 27 studies are included in the final selection. While they cover a wide

range of aspects of clinician-patient communication, with only a limited number

of studies having been dedicated to each aspect.

A wide range of medical speciality are featured: General Practice, dentistry, ra-
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diography, language pathology, psychometry, oncology, urology, palliative care,

psychotherapy, home medical care. In five occurrences, the interacting clini-

cians were medical students. A single study used an actor to perform the role

of the doctor [Hart et al. 2016], in order to control the behaviour in preset sce-

narios (engaged or disengaged).

The retrieved studies feature several types of clinician-patient interactions. Twenty-

two studies were conducted on real interactions and five were simulated, in-

cluding one with a virtual avatar. The dialogues during medical interactions

can be grouped in three different type. Twenty studies are based on conver-

sational interactions, i.e. free form interactions during which the participants

exchange freely without constraints over the content. Five studies used semi-

structured interviews, i.e. an open discussion with a set of themes or questions

to direct the interaction or elicit answers. Finally two studies used structured

interactions, i.e. a planned, constrained discussion during which the same set

of predefined questions is asked to each participant.

Regarding their settings, seventeen studies investigated medical consultations,

either during GP consultations or routine patients’ visits (e.g. dental care), of

which thirteen were dyadic consultations (clinician and patient) and three tri-

adic interactions (a patient’s helper or a second clinician). One study features

mainly dyadic interactions with a subset ("small fraction") of triads. Overall,

seven studies report triadic interactions. A majority of the triads concerns an

additional caregiver (e.g. parent). Only one feature an active second clinician

although a few report non-interactive clinicians (passive, observing) or inter-

acting before or after the studied interaction.

Five studies used clinical interviews (intake interviews, diagnoses or assess-
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ment of a particular condition). Two featured motivational interviewing (one on

substance use, one on adherence dialogues). Two investigated disclosure in-

teractions and the breaking bad news. Finally, one used a instruction session

(on how to use a specific drug).

Of the seventeen studies investigating medical consultations, seven used con-

strained topics and one investigated only a specific phase of the interaction.

The cultural context of the studies (see table C.2) was fairly restricted. More

than half of the studies (fifteen) were conducted in the USA, and all but five

were conducted in western countries (USA, UK, Scotland, Australia, France,

Germany). Of the others, none were conducted in developing countries: four

were conducted in Asian countries (Japan, Singapore (PRC), Hong Kong) and

one in Israel. The socio-cultural diversity was also quite lacking. Reported age

and sex were generally balanced (featuring patients of all age, from children to

elderly people). The distribution of ethnicity seemed balanced when reported,

but the information is missing in more than half of the studies. While some

patients of lower income or lower education were included in some studies,

with two studies specifically on low-income cohorts, the information is also

often lacking.

Most of the studies investigated cohorts of patients with cancer (seven stud-

ies) or patients for general consultations (five). Five studies were conducted

with patients suffering from psychological issues such as suicidal thoughts or

patients with Dementia, which could potentially influence their speech.

Regarding clinicians (see table C.3), most studies do not report information

beyond sex distribution, and even this is missing for eighteen of the studies.
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Out of the studies reporting those, sex distribution was equal, which can sim-

ply signal that studies which paid attention to this metric paid attention to the

sex distribution while recruiting the cohort. This is further illustrated regarding

the ethnicity, where out of the four studies reporting it, only one was featuring a

cohort of white only clinicians. Interactions featured a wide range of clinicians:

nurses, oncologists, GPs, etc. Five studies were conducted with students clin-

icians, and two with resident doctors.

3.4.1 Investigated aspects

Most studies, twenty out of twenty-seven, investigated the semantics of the

interaction.

Ten studies used the global semantic space (such as topics in Carnell et

al. [2019] or participants’ semantic space in Vrana et al. [2018a]), i.e. the

spoken content of the participants as a whole to characterise the communica-

tion.

Nine studies investigated topics or closely related concepts in conversations

[Chiba et al. 2018; Cuffy et al. 2020; J. Park, Kotzias, et al. 2019; B. M. Watson

et al. 2015; Wong et al. 2017], either investigating consequences of differences

in their presence or frequency, or evaluating internal structures, e.g. tracking

reuse by participants. One additional study addressed the use and presence

of more specific task-based categories: Blomqvist et al. [2005] investigated

interaction elements, characterising syntactic roles of utterances (statemen-

t/information, question, request).

Word-based studies are another type of unstructured characterisation, based
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on the quantification of used words: [Cuffy et al. 2020; Porhet et al. 2017; Sakai

and Carpenter 2011b], the words used and their context (word embeddings),

their type (part of speech) [Mayfield et al. 2014b], or their frequency [Sen et al.

2017].

The investigations of emotions using verbal features have been undertaken

with two objectives: the classification of positive or negative speech using word

polarities [Fridman et al. 2021; J. Park, Jindal, et al. 2021], and the detection

of sentiments from text [Sen et al. 2017].

While fifteen studies investigated unstructured content (e.g. occurrences of

topics), five studies investigated the discourse structure of the interaction, track-

ing the use, presence and absence of predefined sets of structuring elements:

either task-specific (VR-CoDES based structure in Birkett et al. [2017]) or us-

ing a more general linguistic approach (using behavioural codes in Tanana et

al. [2016], or a set of conversation dynamic features in Venek et al. [2017]).

Other studies interpreted the interaction in a more global way, i.e. investiga-

tions of the structure of the interaction, identifying links between its elements

and their sequences: Sen et al. [2017] tracked the questions and answers

between participants, and Mase et al. [2009] extracted patterns of interaction

from sequences of discourse elements. Blomqvist et al. [2005] combined the

characterisation of utterances (syntax and type) with sequential information

(source - who spoke, focus - what was the aim of the utterance, response).

Some studies used concepts stemming directly from a more "theoretical lin-

guistics" approach, speech acts (notably Wallace et al. [2014] and Mayfield

et al. [2014b]), although the precise definition of what constitutes a speech act
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varies across studies. Although both Mayfield et al. [2014b] and Wallace et

al. [2014] defined the speech act as a social act embodied in an utterance, and

both restricted the possible acts to the categories listed by the GMIAS, Mayfield

et al. [2014b] aggregated multiple categories into two acts: information-giving

and information-requesting.

Further paraverbal analysis uses acoustics features for the characterisation of

speech, generally for its classification, e.g. between healthy and unhealthy

patients, [Venek et al. 2017], but also for investigating non-verbal aspects of

the interaction such as the types of pauses [Manukyan et al. 2018].

Another paraverbal aspect of the interaction is the characterisation of the se-

quences of spoken interaction, or speakers turns: silences [Durieux et al. 2018;

Mistica et al. 2008] and verbal dominance [Sakai and Carpenter 2011b] (cal-

culated indirectly by quantifying the words of each participants).

Manukyan et al. [2018] and Durieux et al. [2018] are based on the same par-

ent cohort study. Their experiments were conducted by the same team and

complement each other: speech and silence detection, characterisation of the

silences. Manukyan et al. [2018] extracted and aggregated of acoustic fea-

tures for the identification of conversational pauses. The random forest classi-

fier achieved slightly lower accuracy than manual annotators (94.4% vs 99.1%

over a ground truth defined as the consensus of three human coders) but it was

much faster than the human coders (two orders of magnitude, requiring min-

utes instead of hours). Durieux et al. [2018] used similar acoustic features with

statistical aggregators to classify types of connectional silences (emotional,

compassionate, invitational). While the automated identification misidentified

41.3% of the clips, its use to semi-automate the annotation task for human
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annotators was significantly more efficient, manual annotation requiring 61%

more time.

In the evaluation of non-verbal element of the interaction, studies prominently

investigated the visual modality: studies have used face [Rasting et al. 2005a],

gestures and movements [Hart et al. 2016; Mase et al. 2009], gaze [Pearce,

Kumarapeli, et al. 2010], posture [Chakraborty et al. 2017], and a combination

of them (head movements, posture, gaze, eyebrow, hand gesture, smile) in

[Porhet et al. 2017].

Finally, another element of the communication was the ongoing activity of the

participant while the interaction was taking place (clinician’s activities in Ko-

caballi et al. [2019], computer / screen interactions in Pearce, Kumarapeli, et

al. [2010]).

3.4.2 Theoretical background

The theoretical background for the evaluation of the communication was di-

verse. Eleven studies used ad-hoc coding systems, either designed and tai-

lored for the study, derived from previous works by the same authors (e.g.

Pearce, Kumarapeli, et al. [2010]), or inspired by concepts defined by existing

framework but heavily modified (Two studies, [J. Park, Kotzias, et al. 2019]:

modified Multi-Dimensional Interaction Analysis, [Manukyan et al. 2018]: ad-

hoc set of acoustic features including the Mel-frequency cepstral coefficients

(MFCC) set).

The frameworks used in the studies can be separated into four (+ one) types.
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The first type are the assessment criteria of a medical authority (e.g. the Aus-

tralian Open Disclosure Standard in [B. M. Watson et al. 2015]) and normalised

assessment tools such as patients’ feedback tools, e.g. the scales used to

quantify anxiety (20-item State-Trait Anxiety Inventory), depression (15-item

Geriatric Depression Scale), and satisfaction with the appointment (Dementia

Care Satisfaction Questionnaire) used by Sakai and Carpenter [2011b]. Two

other studies used these scales to set their reference for the quality of the in-

teraction. Wong et al. [2017] (Dental Patient Feedback on Consultation skills),

and Sen et al. [2017].

The second type of framework are medical scales, used to evaluate the med-

ical condition of patients such as the 16-item Negative Symptom Assessment

(NSA-16) in Chakraborty et al. [2017]. Four different medical scales were used

in the reviewed studies (the list is provided in C.9).

A third type concerns the frameworks for aspect-specific elements of the com-

munication. The largest subset concerns semantic analysis of the interaction

and linguistic or word based dictionaries, e.g. MetaMap for medical terms.

B. M. Watson et al. [2015] used Discursis, a visualisation tool for the analysis

of term reuse. Sakai and Carpenter [2011b], Fridman et al. [2021], Carnell et

al. [2019] and Venek et al. [2017] used the Linguistic Inquiry and Word Count

(LIWC), a word-based framework to quantify the frequency of terms and word

categories (e.g. to quantify the use of possessives pronouns). B. M. Watson

et al. [2015] used a generic conversation and dialogue analysis tools, the Com-

munication Accommodation Theory (CAT), providing a higher level structuring

of the dialogue (interpretability, discourse management, interpersonal control

and emotional expression).
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While a number of studies used acoustic and prosodic features, all studies

have used their own set of features [Manukyan et al. 2018; Mitra et al. 2015],

usually selected from a combination of sets used in other studies making it

very difficult to compare their findings. It must be noted however that part of

the feature selected in Manukyan et al. [2018] is the MFCC, a common set of

acoustic features.

The study of other non-verbal and paraverbal aspects of the communication

can be similarly depicted, i.e. extraction and study of ad-hoc sets of fea-

tures, however one study [Rasting et al. 2005a] used the Emotion Facial Action

Coding System (EmFACS) to code expressions of affects (happiness, social

smiles, sadness, fear, anger, disgust and contempt) as well as social smiles

and combinations of different affects.

The fourth and last type of framework used are the medical frameworks de-

signed to study the CPC:

• VR-CoDES [Birkett et al. 2017];

• GMIAS [Mayfield et al. 2014b], [Wallace et al. 2014];

• Comprehensive Analysis of the Structure of Encounters System (CASES)

[Mayfield et al. 2014b]

• Motivational Interviewing Skill Code (MISC) [Tanana et al. 2016]

The RIAS is also referenced by Carnell et al. [2019], although only its distinc-

tion between biomedical utterances and psychosocial utterances is used.

Finally, six studies (e.g. [Wong et al. 2017]) did not use medical or conver-

sational frameworks, instead reporting exploratory findings, for instance us-
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ing data analysis (unsupervised machine learning methods such as principal

component analysis) to identify prominent themes and observe the influence

of their use on patients’ caregivers’ perceived quality of communication.

Similar to the variety of aspects investigated, the large set of frameworks used

for reference or in the assessment reported in C.5 makes it difficult to compare

the results of the studies and integrate them into a meta interpretation.

3.4.3 Paraverbal and non-verbal communication in the CPC

While the semantic aspect of the interaction has been frequently investigated,

partly automated in the frame of this review but also more globally in observa-

tional studies of the clinician-patient interaction, non-semantic analysis of the

communication during consultations, either using paralinguistics or non-verbal

aspects, has been less studied. From the studies retrieved in this review, a

number of aspects can be identified as promising.

Visual cues constitute the most frequent modality investigated.

Facial features of the patient during communication has been used to de-

tect facial expressions of different affects (happiness, social smiles, sadness,

fear, anger, disgust, contempt) [Rasting et al. 2005a] in relation to signs of

illness. Beyond the scope of this review, facial features were also used for

the detection of illness. Barzilay et al. [2019] classified patients’ affect using

Face Action Recognition, noting the potential of the method as a clinician-

supporting tool to detect schizophrenia. Joshi et al. [2013] extracted generic

facial spatio-temporal descriptors - Local Binary Patterns on Three Orthog-

onal Planes (LBP-TOP) and Space-Time Interest Points (STIP) - as part of
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a multimodal classification model of depression (speech and video features),

demonstrating the capacity of automated analysis to classify patients, although

using extreme cases of the DSM-IV scale.

Focusing on gaze and eye contact, Pearce, Kumarapeli, et al. [2010] limited

its use to detect computer activity while Porhet et al. [2017] investigated gaze

as elements of patterns of interaction (cues leading to cues in reaction) in ver-

bal and non-verbal communication during consultations. Gaze was present in

detected rules alongside other visual cues (nods, hand movements), however

with low confidence scores for the strength of the observed patterns.

Visual elements of bodily actions in time, gestures and movements have been

investigated. The posture was investigated by Chakraborty et al. [2017] to

quantify symptoms of schizophrenia, finding a negative correlation between

motor movements and negative symptoms.

Using a small number of interaction (n = 10) Mase et al. [2009] analysed ges-

tures as part of more abstracted interactional patterns. They did not anal-

yse the gestures in themselves however, and their use was only as elements

of sequential patterns for the interpretation of the interaction as a whole. At

the smaller scale of motions realised during the interaction, Hart et al. [2016]

looked at interpersonal motions - synchrony and mutual-followership - between

two communication styles in acted scenarios (disengaged, engaged). While

their corpus is larger, investigation of real interactions would be required to

validate these findings.

Finally, a few studies used a combination of visual cues. Porhet et al. [2017]

extracted head movements, posture, gaze, eyebrow, hand gesture, and smile
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to identify of cues leading to patients’ feedback in the form of rules (X =⇒ Y ,

e.g. doctorhead nod =⇒ patienthead nod). They assessed the confidence of the

extracted rules by dividing the occurrences of the rule (X ∪ Y ) by the occur-

rences of its premise (X), and thus the proportion of cases verifying the rule.

While patterns of interactions were identified, low confidence (the confidence

scores of the top 11 rules are between 0.36 and 0.12) and the acted nature of

the corpus limits generalisability.

Finally, speech related investigations are mostly focused on silences and pauses.

Identified as a significant component of the medical consultation, notably by

Byrne and Heath [1980], the therapeutic use of silences described in theoret-

ical models can be detected using a systematic approach, while evidence of

more complex usage and functions of pauses and silences is reported. Durieux

et al. [2018] investigated connectional silences: pauses between clinician’s

and patient’s turns identified as potential markers of shared understanding and

presence. They demonstrated the capacity of machine learning to detect con-

nectional silences (recall 0.58, precision 1 compared with human coders) and

support the annotation by human coders (human annotation without automa-

tion took 61% more time) but did not proceed to their analysis as a part of

the communication beside a quantification over 32 samples. Conversational

pauses are an element of the dynamics of the interaction (as a marker of

engagement, power distribution, turn-taking, listening, connection, politeness,

etc.). Manukyan et al. [2018] investigated the performance of automated meth-

ods for the identification of conversational pauses, on its own (they report an

accuracy of 94.4%) and as a supporting tool for manual coders (the annotation

of one hour of audio took between 113 and 156 minutes for human coders,
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whereas the automated classification took 1.46 minute on a standard laptop).

All studies used simple definitions of pauses, usually based on the length of

silences (tduration > 3s), and simple definition of pauses, i.e. not characterising

types of pauses.

3.4.4 Methodologies

A first overview of the assessment of the studies (see table C.6) outlines

shared limitations. Concerning research implications, reviewed studies used

generally novel methodologies (twenty three out of twenty seven), getting be-

yond the simple application of existing tools. Replicability was low (ten studies)

or partial (seventeen), notably due to the expected unavailability of datasets.

Generalisability was globally high (seventeen studies) with only five studies

using a methodology tailored for a specific setting and five studies requiring

sensible work to adapt it to other contexts. Concerning the evaluation of the

risks of bias, the major limitation came from feature imbalance (twenty five

studies) associated with a lack of suitable metrics in twelve studies. Fifteen did

not provide contextualised results and six did not account for overfitting. Seven

did not use real life settings (e.g. features simulated interactions), and ten had

rather small sample size (seven used less than 50 documents, three less than

100). Regarding other limitations, automation was only partial in twenty-three

studies, and the large majority (nineteen) required the transcription of the en-

counters while eighteen relied on the spoken content of the interaction (the

difference is explained by one study that investigated phases of the interaction

[Blomqvist et al. 2005]).
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The largest part of the investigations (twelve) used supervised learning with

common classifiers (e.g. decision trees, Support Vector Machine (SVM), neu-

ral networks) to predict a type of interaction at the utterance level (e.g. coarse

coding of VR-CoDES in Birkett et al. [2017]) or at the session level (e.g. predic-

tion of student success in Carnell et al. [2019]). Tanana et al. [2016] predicted

of MISC behavioural codes at the utterance and session level, with good re-

sults at session level but low performance on utterances. Venek et al. [2017]

used conversation dynamic features, verbal information (topic identification)

and acoustic features to classify non-suicidal and suicidal patients, and a sec-

ond classification of repeaters and non-repeaters. The use of clinicians’ fea-

tures in addition to patients’ features lead to a slight accuracy improvement

(90% vs 85%) in the first step but marginally reduced the performance of

the second step (-1.2%). Chakraborty et al. [2017] had a similar task, cor-

relating body movement and speech with prediction of negative symptoms of

schizophrenia. This approach was used to assess successful interactions [Car-

nell et al. 2019; Mistica et al. 2008; Sen et al. 2017], to detect connectional

silences [Durieux et al. 2018] and in content-based analysis to classify topics

[J. Park, Kotzias, et al. 2019], emotional valences [J. Park, Jindal, et al. 2021],

speech acts [Mayfield et al. 2014b], and gain words [Fridman et al. 2021].

Observational studies, identifying patterns from extracted features constitute

another group of investigations. These studies focus on specific elements of

the communication, such as semantic similarity between the patient and the

physician, to find correlation between observed variations and expected de-

pendant and independent variables. Word-based studies are common, e.g.

dominance in Sakai and Carpenter [2011b], temporal ordering of activities in
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Kocaballi et al. [2019]. Wong et al. [2017] investigated word-related statis-

tics (e.g. occurrence and co-occurrence) in relation with the perceived qual-

ity of the consultation by patients. Vrana et al. [2018b] searched semantic

(dis-)similarities across patients and doctors of different ethnic backgrounds,

observing significantly lower communication similarity from white physicians,

controlling for confounders (gender of both participants). Other features were

used. Rasting et al. [2005a] used facial display of affect to correlate patients

expression with therapists emotional reactions. Porhet et al. [2017] investi-

gated sequences of multimodal behaviour elements that elicit feedback from

patients. Pearce, Kumarapeli, et al. [2010] observed computer use behaviour.

Mase et al. [2009] identified points of interest in the recordings of trainings

based on patterns of interactions (sequences of multimodal behaviour).

Another group of studies performed clustering to detect types of interactions

(unsupervised learning, e.g. grouping clinicians by style of communication),

or to distinguish between known groups (supervised learning, e.g. interaction

featuring good and bad communication). For instance, Wallace et al. [2014]

clustered physicians based on turn-taking patterns and speech act transitions

through semantics, detecting two clusters corresponding to the difference in

patients’ evaluation for three categories of questions investigated. Cuffy et

al. [2020] captured semantic aspects of communication, notably the related-

ness between discourse content (however limited by the small scale of the

study and the disparity between computed scores and self-reported question-

naires). Using the opposite approach (i.e. using fixed groups), B. M. Wat-

son et al. [2015] extracted word-related statistics on topics to compare speech

during effective and ineffective interactions, as evaluated by experts using be-
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havioural analysis, and found significant difference between effective and inef-

fective interactions in four out of five aspect of the communication. Manukyan

et al. [2018] evaluated the performance of automating the detection of con-

versational pauses with good results (accuracy=94.4%). Chiba et al. [2018]

investigated differences in topics found in conversations between doctors inter-

acting with caregivers of patients who died at home or at hospital. Blomqvist et

al. [2005] found differences between patients with and without Attention Deficit

Hyperactivity Disorder (ADHD) (higher degree of non-coordination for patients

with ADHD).

Finally, some studies used a combination of approaches, for instance Hart et

al. [2016] first conducted an exploration of motion synchrony between patients

and nurses, before classifying interactions using engaged and disengaged sce-

narios (accuracy=0.72%)

3.5 Conclusion

Many of the studies identified in this review have used structured or semi-

structured interviews, featuring more restricted interactions than in medical

consultations. While this helps retrieving investigated cues more consistently

(behaviours, emotions, gestures), this limits the weight of their findings with

regards to the less restricted range of interaction happening during medical

consultations.

A large number of aspects of the clinician-patient communication, verbal and

non-verbal, have been investigated using systematic approaches to facilitate

objective evaluations. However, while much of the focus has been set on

137



Chapter 3. Automated assessment of the clinician-patient
communication: a scoping review

the semantic of the interaction, investigations using paraverbal and non-verbal

components are much less common.

In turn, the analysis of non-verbal behaviour has seen a focus on visual aspects

(face, posture, movements).

The analysis of speech is fairly common to investigate its capacity to discrim-

inate impaired speech of a person, e.g. patients affected by a physical or

psychological disease, but the characterisation of speech during the clinician-

patient communication is mostly limited to the quantification of silences and

pauses using simple definitions.

While some touched upon some of its elements, very few studies have investi-

gated the structure of turns in the interaction. Turn-taking behaviours combined

with the analysis of speech patterns remains an area that was not investigated,

supporting and legitimating the focus of my work.

The rather unexplored domain of the paraverbal and non-verbal elements of

CPC associated with the automation of the assessment of the communication

happening in the CPC constitutes its background.

Overall, the result of this review shows that the automated analysis of CPC is

feasible. Numerous elements of the communication happening during medical

encounters can be retrieved and analysed automatically. A large part of the

literature focuses on semantics, while little work exists on para-verbal analysis.

Methodologies varied. Whereas semantic analysis often use existing frame-

works of the CPC as a basis, studies of non-verbal and paraverbal communi-

cation shared little methodological common ground. A lot of work remains to

standardise the elements and features to retrieve as well as the metrics to anal-
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yse them. The majority of studies use automation to classification tasks, but

the exploration and identification of patterns of CPC is commonly performed.

Answering the second research question (RQ2), the result of this review shows

that features of multimodal behaviour in CPC can be extracted and identified.

The characterisation of these features complement existing knowledge on ele-

ments of the medical communication that are new and complementary notably

relating to linguistics, para-verbal and non-verbal behaviour.
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Table 3.1: PICOS table.

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Birkett et
al. 2017]

Automation
of the coding
of textual
transcripts
of medical
interactions
(VR-CoDES)

91 adult fe-
male breast
cancer pa-
tients, 2
therapeutic
radiographers

One-on-one
consultations
of patients
undergoing
radiotherapy

- Utterance representation
using bag-of-words and
tf-idf, classification (naïve
Bayes, logistic regres-
sion, support vector ma-
chines, decision trees)

Classification
accuracy

High accuracy of the au-
tomated classification of
VR-CoDES. Similar per-
formance of the different
classifiers and n-grams,
TF-IDF outperformed
other data representa-
tion. Text-based analysis.

[Blomqvist
et al.
2005]

Analysis of
behavioural
interactions
between the
dentist and
child patients

22 children
with ADHD,
47 children
without, par-
ents, 1 dentist

Annual dental
recall visit

Children
with and
without
ADHD

Quantification of the dif-
ferent parts of interaction
using video recordings

Statistical dif-
ference in
interactions pat-
terns between
groups.

No differences in the
number of initiatives
(questions), focus, and
functions of verbal ex-
pressions by the dentist.
Children with ADHD
made significantly more
initiatives, made fewer
verbal responses, more
frequently did not re-
spond, and had a higher
degree of avoidance of
response, no-response
or incongruity between
the verbal and non-verbal
response
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Carnell
et al.
2019]

Investigation
on practica-
bility of ML
algorithms for
classification
of students’
success (out-
come of the
evaluation:
pass or fail).

464 graduate
students,
AI agents
(number not
reported)

Student train-
ing sessions
of GP consul-
tations.

- Classification and perfor-
mance of ML over prior
probability of success
based on manually anno-
tated textual content of
the interaction: domain
skills (medical discov-
ery information, science
reasoning) and commu-
nication skills (medical
question style, dialect
switching).

Predictive ac-
curacy of in-
terpretable
classification
model - BRL.

Machine learning using
communication-based
features can be used to
predict success of student
interaction. Interpretable
classifier offers slightly
lower performance than
classic classifiers (0.62 vs
0.66), both slightly better
than baseline (accuracy
5% over prior probability
of success).

[Chakraborty
et al.
2017]

Development
of objective
methods
to quantify
symptoms of
schizophrenia

46 pa-
tients and
23 healthy
controls

Dedicated
medical in-
terview (not
consultation).

Patients
diag-
nosed with
schizophre-
nia, healthy
controls
participants

Categorisation of partici-
pants. Extraction of body
posture and movements,
and classification using
SVM and kNN (with and
without feature selection).

Association be-
tween objective
and clinicians’
subjective evalu-
ations of motor
movement. Per-
formance of
the classifica-
tion between
individuals with
schizophrenia
and healthy
individuals.

Multiple moderate nega-
tive correlations between
objective (detected) mo-
tor movements and neg-
ative symptoms. 3 move-
ments with corr ≤ −0.47
and p<0.001, 7 with
corr ≤ −0.44 p<0.01,
28 movements with
corr ≤ −0.29 p<0.05.
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Chiba et
al. 2018]

Study of
topics dis-
cussed by
doctors and
caregivers
during end-
of-life care
to identify
topics related
to patients’
home death

18 patients
at terminal
stage of can-
cer receiving
periodical
medical care,
24 doctors,
family care-
givers.

Doctors’ visits
to patients.

Home
death cases
and hos-
pital death
cases.

Identification of top-
ics from recorded ex-
changes.

No evaluation
of automated
processing.
Difference of
which topics
were discussed
with caregivers
during doctors’
visits between
the two groups.

The patients’ places of
death is correlated with
difference in the topics
discussed (2 out of 3 main
topics, 8 out of 15 sub-
topics).
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Cuffy et
al. 2020]

Methods
to capture,
model and
evaluate pa-
tient–physician
communica-
tion using
semantics.

132 patients,
17 physicians

Patient–physician
interactions in
a primary care
clinic

- Communication qual-
ity based on patient’s
evaluation (trust before,
trust after, satisfaction).
Clustering of interactions
based on word embed-
dings trained on corpus
and generic corpora
(Wikipedia and Medline),
utterances represented
by centroid vector.

Word similarity
(global: reuse
of similar words
in the whole
interaction),
responsive-
ness between
participants
(utterance-
based), topic
reuse. Pear-
son’s correla-
tions between
the computed
quality scores
and patients’
self-reported
trust and satis-
faction.

Patients were generally
more responsive to their
physician. Low linear cor-
relation between scores
of the 3 methods and pa-
tient’s evaluation

143



C
hapter3.

A
utom

ated
assessm

entofthe
clinician-patient

com
m

unication:
a

scoping
review

Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Durieux
et al.
2018]

Identification
of connec-
tional silence
in palliative
care con-
sultations
using Ma-
chine learning
and manual
annotation.

225 hospital-
ized patient
referred for
palliative care
consultation,
clinicians
(number not
reported)

Palliative care
consultations

Comparison
of semi-
automatic
and manual
silences
categorisa-
tion.

Manual and automated
extraction of silences with
manual classification.

Reliability, ef-
ficiency and
sensitivity of the
identification

Connectional Silence
can be identified us-
ing a semi-automated
method with good relia-
bility (kappa 0.62 on the
found clips), efficiency
(+61%) and sensitivity
(No silence missed).

[Fridman
et al.
2021]

Study of
gain–loss
information
framing in
the physi-
cians’ choice
of words
during risks
and benefits
discussion
with cancer
patients

208 patients
diagnosed
with low or
intermediate-
risk prostate
cancers. 8
urologist, 3
radiation on-
cologists

Outpatient
consultations
about treat-
ment options
with patients
diagnosed
with early-
stage prostate
cancer

Patients
choosing
cancer
treatment,
patients
choos-
ing active
surveil-
lance.

Extraction of gain/loss
words using a dictionnary.
Logistic regression tests
between word use and
outcome.

Physician’s use
of gain or loss
words, associ-
ation between
words use and
patients’ treat-
ment choices.

Physicians recommend-
ing cancer treatment
used slightly fewer words
related to losses and
significantly fewer words
related to death. Use of
loss words was associ-
ated with patient’s choice
of cancer treatment.
Physicians’ use of loss
words was correlated
with recommendations for
cancer treatment.

144



3.5.
C

onclusion
Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Hart et
al. 2016]

Automated
video anal-
ysis tool for
non-verbal
interactions

43 recruited
subjects, 1
simulated
physician

Presentation
of a drug to
the patient
and direction
to apply the
ointment

Two acted
scenarios:
disengaged
and de-
tached,
engaged
and sug-
gestive.

Pixel based quantification
of movement in the videos
of the encounters

Correlation in
total kinetic
energy, inter-
personal motion
synchrony and
entrainment

Large differences found
between scenarios. En-
gaged: higher motion
synchrony, actor and sub-
ject follow each other’s
motion in turns, more
equal turn-taking.

[Kocaballi
et al.
2019]

Identification
of clinical
activities and
their inter-
relationships
during pri-
mary care
visits.

31 primary
care patients,
4 primary
care physi-
cians

Medical inter-
views in gen-
eral practice.

- Manual annotation of ac-
tivities: type, frequency,
sequence, network. Se-
mantic analysis of transi-
tions between activities.

Type and flow of
clinician’s activi-
ties.

Identification of temporal
sequencing of activities
and transitions between
activities (central activity:
discussion about patients’
present complaint).

[Manukyan
et al.
2018]

Automating
conversation
analysis in
clinical set-
tings.

225 hos-
pitalised
patients with
advanced
cancer, 54
palliative care
clinicians

Palliative care
consultation

Human
annotators,
Machine
learning
classifier

Identification of contigu-
ous intervals without voic-
ing>2s.

Performance
and efficiency of
the classifier.

Positive capacity of ma-
chine learning to auto-
matically identify conver-
sational pauses in inpa-
tient serious illness con-
versations, while reducing
coding time by two orders
of magnitude.
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Mase et
al. 2009]

Visual sum-
marisation
method for
multi-modal
dialogues
using pattern
and motif
mining.

10* medi-
cal students
(*unclear),
simulated
patients
(number not
reporter)

Simulated
medical in-
terviews with
simulated
patients for
training in-
terview skills
of medical
students

Generated
summaries
and actual
recordings
by physi-
cians

Identification of patterns
based on annotations of
elements of interaction,
selection of salient pat-
terns.

Comparison of
the evaluation
between gener-
ated summaries
and actual
recordings (38
items).

39.5% features matched
between summaries
and manual reviews of
the videos (26.3% mis-
matched features, 26%
unknown from summary)
The method was able to
identify points of interest
in the recordings of train-
ings.

[Mayfield
et al.
2014b]

Automation
of the coding
of speech
acts in clinical
communica-
tion

415 patient.
45 physi-
cians, nurse
practitioners,
or physician
assistants

Routine outpa-
tient visits by
people living
with HIV

Manual and
human eval-
uation

Prediction of patient-
reported measures of
communication quality
based on information-
giving ratio.

Evaluation of the
performance of
the automation.

Reliability is too low for
the replacement of man-
ual evaluation, but the
lowered cost of the eval-
uation can help in ex-
ploratory research, pre-
liminary evaluation of an-
notation schemes, and
rapid screening of interac-
tions.
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Mistica
et al.
2008]

Discourse
analysis of
training ses-
sions

2 SP enacted
by qualified
doctors, 11
international
medical grad-
uates enrolled
in a bridging
course

Objective
structured
clinical exam-
inations with
2 stations:
sexually trans-
mitted disease
genital herpes,
and bowel
cancer. 1 SP
per station.

- Supervised classification
of interactions based on
extracted features from
manual annotations.

Prediction per-
formance on
the outcome
of the OSCE
assessment,
and analysis of
communication
aspects influ-
encing it.

High correlation between
assessment criteria
based on communication
and language skills and
successful outcome.
Word-based feature sets
were the best predictors.

[J. Park,
Kotzias,
et al.
2019]

Detection of
conversation
topics in pri-
mary care
using ma-
chine learning

255 patients
(evidence-
based MHD,
perfunctory
MHD, and
no MHD), 56
physicians

Periodic health
examinations

- Bag-of-words encoding of
texts. Classification using
machine learning models:
single/multiple talk-turns
(logistic classifiers, sup-
port vector machines,
gated recurrent units),
and sequential models
(conditional random
fields, hidden Markov
models, and hierarchical
gated recurrent units)

Classification
accuracy for
talk-turns. preci-
sion, recall, and
F1-scores at the
visit level.

Independent models had
higher recall scores at
the visit level. Sequen-
tial models had higher
classification accuracy at
the talk-turn level and
higher precision at the
visit level. Sequential
information across talk-
turns improves topic pre-
diction accuracy. Best
results achieve with hier-
archical gated recurrent
units
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[J. Park,
Jindal, et
al. 2021]

Evaluation
of machine
learning to
classify emo-
tional valence
of utterances.

350 patients,
84 physicians

Elderly pa-
tients’ doctor
visits

Human
annotators,
automated
annotation

Classification of emo-
tional valence (positive,
negative, neutral) of
utterances (bag-of-word
representation) using 2
machine learning models
(recurrent neural network
with a hierarchical struc-
ture, logistic regression
classifier).

Agreement
between au-
tomated clas-
sification and
human ratings

Performance of auto-
mated emotion classifica-
tion was comparable to
human-human inter-rater
agreement.

[Pearce,
Kumara-
peli, et al.
2010]

How com-
puter in-
teraction is
integrated in
the communi-
cation during
medical con-
sultation

308 patients,
36 GPs

Routine clin-
ical consul-
tations (UK,
Australia)

- Manual annotation of par-
ticipants’ behaviour

Proportion of
triadic interac-
tions, inclusive
behaviour

The way clinicians in-
tegrate the use of the
computer in the interac-
tion results in more inclu-
sive consultations, influ-
ences patient’s engage-
ment, and is associated
with more complete clin-
ical records. 36.5%
of consultations classified
as inclusive. Triadic in-
teractions during inclusive
consultations are more
frequent and longer.
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Porhet et
al. 2017]

Exploration
of verbal and
nonverbal
signals in
clinician-
patient com-
munication.
Identification
of doctor’s
verbal and
nonverbal
cues leading
to patients’
feedback

13 doctors,
actor patients
(number not
reporter)

Real training
sessions of
doctors with
simulated pa-
tients (actors)
for breaking
bad news
scenario

- Manual annotation of
cues, extraction of se-
quences in the last five
tokens preceding a feed-
back, extraction of rules
based on sequences
(sequence of type of
interaction leading to
specific type of feedback)

Confidence
score (fre-
quency of valid
occurrences) of
extracted rules
(cue X =⇒
feedback Y )

10 rules identifies, con-
fidence score between
0.36 and 0.12, 5 rules
with cs<0.2
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Rasting
et al.
2005b]

Study of af-
fective facial
expression
in a dyadic
therapeutic
interaction
in clinician-
patient com-
munication.
Identification
of emotional
reactions of
therapists to
facial affect
display by
patients.

Therapists, 12
patients with
various psy-
chosomatic
disorders

Real inter-
views of
patients for
in-patient psy-
chotherapy

- (different
degrees of
alexithymia)

Manual annotation of in-
terviews (beginning and
end) and coding of facial
expressions analysed by
computer.

Correlation
between cat-
egories in pa-
tients’ evaluation
of psychoso-
matic disorders
and behaviours.

Patients with high alex-
ithymia displayed less
aggressive affects (anger,
disgust, contempt).
Therapists interacting
with alexithymic patients
tended to display neg-
ative affects: contempt
using total score, and
contempt, fear, and sad-
ness using subscales of
the assessment tool.
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Sakai
and Car-
penter
2011b]

Investigation
of markers
of power
in linguistic
expres-
sions during
dementia
diagnosis
disclosure

86 patients
and compan-
ions dyads,
physicians
(number not
reporter)

Clinical inter-
view, exam
and formu-
lation of
diagnostic

Patients
diagnosed
with and
without de-
mentia.

Statistical analysis. As-
sessment of differences
in perception of verbal
dominance: ANOVA. In-
fluenced by dementia sta-
tus: t-test. Confounders:
Bivariate correlation. Pre-
diction of patient’s evalua-
tion and condition on use
of markers: hierarchical
regression.

Differences in
actual and per-
ceived verbal
dominance,
differences in
makers of power
between groups
of patients and
influence on
patient’s evalua-
tion.

Consultations were dom-
inated by clinicians in
speech duration (83%).
Companions spoke more
when patients had de-
mentia. Makers of power
were not predictive of
patient’s anxiety, depres-
sion, or satisfaction.

[Sen et
al. 2017]

Identification
of latent
styles in
doctor-patient
communica-
tion using
affective and
nonaffective
speech fea-
tures

122 patients
with stage 3
or stage 4 ad-
vanced solid
tumors, 40
oncologists

Doctor-patient
conversations
of late-stage
cancer pa-
tients

- Extraction of speech fea-
tures, sentiment analysis
using Natural Language
ToolKit and lexicon. Sta-
tistical analysis of fea-
tures, unsupervised clus-
tering for communication
styles identification and
association with outcome

Speech fea-
tures related to
patients’ evalua-
tion.

Differences in numerous
language features be-
tween best-rated doctors
and other doctors. 2 clus-
ters of communication
styles identified: several
communication styles
associated with higher
and lower communication
ratings. Poor results of
machine learning for the
classification of doctors
with highest communica-
tion ratings.

151



C
hapter3.

A
utom

ated
assessm

entofthe
clinician-patient

com
m

unication:
a

scoping
review

Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Tanana
et al.
2016]

Automated
coding of
motivational
interviewing
using Natural
Language
Processing

341* primary
care patients
at a safety-
net hospital,
including 76*
university
students with
problematic
drug or al-
cohol use
(* unclear).
clinicians
(number not
reporter)

Short mo-
tivational
interviews

- Dependency trees with
discrete sentence fea-
tures (N-grams) and RNN
with word embedding.

Capacity of
machine leaning
methods to pre-
dict MISC codes
at utterance and
session level.

Common utterance and
session level codes could
be predicted, with results
comparable to human re-
liability. Rarer codes were
not well predicted.
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Venek et
al. 2017]

Identification
and as-
sessment of
suicidal risk
using verbal
and nonverbal
responses to
a question-
naire

60 adoles-
cents: 30
suicidal (13
repeaters
and 17 non-
repeaters), 30
non-suicidal.
1 social
worker

Q and A to
16 questions:
Columbia Sui-
cide Severity
Rating Scale
(C-SSRS ver-
sion 1/14/2009
), Suici-
dal Ideation
Questionnaire-
Junior (SIQ-
JR version
1987 [16]),
Ubiquitous
Questionnaire
(UQ version
2011 [1])

Suicidal
(repeater
/ non-
repeater)
and non
suicidal
patients

Interviews were sep-
arated in two: inter-
action during UQ or
not. Discourse fea-
tures(conversational,
verbal and acoustic) were
extracted and tested indi-
vidually for significance.
Classification of the pa-
tients using a two layers
hierarchical classifier

Statistical sig-
nificance of
differences of
discourse fea-
tures between
suicidal and
non-suicidal
adolescents,
and between
suicidal re-
peaters’ be-
haviours and
non-repeaters.

Significant differences
found in all three types of
features (22 for patients
and 21 for clinicians) the
classification of suicidal
and non-suicidal patients.
mainly acoustic infor-
mation are statistically
significant to discriminate
between repeaters and
non-repeaters. Verbal
behaviour of patients and
clinicians is important
to assess suicidal risk.
Nonverbal behaviour,
notably acoustic features,
is important to assess
the potential of suicidal
re-attempt. Accuracy of
hierarchical classification
is fairly good (67.7%)
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Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Vrana
et al.
2018a]

Characterisation
of semantic
similarity
of the pa-
tient’s and
physician’s
language

132 low-
income pa-
tients, 17
physicians

Medical ap-
pointment in a
primary care
clinic

- Extraction of participants’
speech in semantic space
using Latent Semantic
Analysis and relation to
evaluation of trust in the
physician before and after
the interaction (General
Estimating Equations
regressions to correct for
bias).

Patient-
physician
communica-
tion similarity
and correlation
with trust levels.

LSA captured individual
differences during med-
ical interactions. Sig-
nificant positive relation-
ship was found between
patients’ and physicians’
speech. Results were
influenced by physician’s
race and gender, and pa-
tient’s gender. Higher
communication similarity
was associated with less
trust in physicians before
the interaction and higher
after.

[Wallace
et al.
2014]

Characterisation
of physicians’
variation in
communica-
tion patterns
to cluster
communica-
tion styles.

360* patients
(* unclear), 41
doctors

Physician-
patient visits

- sequential analysis of
speech acts transitions
grouped into a physician-
specific vector. Clustering
of physicians’ vectors into
2 classes using k-means
on PCA reduce matrix of
physicians.

Correlation be-
tween detected
clusters and
patients’ evalua-
tions.

Variations between the
two detected clusters are
detected but are not sig-
nificant in 2 of 3 cat-
egories of the patients
evaluation (positive corre-
lation with HIV-specific is-
sues evaluation but not
for Overall issues, Adher-
ence).
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ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[B. M.
Watson
et al.
2015]

Accommodative
communica-
tion strategies
of clinician
discussing
the conse-
quent patient
harm follow-
ing adverse
events in
patient care
using direct
evaluation
and computer
support tool.

8* Simu-
lated patients
or family
members (*
unclear), 8
clinicians.

Simulated
consultation
of a clini-
cian training
program to
discuss ad-
verse events
in patient care

4 effective
consulta-
tions, 4
ineffective
consulta-
tions (set
by experts
using be-
havioural
analysis)

Two parts study: (1) rating
of CAT strategies (Over-
all progress, interpretabil-
ity, discourse manage-
ment, interpersonal con-
trol and emotional expres-
sion) by first-year psy-
chology students, and (2)
textual analysis of ap-
proximation using conver-
gence and divergence in
reuse of concepts.

1: Statistical
comparison
(t-tests) of
agreement on
effective/ineffec-
tive rating of the
interactions, and
of each part of
the CAT using
the mean scores
of students’
evaluations.
2: Interest of
visualisation of
concepts reuse
for the discourse
analysis of
clinician-patient
interaction.

1: significant agreement
on the rating of the in-
teraction. Significant
difference between ef-
fective and ineffective
interactions 4 out of 5
CAT parts, while dis-
course management
was not more highly
rated in the effective
recordings. 2: In effective
interactions, physicians
approximated to patients
more than patients ap-
proximated to physicians.
Physicians engaged with
the patients’ concep-
tual contributions. The
visualisation provided
meaningful interpretation
capacities for discourse
analysis.

155



C
hapter3.

A
utom

ated
assessm

entofthe
clinician-patient

com
m

unication:
a

scoping
review

Table 3.1: PICOS table (continued).

ADHD: Attention Deficit Hyperactivity Disorder, ANOVA: Analysis of variance, BRL: Bayesian Rule Lists, CAT: Communication Accommodation Theory, C-SSRS: Columbia Suicide Severity Rating Scale,
kNN: k-Nearest Neighbours, LSA: Latent Semantic Analysis, MHD: Mental Health Discussion , MISC: Motivational Interviewing Skill Code, ML: Machine Learning, OSCE: Objective Structured Clinical
Examination , PCA: Principal Component Analysis, RNN: Recurrent Neural Network, SIQ-JR: Suicidal Ideation Questionnaire-Junior, SP: Standardised Patients, SVM: Support Vector Machine, TF-IDF: Term
frequency-inverse document frequency, UQ: Ubiquitous Questionnaire

Study Design, de-
scription,
aim

Participants Interventions Comparison
groups

Methodology Outcomes
studied

Results

[Wong et
al. 2017]

Content
analysis of
prominent
themes in
the clinician-
patient con-
versation and
its relation
to perceived
quality of
communica-
tion

62 cases,
paediatric
dentists, cer-
tificated den-
tal surgery
assistants,
child patients,
and their
care-givers
(not detailed)

dental con-
versation with
child patient
and caregiver

- Visual text analytics us-
ing word occurrence and
co-occurrence statistics,
dimensionality reduction
using PCA followed by
qualitative analysis of re-
lated conversation con-
tent.

Relation of
themes to evalu-
ation.

5 themes were identi-
fied as prominent out of
13 extracted: disease
treatment, treatment
procedure related in-
structions, preparation for
examination, positive re-
inforcement/reassurance,
family/social history.
Frequent use of positive
reinforcement/reassur-
ance was significantly
associated with higher
perceived quality of com-
munication. Specific
terms and behaviour
were identified.
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Chapter 4

Data collection for automated

analysis of clinician-patient

interactions

The recording of medical consultations is challenging: the real-world environ-

ment is noisy and uncontrollable, the practices are all different, patients can

come accompanied, present different behaviour. The communication itself can

present difficulties for a recording system due to participants’ varying behaviour

(moving around) and speech (use of different tones, whispers).

To support the investigation of non-verbal and paraverbal components of the

CPC, existing datasets come with some limitations: the audio quality is poor

and corpora generally lack data to facilitate automated investigations. Part of

answering my second research question on the possibility to extract and iden-

tify features of multimodal behaviour in CPC (RQ2) therefore relies on captur-

ing the interaction.
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interactions

I therefore intended to overcome these limitations by collecting the data myself.

A central piece of this work was the design of a new data collection system

to be shared and released to the community, the CUstom Secured reCOrder

(CUSCO) system. The primary goal of the CUSCO system is to provide capac-

ities to collect data of sensitive nature to enable the exploration of automated

processing methods for audio and visual cues. This was achieved through the

creation of a recording device and the creation of accompanying processes

(configuration, deployment, data collection).

However during the course of this work, the scale of the data collection of GP

consultations was reduced due to operational constraints: the design of the

system required some time but shortly after its readiness the researcher in

charge of liaising with GPs in Ireland left the team. It became impractical to or-

ganise and pursue the collection from Scotland. Notwithstanding, a small num-

ber of consultations were recorded in a general practice, as well as other types

of clinician-patient interactions. These collections played a significant part in

understanding how consultation works and in setting the requirements for the

design of the system. Contributing to the drop of the plan to collect GP con-

sultations was the availability of a corpus of medical consultations: the VICO

corpus 5.1.1. While collected using regular methods, the balance between

the added value of a dataset collected with the system and the investment of

resources required to set a large scale collection of the same amplitude was

highly unfavourable.

First, I discuss the list of high-level requirements that guided the design of

the developed system, before providing an overview of underlying practical

aspects (audio and video recordings of interactions).I describe an experiment
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4.1. Requirements of data collection of medical interactions

conducted to assess the audio quality and to compare existing solutions for

the recording of speech in dyadic face-to-face interactions. Finally, I describe

the choices and the decisions made and the resulting system, and I provide an

assessment of its utilisation and capacities.

4.1 Requirements of data collection of medical in-

teractions

The collection of corpora to fulfil the purpose of this work presents two aspects

which have specific constraints: the collection of Clinician-Patient interactions

- that is, sensitive medical data - and the collection of data for automated anal-

ysis - that is with qualitative requirements.

CPC involves communication of personal information in order for the interaction

to be fruitful, e.g. for the diagnosis of an illness or health monitoring. Protec-

tion of collected data is therefore critical for any material linked with personal

health (see the discussion on the General Data Protection Regulation (GDPR)

in section 6.2.4).

The solutions to properly collect and protect data are either limited or complex

to implement, and there is no simple and cost-efficient solution tailored to such

an application, namely to collect interaction containing sensitive material safely.

Additionally, a search of the literature on studies which have collected interac-

tional data shows a distinctive lack of consideration for these aspects. While

data handling, security, and management is assessed and regulated by ethi-

cal approval, this phase of research studies in often overlooked: no secured
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Chapter 4. Data collection for automated analysis of clinician-patient
interactions

systems were used in any of the data collection studies found; neither for the

many studies of the domain, nor for the different corpora related to CPC (e.g.

the One in a Million archive, a collection of 327 recordings of medical con-

sultations [Jepson et al. 2017] was collected using cameras). Data collection

is usually performed with simple audio/video recorders, or using microphones

plugged to one or more computers, to be then moved to a secured storage

location. No considerations were presented on how to ensure the security of

the data during the collection, e.g. in case of loss or theft.

Therefore the decision was taken to develop a system that would fulfil this role

to be released in the public domain. In relation to the aforementioned practical

considerations, a set of requirements must be formalised to guide the develop-

ment of the system that will allow the collection of interactions containing sen-

sitive information. The requirements for the collection of medical interactions in

the context of CPC have been broken into two categories: functional require-

ments - related to the final goal of using the device (e.g. recording speech),

and non-functional requirements - related to its use (e.g. ease of use).

The frame of this work has changed over time. Initially I planned to conduct

interaction analytics for automatic assessment from the ground up, linking data

collection, processing, and analysis. When new data collection was severely

restricted, I switched to using an alternate source of recordings of medical

consultations (see section 5.1.1).

A mix of methods and process was used for requirements elicitation. The first

requirements on the security of the data during data collection, storage and

handling were enforced by the ICGP. These were imperative to the pursuit of

any work in cooperation with the College and originated from past experience
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4.1. Requirements of data collection of medical interactions

with a data breach.

Requirements on which elements of the interactions to record were defined

by the INCA project. They were set and validated by domain experts that

wrote and validated the project proposal. Other requirements were defined

through a series of brainstorming sessions with researchers and clinicians,

and stakeholders interviews that took place in Dublin, Edinburgh, and an undis-

closed general practice in Ireland. Interviews and further exchanges occurred

with one representative of the ICGP, two Irish GPs, the educational team in

charge of organising the training and examination of communication skills of

the School of Nursing and Midwifery of Trinity College Dublin, at the Saint

James’s hospital (SNM), and a representative of the simulation facility of the

Galway University Hospitals.

Requirements were also refined by the analysis of documentation, and proto-

typing. This notably enabled to the presentation and use of the device by dif-

ferent research teams at the University of Edinburgh and the Edinburgh Napier

University. The feedback collected during these experiences was integrated in

the process of requirements elicitation.

4.1.1 Functional requirements

The main objective of this work was the secured collection of medical interac-

tions for the exploration of automated processing.

A summary of the functional requirements is provided in table 4.1 which I detail

below.

The first elementary prerequisite is the ability to record multimodal interactions.
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The first functional requirement is the capacity to record the voice of the par-

ticipants: the system must record at least two participants (a clinician with a

patient possibly accompanied).

In addition I wished to explore methods to capture the general posture of the

clinician. Clinicians’ attention to posture and movements have been drawn in

models of the consultation as an important element in developing rapport and

responding to patients’ emotions [Steven A Cohen-Cole 1991]. The second

functional requirement was therefore the capture of the general posture of one

participant (the doctor), later updated to both participants: body posture, limbs

and head movements. This requirement was set and revised through meet-

ings and requests by teams of researchers that used the device for other data

collection.

The third functional requirement is the provision of a built-in storage space for

the data to be collected. Notably, storage space must account for complete

sessions of data collection, that is to be able to record interactions over a week

based on an estimate need of 20 hours of interaction, that is sixteen consulta-

tions of fifteen minutes per day (two per working hour) or twelve consultations

of twenty minutes. This requirement was set by practical requirements of data

collection in practices remote from the main research centres (Dublin and Ed-

inburgh).

The fourth requirement is that the system need to be able to record the inter-

action in the different settings where CPC happens: GP office, hospital rooms,

meeting rooms, patient home, etc. The device must therefore be able to func-

tion in different locations, possibly not prepared and suboptimal for recording

the interaction (e.g. putting the system to a side wherever space is available).
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This requirement was set and refined by practical experimental feedback gath-

ered during the different data collection pilots in practices and hospitals.

Next, the system must allow the secured collection of the interactions. It needs

to secure both the collected data, including during the collection, and the ac-

cess to it. This means that any entry point to the system must be secured.

The recorded data must be securely stored and remain so during retrieval and

transportation to its final storage space (e.g. a secured data server) by a re-

searcher. Protecting collected data is enabled at different technical and data

management levels. While the former is the focus of the developed system,

the latter the processing and the management of the data once collected still

influences its requirements, notably on every step before the data is moved to

the final storing space.

Finally, the interaction must be recorded in a way that facilitates the exploration

of automated processing of the raw data and further processing. As mentioned

in the previous chapter, pre-processing and processing quality of data depends

on the quality of the signal recorded. For instance in speaker diarisation of a

noisy recording, speech will be difficult to discriminate from silence. Provision

must be taken to ensure that the type, range, and quality of recorded data

enable and facilitate automated processing.

4.1.2 Non-functional requirements

Non-functional requirements benefit greatly from external perspectives. The

initial non-functional requirements were set by constraints originating from the

ethical requirements of the ICGP. Interactions and a meeting with representa-
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ID Type Description Origin

FR1 Design
Record interactions:
speech of (at least)
two participants.

INCA

FR2 Design
Record interactions:
general posture of
one participant.

INCA

FR3 Design storage space for
multiple sessions. RCGP

FR4 Operation

Record interactions
in typical settings
for medical
consultations.

RCGP

FR5 Security
Securely record and
store the data, and
any access to it.

RCGP

FR6 Data

Recorded data must
allow automated
processing in term
of quality and type.

INCA

Table 4.1: Functional requirements of the CUSCO system.

tives of the ICGP, during which explored solutions were presented, provided

feedback on their acceptability, and helped understand other expectations, no-

tably on the use of the recording device by GPs. Additional non-functional

requirements were gathered alongside the development and use of the device

by talking to GPs and researchers involved in the project in meetings, inter-

views, casual encounters. Experience and feedback of more practical nature

were also gathered during the pilot sessions.

The full list of non-functional requirements is provided in table 4.2 and detailed

below.

The system will mostly be used in workplaces, notably in general practices
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and hospitals, by clinicians or during experiments with patients. Therefore,

the system must not disturb the participants, especially the patients. As a

consequence, it must be unobtrusive to avoid any disturbance of the clinician’s

workflow or distraction (initial shift of attention, curiosity).

Based on the same premise, its use must be easy to integrate in the normal

flow of work of the clinician. A disruptive device requiring additional work would

be quickly dismissed and would generally lead to higher drop-out rates. This

requirement implies that the user interface for the medical professional will

have the smallest overhead possible and will be simple to operate, with the

associated benefit of being likely less prone to mistakes.

Mistakes are prone to happen with human operations. Mitigation of problems

likely to happen during the setup of the device and its operation must be ac-

counted for. A number of mistakes are easy to foresee and can be checked for,

notably the proper hardware configuration of the device (unplugged peripher-

als, cable slip) and status (off/ready to operate/recording).

The device will be used by non-experts. Neither the clinicians operating it, as

mentioned above, nor the researcher retrieving the data are expected to have

deep knowledge of the system. Operation of the system (configuration, set up,

data retrieval) must be simple, clear and documented.

The use of the device in real world, non-experimental setting means that it

will be moved to different recording sites to accommodate the planning of the

clinicians and partners of the data collection. As such, robustness and ease

of deployment are important factors, which will also reduce the impact of its

use on the clinicians’ workflow.
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Privacy issues add requirements. Complementary to the real world use com-

bined with the need to protect privacy of patients not participating in the study,

the device must stop recording automatically if not switched off manually af-

ter some time (e.g. left on and forgotten). The end of an interview is very

challenging to detect in the expected use-cases of the system, notably it is

difficult to design (e.g. long silence can occur during physical examination)

and potentially computationally heavy. The system must therefore provide a

worst-case-scenario capacity to stop shortly after the interview has ended. If

the recording is left on, the device must limit over-recording: while the interview

following the intended recorded will need to be discarded during data retrieval,

as little as possible of this interaction should be recorded.

Functional requirements state that the system must allow the exploration of the

practitioner’s activities. Meanwhile, the patient must not be identifiable in the

video. In the likely event that a patient passes in the field of the camera, for

instance due to the configuration of the room, e.g. for a medical examination,

her identity should not be compromised.

The security of a device connected to the Internet is difficult to certify. Ad-

ditionally, the quality of Internet connections in remote locations, and even in

certain areas in large cities, makes the transfer of massive amounts of data

impractical. Ruling out transfer of the recorded data over the Internet, storage

and retrieval of the data must be provided for. The system should provide

an access to the recorded interaction: the data should be easy to retrieve by

a non-expert researcher, while not hampering the continuation of an ongoing

collection, e.g. retrieving the collected data should not require a new device or

hours of processing before the device is again available.
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Other technical considerations exist. Associated with its use in a wide range

of settings, notably in the presence of medical equipment, the device will en-

counter adversarial Electromagnetic Interferences (EMI), resulting in noise im-

pacting audio recordings. A way to mitigate this issue will therefore be needed.

This requirement was set late it the design after recordings were found to be

altered by EMI.

Provisions to evolutions of the system must be set. The system must use parts

that can be switched and replaced by others following the life cycle of indus-

trial products with as little overhead (configuration, additional development) as

possible. It must also allow the customisation of the system according to the

evolution of different requirements while retaining the costs at a low level.

Finally, the system was initially associated with INCA, a project of an exploratory

nature with the foreseen deployment of multiple units. In addition, projected

use of the system will be in academia (the software of the CUSCO project was

used in the Supporting Active Ageing through Multimodal coaching (SAAM)

project to collect and analyse prosodic features in speech from elderly people.

Both software and hardware have been used to collect spoken interactions with

people with dementia as part of an ongoing PhD work.). Therefore, the cost

efficiency of the system is an important factor.

4.2 Recording setup experiment

In order to check the feasibility, usability and quality of different systems and

configuration, two small-scale experiments were initially conducted. This was
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ID Type Description Origin

NFR1 Usability unobtrusive. GPs

NFR2 Usability ease of use by
clinicians. GPs

NFR3 Operation mitigate expected
problems. Pilot

NFR4 Operation ease of operation by
experimenters. Pilot

NFR5 Operation ease of deployment by
experimenters. Pilot

NFR6 Design robustness. Pilot

NFR7 Security
minimise breach of
privacy if device is left
recording.

RCGP

NFR8 Security protect visual identity
of patients. RCGP

NFR9 Design on-site retrieval of the
data. Pilot

NFR10 Design protection from EMI. Pilot
NFR11 Design upgradeable. Researchers
NFR12 Design modular. Researchers
NFR13 Design cost efficiency. Budget constraint

Table 4.2: Non-functional requirements of the CUSCO system.

168



4.2. Recording setup experiment

used to explore possibilities, to set requirements, and to provide a baseline for

expected performances.

The experiments on recording of dyadic interaction were conducted using dif-

ferent microphones and equipment, replicating the categories found in the lit-

erature: lapel microphones, high and low quality recorders, a cardioid table mi-

crophone, and a microphone array. Lapel microphones1 are usually selected

as they allow recording of the speech of a participant close to the mouth, result-

ing in a higher difference of volume between the speech of the person wearing

he microphone and other sources (including other participants), in turn facilitat-

ing diarisation. Their main drawback is the complexity of setting them (equip-

ping the participants, wires, receivers). Their inclusion provides a reference of

the best achievable performance.

Digital audio recorders(DAR)2 are dedicated devices, targeted toward record-

ing speech of participants (FR1). I included a high-end recorder to set a refer-

ence of what is used practically for the data collection of medical corpora.

Microphone arrays3 can record voices from any direction (omnidirectional). In

addition, they can provide signal processing capacities: detection of speech,

computation of the angle of arrival of a sound, noise and echo reduction, etc.

A microphone array was included as it was a potential solution for the system.

Table microphones4 are the conventional microphones used to record speech

(radio, television, etc.). They provide very good sound quality and can be re-

lated to lapel microphones when people are speaking close to the microphone.

1System: Sennheiser XSW 12, microphone: Sennheiser ME-2
2Tascam DR40
3Seeed©ReSpeaker Mic Array - Far-field w/ 7 PDM Microphones
4t.bone SC 400
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A table microphone was included as it was a potential solution for the system.

Finally, the choice to include a smartphones5stemmed from their ubiquity. Ac-

cess to a smartphone is simple in many situation and an assessment of their

capacity help to compare this simple solution with dedicated solutions.

All devices were either used independently or plugged to an audio interface

and/or a laptop. Two sessions were recorded on the first experiment (exp1 and

exp2), and one more session was recorded on the second one (exp3). The

participants were positioned in optimal positions (face-to-face) in both experi-

ments. Position of the participants and location of the recording devices in the

two experiments can be seen in Figure 4.1 and Figure 4.2

Figure 4.1: General set up of the first recording experiment.

To compare the generated recordings, Signal-to-noise ratio (SNR) was se-

lected as a task-independent measure of audio quality. This measure is a

5Acer Z150
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Figure 4.2: General set up of the second recording experiment.

common metric in science and engineering to compare audio devices.

SNR is the measure of the ratio in a recording between the level of the signal of

interest, e.g. the voice, and the noise floor, e.g. background noise. Sources of

the background noise can be either electronic, e.g. hiss and humming, or orig-

inating from the surrounding world, e.g air conditioning, ventilation of a nearby

computer, etc. SNR can be interpreted as the distinctiveness of the informa-

tion over the noise. SNR can be expressed in decibels (dB, see equations

4.1, 4.3) and in Root Mean Square decibels (dB RMS). Using DB RMS (see

equations 4.2, 4.4) makes it possible to compare the SNR value with that of

the signal function itself.
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Psignal,dB = 10 log10 (Psignal) (4.1)

Psignal,dBRMS
=
√√√√ 1

n

n∑
i=1

[A(i)]2 (4.2)

SNRdB = Psignal,dB − Pnoise,dB = 10 log10

(
Psignal,B

Psignal,dB

)
(4.3)

SNRdBRMS
= Psignal,dBRMS

Pnoise,dBRMS

(4.4)

where P is the power of the signal, A is the amplitude, i is the ieth segment of

the signal.

SNR was extracted from the different recordings in order to compare the quality

of the audio signal from different devices.

For each recording, the noise and the signal (speech) were measured over the

same audio segments to retrieve comparable results. An utterance spanning

over two seconds without noise or crosstalk was selected for each speaker.

The SNR was measured for each segment and the two figures averaged. On

stereo devices, the stereo signal was first split to mono before measuring for

each speaker on their respective channel. Measurement of both speakers

is imperative for devices located between the speakers (all but lapel micro-

phones): being closer to one of the speaker improves the recorded speech for

this participant, but worsens the signal of the other one.

The results are compiled in table 4.3. In addition to the measured values, I

provide the difference in performance compared to the baseline (Digital audio

recorder (DAR)), expressed in percentage and noted SNRrelative. Since the
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recording conditions changed between experiments, I normalised the results

by adding a global estimation of the relative performance corrected for each

experiment: the performance of the reference (DAR) serves as the baseline

and the results of the other devices are related to it as a ratio. The high-end

DAR is used for reference since the same model and configuration was used

for both experiments. Any change in its performance can therefore be linked to

changes in external factors (e.g. noisier room). The lapel microphones provide

the best performance, with a much better SNR on the captured voice. The

DAR provided the second-best results, followed by the medium-range table

microphone and the microphone array. The worst quality was achieved by the

smartphone. It must be noted that some electromagnetic interferences have

impacted both the DAR and the table microphone on the third session of the

second experience (exp2s3), leading to an overrating of the performances of

the microphone array.

Type of
micro-
phone

exp1s1
SNRdB

exp1s2
SNRdB

exp2s3
SNRdB

exp1s1
SNRrelative

exp1s2
SNRrelative

exp2s3
SNRrelative

Corrected
SNRrelative

Lapel* 26.87 21.71 0.51 0.22 0.37

Phone 14.17 15.34 -0.20 -0.14 -0.17

DAR* 17.78 17.75 13.51 0.00 0.00 0.00 0.00

Table* 16.97 15.76 10.69 -0.05 -0.11 -0.21 -0.12

Array* 11.76 -0.13 -0.13

Table 4.3: Quality of the audio recordings for the three comparative experi-
ments.

Devices generating stereo output are marked with *.
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4.3 Recording system

Integration of the different requirements implies solutions that can be conflicting

and limiting. The design decisions for the system have been based on findings

of the literature, outcomes and commons practices, and in practical feedbacks.

This section provides a description of the system, technical (hardware, soft-

ware) and functional requirements (implemented solutions). The detailed tech-

nical description of each element of the system – hardware and software com-

ponents and the details of their implementation – does not enter into the scope

of this work. This description is however developed in a dedicated article [Al-

bert and Luz 2020], available in the appendix.

The CUSCO system takes on the two existing solutions for safely recording

data: it features a self-contained computer while hiding it from the end-user as

a literal box with the simplest interface possible.

The system is built around a small computer, the "Up" computer board – a

classic PC in a small form factor the size of a 2cm thick credit card in a case

containing the board and functional hardware (wires, boards). The computer

board used in the device implements the x86-64 instruction set. This archi-

tecture is the most widespread in servers and personal computers, ensuring

direct compatibility with most software developed for these.

To record audio and video streams with a good enough quality to allow the

use of automatic processing techniques, based on the previous results, it was

decided to use a microphone array and a 3D depth sensor.

The device is small and easy to fit on small surfaces such as tables and desks.

In order to reduce the costs, off-the-shelf components are used.
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Modularity, that is the capacity to fit to the additional needs and specificities

of other studies and data collection is ensured by both the hardware and the

software. Any element (computer, peripheral) can be replaced without needing

to modify the source code. Notably, each sensor is isolated in an independent

software module that can be configured and replaced without modifying any

other.

Regarding its evolutivity, the use of a common CPU (processor) architecture -

x86-64 -allows replacement of the board by any PC (laptop, desktop) without

any requiring any change to the software.

The programming language used for the global networking, controller, and

modules is Python, a common language in wide use [Stross-Radschinski 2019].

Python is a high-level language, abstracted from most programming difficul-

ties, e.g. hardware or memory management. Some elements could not be

controlled with Python or relied on other dependencies, and had to be devel-

oped in other languages. The 3D stream/video recording thread uses the C++

programming language. The start-up configuration of the Operating System

(OS) had to be done using internal OS tools and language (batch): mounting

(making its content accessible) the encrypted hard drive, starting the modules

and controller.

4.3.1 Recording interactions: speech of two participants

Based on the requirement (FR1) and the results of the aforementioned experi-

ments, the use of a microphone array is a good compromise. This is a trade-off

between the drop of quality and the advantages for other requirements: micro-
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phone arrays are omnidirectional, setting little constraint on the positioning of

the microphone. The microphone does not need to be worn or set near the

participants (unobtrusive NFR1 and ease of deployment NFR5) and the mi-

crophone does not need to be set separately from the device (simplifying its

deployment NFR5). However, provision is made to allow the use of other micro-

phones: the system uses the FFMPEG library [FFmpeg 2021] and is therefore

compatible with any standard microphone, and the source of audio recording

can be easily replaced by an external experimenter.

The microphone array combines the advantage of a fairly good quality for

recording speech signal, the capacity to record direction of arrival of sounds

to help diarisation, and being non-directional, therefore imposing very little

constraints on its placement during recording. The specifications of the mi-

crophone array and a more traditional table microphone used in the CUSCO

system to collect data are provided in table 4.4.

Microphone

Following the discussion of the literature in section D and the further audio

experiments performed in section 4.2, the characteristics of the microphone

array were found to fit the stated requirements.

The microphone array selected was the Respeaker Mic array. It is an array of

7 Pulse-density modulated microphones, with a specified SNR of 61 dB. An

upgraded version was recently released claiming better performances, but this

version has not been tested.

A number of issues regarding reliability were encountered. Out of six ordered

176



4.3. Recording system

Channels Sensitivity SNR Type Frequency
response

ResPeaker 7 microphones array a

8b, stereo -26 61 dB MEMS. Om-
nidirectionalc 20Hz, 10KHz

Built-in acoustic source localisation and noise suppressiond

Blue Yetie

2 -46.94 100 dB

Condenser.
Cardioid,

stereo, omni-
directional,
bidirectional

20Hz, 20KHz

a Official designation: Seed©ReSpeaker Mic Array - Far-field w/ 7
PDM Microphones. Datasheet: https: // www. seeedstudio. com/
ReSpeaker-Mic-Array-Far-field-w-7-PDM-Microphone-p-2719. html
b seven raw, one averaged
c Datasheet: https: // www. st. com/ resource/ en/ datasheet/ mp34dt01-m. pdf
d Only available when configured in stereo.
e Datasheet: https: // www. bluemic. com/ en-us/ products/ yeti/

Table 4.4: Specification of the microphones.
Sensitivity is expressed in dB re 1 V/Pa.
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units, one was non functional and three were malfunctionning (one or more

defective microphones). While the microphone array was an open-source de-

sign, its core chip was closed-source, meaning that no alternative processing

for the speaker localisation could be tested.

The practical audio quality was much poorer than expected, especially at dis-

tances beyond nominal ranges sets in the requirements (more than 2 m), with

a SNR of 8.63 DB RMS for the INCA-SNM corpus. Alternative microphone

arrays (MATRIX Voice and CREATOR) were tested, achieving better results.

Investigated late in the timeframe of my PhD (after the aforementioned issues

were identified), they were not used due the additional work required for their

integration 6 balanced with the limited improvement, especially when a high-

end microphone is used in complement to the microphone array.

Audio format

The preservation of all information from the captured signal into the recorded

data is imperative to preserve features for automated processing. Recording

uncompressed audio uses the de-facto standard WAV format. The size of

recorded data is however large, limiting bandwidth and storage space. The

bandwidth of an audio signal in bit per seconds (bps) is given by equation 4.5,

were F is the sample rate (in Hz), bd is the bit depth, and ch is the number of

channels. In CUSCO, the recorded signal is of respectively 48kHz, 16bits, and

stereo, i.e. 1,54Mbps (0.18MiBps).

6The lack of external audio or USB interface requires the use of an additional device (rasp-
berry pi) and its synchronisation with the CUSCO system.
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bandwidth = F ∗ bd ∗ ch (4.5)

Lossless compression formats can compress audio data without destroying

information of the original data. As many formats exist, the selection was made

on limiting criteria of the platform, the use of computational resources. Audio

compression comes at the cost of processing power to encode and decode the

data. In Gunawan et al. [2017], the performance of different algorithms was

measured revealing that the Free Lossless Audio Codec (FLAC) outperformed

others (the FLAC codec was 9.2% faster than the second best). FLAC is a free

and open lossless file format. It performs best on voice only data, offering up

to 80% compression rate in this ideal scenario.

In CUSCO, the audio compression corresponds to a requirement in processing

power in the order of magnitude of 10% of the available resources.

4.3.2 Recording interactions: posture of one participant

The recording of 3D stream permits recording of the general posture of the

torso, limbs, and head of one participant (the clinician). The method does not

allow extraction of more fine-grained features such as face features, eyebrows,

or direction of the gaze. However, the recording of 3D streams sets more con-

straints on the system, regarding modularity (one more type of device) and the

availability of parts of the system (the product life of a specific component can

be limited, e.g. the camera used at the start of this work was discontinued.).

Contrary to video cameras, 3D cameras are not common and a strong depen-

dency is set on the continuity of the availability of this type of camera. While
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the module controlling the recording is generic, the recording software is only

compatible with the cameras used for development, and a new recording pro-

gram will need to be written for any new device using a different communication

protocol. To compensate for the limitation of the capacity of the 3D stream to

extract features for data collections not requiring automated visual anonymisa-

tion, a video module was developed, allowing recording the raw video stream of

the camera. Its limitations are nonetheless the same as that of the 3D stream

module regarding the hardware, namely setting constraints on the availability

of the camera and requiring new developments to use a different camera.

The 3D depth sensors offers the capacity to extract posture information while

anonymising the stream. Contrary to the microphone array, this sensor must

be placed rather close (less than 3m) to the participant being recorded and

in the frontal arc (due to the limited field of view). However, this limitation is

linked to the modality being recorded and is shared with cameras recording

video streams. The specifications of the 3D depth and video sensors used

with CUSCO to collect data are provided in table 4.5.

3D recording

3D tracking is commonly used to track body posture [Pisharady and Saerbeck

2013; Shum et al. 2013], gesture [Patsadu et al. 2012] and head pose [Martin

et al. 2014].

The release of a prototype 3D sensor targeted at low processing power plat-

forms, the Intel Realsense, lead to its choice over the Microsoft Kinect. The

release of final versions of the sensor allowed integration of improvements to
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Sensor Resolution Framerate FOVa/FOPb Range

RealSense ZR300c

Depthd 628x468,
320x240 30, 60 80/60/60 0.55 m, 2.8

m
Infrared (Two
cameras)

640x480,
332x252 30, 60 70/46/59 -

Colour
(RGB)

1920x1080,
640x480 30, 60 75/41.5/68 -

Fisheye
(monochrome) 640x480 60 166.5/100/133 -

RealSense D435e

Depthc 1280x720,
848x480 30, 90 99/63/90 0.28 m, 3 m

Infrared (Two
cameras)

1280x720,
848x480 30, 90 95/58/87 -

Colour
(RGB)

1920x1080,
960x540 30, 60 77/42/69 -

a Field of view. Angular extent covered by a camera.
b Field of projection. Angular extent covered by a projector (e.g. laser).
c Infrared laser
d Official designation: Intel©RealSense™ZR300. Datasheet: https: // www.
intel. com/ content/ dam/ support/ us/ en/ documents/ emerging-technologies/
intel-realsense-technology/ ZR300-Product-Datasheet-Public. pdf
e Official designation: Intel©RealSense™D435. Datasheet:
https: // www. intelrealsense. com/ wp-content/ uploads/ 2020/ 06/
Intel-RealSense-D400-Series-Datasheet-June-2020. pdf

Table 4.5: Specification of the video and three-dimensional sensors.
Resolution is express in pixels, framerate in frame per second (FPS), range in

meters, FOV/FOP in degrees (Diagonal / Vertical / Horizontal).
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the latter versions of the CUSCO system. The 3D sensor has a resolution

of 1280x720, with a framerate between 6 and 90 FPS, with limitations on the

combination of the two7. The capture of the sensor at its maximum resolution

and framerate (1280x720 at 30fps or 848x480 at 90fps) is resource intensive,

both in processing power during recording and in storage space.

The use of a lossless compression format is once more required to permit pro-

cessing and extraction of features from any source (Intel focused solutions and

external tools such as openCV). No lossless compression format were found to

reduce bandwidth and storage space requirements, and the limited resources

would have been further stressed by the additional calculations required by

such algorithm, traditionally heavy.

The capture of the 3D stream in CUSCO aims to allow tracking of coarse body

features: skeleton, upper body and head posture. Tracking of fine features

(hand, fingers) or gestures (higher framerate enable investigations of gestures

within smaller time windows: 11ms at 90fps against 33ms at 30fps), while in-

teresting, are beyond the requirements. Therefore, a reduction of the recorded

resolution and framerate limits the use of resources without affecting analysis

capacities, and the stream is recorded at a resolution of 640x480 and 30fps.

4.3.3 Data storage

The first consideration for data storage (FR3) is dimensioning. The internal

storage memory of computer boards is limited and cannot be used for the

7Datasheet for the camera is available here: https://www.intelrealsense.com/
wp-content/uploads/2020/06/Intel-RealSense-D400-Series-Datasheet-June-2020.
pdf
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storage of large datasets8.

Simulations and tests were run to assess storage space needs, resumed in

table 4.6 (3D and video streams have the same performances). In its use as

described here to record audio, Direction of Arrival (DoA, an estimation of the

angle of where the sound was produced) and 3D stream (technically identical

to the Video 640x480 stream), a typical session would require around 15GiB.

Dedicated storage must be used. The storage space needs to be dimensioned

for data collection events lasting a few days. Dimensioning the storage for a

week of 5 business days, with 10 sessions a day, results in the need for 750GiB.

The nearest size range for commercial storage devices is 1TB (931GiB), leav-

ing a margin of 24% (12 sessions).

Description DoA (csv) Audio
(WAV)

Audio
(FLAC)

Video
(640x480)

Video
(1280x720)

Bitrate
(per
second)

17B 1536KiB 189KiB 11.09MiB 40.11MiB

Bitrate
(per
minute)

1KiB 10.70MiB 1.35MiB 665.40MiB 2.35GiB

20min
session 20KiB 214MiB 27MiB 13GiB 47GiB

Table 4.6: Bitrate and storage requirements for the streams of each modality.
Values are averaged over two sessions of 20 minutes and provided in Binary

prefixes.

Two solutions exist for external storage: devices based on flash memory and

devices based on magnetic memory (hard dirk drives). External Flash mem-

ory is designed for temporary storage, and generally does not included a con-
8The UP board can store 32GB.
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troller to supervise the wear of memory cells. Given the large amount of data

to be written, and the absence of data safety mechanisms in the CUSCO de-

vice (such as a replication of the data), using this type of solutions (USB flash

drives, SD cards, other memory cards) results in a higher risk of data loss.

Similar devices including a controller exists (external SSDs), but their price

is prohibitive for the use in a cost-effective solution. For these reasons, this

solution was avoided.

Hard dirk drives (HDD) are common devices for data storage in personal com-

puters. External HDDs offer large storage space and are more cost effective

than SSDs (2 to 3 times lower price per GiB at the time of writing). On the

downside, they consume more energy, offer lower transfer rates, and are more

fragile if handled incorrectly (e.g. dropped, stored near strong magnetic fields).

The second consideration for data storage is logical (software). Two aspects

have to be considered for the storage of encrypted data: the encryption/de-

cryption system (discussed in 4.3.4), and the format of the storage space (file

system).

The requirement for interoperability made the selection of a file system diffi-

cult. No truly universal file system exist. The File Allocation Table (FAT32) file

system is in widespread use (USB sticks) and de-facto interoperable, but file

size is limited to 4GiB, making it impossible to handle the storage of video or

3D streams.

Therefore, the choice must be the result of a compromise. Since the recording

device creates and handles the data, using a file system native to the Linux

Operating System avoids risks of corruption. Out of the possible candidates,
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ext3 was selected: it was the common format on Linux since its release in

2001, and was only recently replace by its successor ext4 (which has a more

limited support). A number of tools exists to access this format on other OS,

with limited functionalities9.

As a consequence, the data collected with the CUSCO device can be accessed

and retrieved from any platform. Modification or deletion of the data requires

either the use of a Linux-based OS or Windows 10, the recent inclusion of the

Windows Subsystem for Linux added official support to Linux files for Windows

10 users.

4.3.4 Data security

A key benefit of the system I present here is the security of the data collected10.

Security in computing and informatics is a complex field. Ensuring the secu-

rity of a system requires to follow established procedures. The National Cyber

Security Centre (a part of GCHQ) [National Cyber Security Centre 2020] has

released design guidelines for high assurance products, centred around 6 prin-

ciples. Even though the CUSCO system is not conceived to perform in high

threat environments, these guidelines provide a sturdy base for the develop-

ment of a secured systems.

The security of a system is impossible to guarantee. Due to their nature, at-

9on windows, DiskInternal Linux Reader allows to read the data, but no writing (modifica-
tion, deletion)

10It must be noted that data security is not safety. Data safety is the prevention of loss of
data, such as content of an external drive following a hard disk crash, corruption of data on
memory sticks, breakage, etc. The device does not provide protection for the safety of the
data: this is not deemed a requirement since only short-term storage is needed until transfer
to the final storage location.
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tacks (wrongful access to the protected data or system) are diverse, and pro-

tection against them cannot be proved to be complete. As such, the protection

of a system needs to be designed within in a specific scope.

The CUSCO device is designed to protect the data from prohibited access by

third parties but it is not designed to protect the data against high threats (e.g.

foreign governments, organised hacking/spying groups, etc.).

Therefore, the requirements for the security claims of "low" assurance products

can be more restricted than for high assurance products. While the security is

assessed following the aforementioned design guidelines, a number of limita-

tions exist.

This section will be segmented to follow the six principles of the aforemen-

tioned design guidelines; a description following the main points including de-

viations and limitations is provided.

Trusted sources

Products should be sourced from trusted suppliers with proven high
threat domain knowledge.

The implementation of a secured system from the ground up requires up-to-

date knowledge on attack vectors and defensive methods and constant adap-

tation. It is a huge task bound to fail without expertise in the domain. De-

veloping an encryption algorithm for instance requires resources (conception,

development, proofing, code review, etc.) that only governmental agencies

and dedicated companies can afford, a task way beyond the scope of this work.
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However, existing methodologies and tools allow to benefit from the knowledge

and work in the domain.

Every security aspect of the CUSCO device is based on a dedicated tool de-

signed and released by entities (company, team, project) working on security,

ensuring the support and tracking of their solution and knowledge of associ-

ated environment, e.g. threats and bugs.

Good practice

Developers’ processes should demonstrably meet all accepted good
practice.

A set of good practices is defined alongside the guidelines in a separate doc-

ument: the CPA build standard [Centre 2018]. Complementing the guidelines,

the build standard is designed for systems facing high-threat environments,

and the resources required to implement such procedures are way beyond the

scope of this work. However, I will use them as the metric for the base of

the CUSCO system and to set directions for stricter implementation for further

developments.

Four prerequisites are necessary. (1) The use of a configuration management

system: changes in the system must be evaluated, tracked and documented.

Full implementation of this prerequisite requires setting procedures following

strictly established standards (MIL–HDBK–61A, IEEE 12207.2, ANSI/EIA-649).

In the CUSCO system, the lighter approach to configuration management is

done using self-evaluation, software version control (tracking software changes),

and documentation (software and hardware). The use of a publicly available
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version control system fulfil two other prerequisites: (2) the use of an issue

tracker for defined flaw remediation process and (3) flaw-reporting process for

external reviewers (the git repository11 for CUSCO allows access to the source

code and submission of issues). The last prerequisite, (4) extensive testing of

the product, is not implemented in the CUSCO system and would require fur-

ther development. A lighter approach was used: design and implementation

of security features was discussed in meetings with INCA team members and

external researchers, and the system has been tested by other researchers,

although the object of the tests was not security.

Documentation of security functionality

Products should have clearly defined, specific security functionality,
with limitations identified.

The use of known and documented third-party products is the core of the

known abilities and limitations of the CUSCO system regarding security man-

agement for the storage of the data and access to the device.

To ensure data security, three stages were identified in the use of the sys-

tem: collection, storage, and retrieval and transportation of the data. The final

storage space and use of the corpus must be managed separately from the

collection (e.g. on a data server) since the requirements change: safe storage

(see below), sharing, processing, etc.

Common considerations exist across all stages: the data must be protected

during and between the three stages, with as little human intervention required

11https://gitlab.com/pierre.albert/CUSCO/
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to mitigate mistakes.

Collection

During the collection, data must be encrypted live during the recording. If the

device were to be compromised during the recording, e.g., stolen, unplanned

stopping and potential loss of power prevent internal detection and finalisation

of ongoing processes.

On-the-fly encryption allows mitigation of this issue: each chunk of a data

stream written to an encrypted location is first encrypted in the memory (RAM).

No temporary data (picture frame or audio chunk) susceptible to be accessed

and used for identification is stored unencrypted on the device at any stage.

Storage

Due to its use in public spaces (GP offices, medical schools, etc.), securing

physical access to the device and the drive containing the data is unrealistic,

and the data must be protected from any possible fraudulent access, either

directly to the drive or indirectly from the CUSCO computer.

To be stored securely in this condition, the data must be encrypted. For en-

cryption to be effective, the choice of the cipher algorithm determines its ro-

bustness against attacks. The use of a common algorithms combines different

advantages: constant scrutiny on the safety of algorithm, documentation for

good implementation, and resources for verification (certification).

The Advanced Encryption Standard (AES) was selected for the encryption of

the data. The AES was adopted by the National Institute of Standards and

Technology (NIST) in 2001 [“FIPS 197, Advanced Encryption Standard (AES)”

nodate] and has also been formalised in an International Organization for Stan-
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dardization (ISO) standard [ISO 2020]. AES is one of the most common en-

cryption algorithm in use.

A cryptographic hash function (CHF) complement encryption, mapping data of

different size into fixed size blocks. AES is used in combination with the Secure

Hash Algorithm 512 (SHA-512). SHA-512 is based on the SHA-2 (Secure

Hash Algorithm 2) family of hash algorithms, released by the NIST [NIST 2001].

AES and CHF are considered secure at the date of redaction of this work, with

no known computationally feasible attack.

Data retrieval and transportation

Data can be accessed and retrieved using two methods: accessing the content

of the hard disk drive from another computer, or using the CUSCO device to

copy the data or for operational uses (e.g. to check the recordings).

Numerous solutions exist to encrypt data, essentially either (1) built-in oper-

ating system or (2) dedicated tools. Operating Systems-based encryption are

simpler to use. However, they restrict or prevent interoperability and compati-

bility, conflicting with the non-functional requirements of CUSCO.

The system had to be accessed by researchers using the three main operating

systems (Linux, Windows, macOS). The solution must be operable for all main

existing operating systems and cost-efficient.

Veracrypt12 is an encryption software based on TruCrypt, a software that un-

derwent an audit and was certified (CSPN certification) by the French National

Cybersecurity Agency (ANSSI [ANSSI 2013]). Following the end of the devel-

opment of TrueCrypt, Veracrypt took over and was itself audited [Videau and

12https://www.veracrypt.fr/en/Home.html
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Bédrune 2016] and corrected for identified vulnerabilities released. While the

last versions were not audited (a costly process), I believe these warranties

sufficient to ensure the security of the data for the use envisioned by CUSCO.

Encryption of the hard disk delivers better performance than using a file con-

tainer. The hard dirk drive attached to the CUSCO device is entirely encrypted

using AES with SHA-512.

Other access to the data is possible through the device:

• The device itself is password protected, using the same quality (Pass-

word entropy>200 bits).

• SSH access is possible through the ethernet interface using open-SSH

server. The implementation of open-SSH on Ubuntu has been certified

[Corp 2016]. This access was set to easily check the installation and the

recorded data from an external computer. It is possible to it turn off.

Support of assessment

Products should support systematic, independent and evidence-
based assessment of claimed security functionality

This is achieved through open-source security: the release of the source code

under an open-source licence and its publication allows code review by exter-

nal reviewers. Concerning its hardware component, the publication and docu-

mentation of the device allows similar possibilities.

An existing limitation is that while created, no access is currently available to

operating system images (clone of devices storage space) to allow checking
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global configuration of the system where the developed software is running.

This is mainly caused by (1) the large size of such images, and (2) because a

generic version without project related keys would be needed.

Operation

Products should always operate as intended

The documentation of the functionalities and operation describe the operation

of the device. No undocumented feature exists. The restricted user interface

limits any use beyond the possible inputs (switch on, switch off, power on,

power off), protecting the device against errors in usage. Generic protection

against failure and interference is ensured for the recorded data by its encryp-

tion from the data frame recording.

Trusted state

Products should always be in a trusted state

The integrity of the components constituting or attached to the device needs to

be monitored.

This is assured to a lesser degree by the internal configuration check: pres-

ence and working condition of the storage device, and presence of the ex-

pected sensors for a given configuration, both at start-up and at regular inter-

vals during operation. When in operation, the internal state of each module is

checked and the operation of the device is stopped (capacity to record) until its

state is back to normal (sensors and storage space).
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However, security checks are not performed on the devices, and any device

can be swapped for another device of the same model (sensors) or configura-

tion (storage device encrypted with the same encryption key). While leaving

the possibility for attacks using compromised devices, I consider this is risk

acceptable due to fact that the combination of highly sophisticated equipment

and skills required to design such attacks.

Additional good practices

The requirements for Build Standard Validation Reports provide additional good

practices. The comprehensive list of requirements and corresponding proce-

dures implemented in CUSCO is summarised in 4.7. Overall, the CUSCO sys-

tem follows the methodologies expected for secured systems. While a number

of limitations are present due to numerous factors, I argue that they do not ham-

per the claims on security given the much lower type of threat it is designed to

protect against.

ID Description Implementation

1

Released versions of the Devel-
oper’s products must be uniquely
identified. Released versions must
be able to be completely recreated
at a later date, with traceability pro-
vided by the identifier(s).

Software version control and hard-
ware documentation. Disk image
backups of major versions.

193



Chapter 4. Data collection for automated analysis of clinician-patient
interactions

ID Description Implementation

2

Updates that fix security flaws must
be actively advertised to supported
customers and categorised accord-
ing to the severity of the flaw.

Prototypes were only circulated for
internal use. All devices were
leased by me, and were updated
to last available version. Reporting
of flow would happen using direct
contact.

3
All configuration items used in
the Developer’s products must be
uniquely identified.

Hardware and software documen-
tation is kept up-to-date.

4

The Developer must use an audit
mechanism that identifies the au-
thor of any change to a configura-
tion item.

Publicly accessible version control
system.

5

The Developer must use defined
processes for flaw remediation,
and show that Developers are
trained in these processes. The
Developer must also show that
mechanisms are in place to en-
sure that this process cannot be by-
passed.

Ticket management using the pub-
lic GIT repository allows basic im-
plementation of this requirement.

6

The Developer’s configuration
management system(s) must be
protected from malfeasance from
both internal and external sources.
All configuration items must be
protected at all times.

Not implemented. User manage-
ment on the public GIT repository
(admin/developer/external) to pro-
tect public code and documenta-
tion.

7

The way that products are as-
sembled must be consistent and
repeatable i.e., the build process
should be automated

No automation of the build process,
but built devices use exact same
hardware and are set from cloned
disk images.

8

All Changes to the Developer’s
products must be purposeful, nec-
essary and have very little impact
on the overall quality of the prod-
uct.

Maintenance of security require-
ments is documented. Additional
functionalities of major versions
were screened for security issues.
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ID Description Implementation

9 Flaw remediation is performed in
practice.

The system is going development.
Feedback from design meetings
were implemented.

10

The Developer’s products must be-
have as designed. i.e. they should
have reason to believe that they
are correct. Using non-trivial test
cases, Developers should be able
to demonstrate evidence of secu-
rity and functional testing. This
testing should cover the whole
scope of the product.

Limited implementation. Local
tests are performed on the devices,
with limited test cases.

11

Security enhancing features of the
underlying platform, implementa-
tion language and tool chain should
have been considered and used
unless evidence is presented as to
why this is not necessary or possi-
ble.

All security features are based on
modern programming languages,
platform tools and third-party soft-
ware. All critical security enhancing
technologies are provided by dedi-
cated external security products.

12
Externally reported flaws in the de-
veloper’s products must be handed
appropriately.

Reporting and tracking procedure
in place (public version control sys-
tem).

13

The Developer should use a coding
standard that is applied to all code
in their finished products (includ-
ing third-party components). The
coding standard and associated
processes must ensure that com-
mon software defects and easily
avoided security weaknesses are
not introduced into the product’s
code.

Python coding follows PEP8 guide-
lines [Guido van Rossum et al.
2013]

Table 4.7: List of CPA Build Standard Requirements.

Descriptions are direct quotations of the CPA build standard [Centre 2018].
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4.3.5 Limitations

The need to plug in the device to mains electricity was mentioned as a lim-

itation, the possibility to run the system on its own power was discussed at

different times by users (doctors, teachers, researchers) during data collec-

tion. The users could facilitate the setup, alleviating the need for an access to

a power socket.

Initially, the system was designed for the collection of large datasets of medical

consultations over long periods (kept weeks at the location of collection). In

such cases the use of a battery would have been impossible (it would have

had to be recharged each day), and the integration of this capacity was not

deemed necessary.

As new use-case scenarios emerged, this somewhat evolved. The dimension-

ing of a battery for e.g. a day, enough to operate during normal working hours,

implies a large battery, a reduction in power consumption, or a combination of

both.

I would consider that the cuts in capacity imposed to allow the operation on a

battery are too strong. Moreover, the engineering knowledge (e.g. hardware

optimisations, power regulation) that could lead to better energy efficiency is

far beyond my knowledge and the scope of this work.

While the requirement to use a power-socket did not pose any particular prob-

lem during the different data collections, this could nonetheless be an optional

evolution for future versions of the system.
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4.4 Validation and evaluation

No standard exists for the evaluation of a data collection system. However,

assessment of the capabilities of such a system can be established based on

its functional and non-functional requirements, namely the ability of the system

to collect data, an evaluation of the usability of the system, and the quality of

the recorded datasets.

The implementation, capacities, and general ability of the system to achieve its

goal was ascertained through the evaluation of the recorded datasets and the

use of the system itself in practical outcomes.

4.4.1 Data collection

Although no large-scale collection happened in the Interaction Analytics for Au-

tomatic Assessment of Communication Quality in Primary Care (INCA) project,

internal recordings, a pilot, and a corpus collection phases took place.

Two small sets were collected (INCA-GP and INCA-meetings) and one large

data set that became one of the main corpus of the INCA project (INCA-SNM,

2018 sessions).

For the collection of the INCA-GP corpus, CUSCO devices were provided.

Configuration and set up was performed by me, recordings were performed

by the GPs, and the retrieval of the data was performed by researchers of the

INCA team. For the collection of the INCA-meetings and the INCA-SNM2018

corpus, CUSCO devices were provided, and the whole data collection was

performed by me: configuration, set up, recording, and data retrieval.
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Description of the collected corpora (INCA-GP and INCA-SNM) is provided in

section 5.1.

The INCA-SNM corpus was used in two different publications on the visual-

isation of interactions in CPC, in cooperation with local and international re-

searchers [Sheehan, Albert, et al. 2019-06-05.07; Sheehan, Luz, et al. 2020].

The recordings were transcribed and linked with the reports of the students,

performing semantic analysis of salient vocabulary (recurring words in a dia-

logue and in the overall corpus).

4.4.2 Exploration of automation

Another configuration of the CUSCO system was implemented as part of the

SAAM project [Dimitrov et al. 2019; SAAM 2020] for the exploration of automa-

tion.

The system is used to automatically extract prosodic features from detected

speech (the speech detection software was developed by another researcher),

to send encrypted, extracted and formatted data to the project server, and

to enable remote control of its operation. Devices containing the system are

deployed in homes to allow the investigations while maintaining the person’s

privacy by anonymising the data collected.

This illustrates the modularity and adaptability of the CUSCO system: the

SAAM version was deployed on a completely different platform (Raspberry

Pi), and uses different networking libraries for the communication of data and

control messages.
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4.4.3 Use by the community

The system has been used for multiple data collections and has attracted the

attention of other researchers.

Following these presentations, the system has started to be used by other

research teams, notably for the collection of dialogues between patients with

alzheimer’s disease and healthy participants. A team of Heriott-Watt university

reached me after being told about the system. After a first contact and a pre-

sentation of the CUSCO system, a detailed presentation was a set of its capac-

ities and possible evolutions. Requirements for this collection, while remaining

that of a dyadic interaction, differed from the requirements of the INCA project:

recording of the video (1280x720) of both participants, and the use of an ad-

ditional high-quality microphone. The modularity and evolutivity of the system

allowed straightforward adaptation of the system by the pairing of two devices

(1 primary device, 1 secondary device), synchronising their operation through

the implemented modular architecture. The larger expected storage need for

each session (100GiB for 40min) led to the use of larger storage space (3TB

HDD for each device), and the operation of the different microphone did not

require any new development beside the modification of the configuration files.

While not as advanced in the current status of the cooperation, the system at-

tracted interest of another research team, to be built and deployed locally for

their own use. The team envision to use the system for research in speech

therapy, to collect multiple recordings of conversations between speech a ther-

apist and a patient to assess the effect of the intervention. Support was pro-

vided through the documentation and access to the source code and the col-
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laborative platform.

4.4.4 Speaker diarisation

The quality of audio recordings was evaluated on the ability to facilitate speech

processing. The selected metrics reflect the usual initial step in a speech pro-

cessing pipeline: speech segmentation and diarisation. The segmentation

of speech is the detection of spoken interactions (Who speaks when?), and

serves as a basis for further processing, both for verbal analysis (e.g. Auto-

matic Speech Recognition) and non-verbal analysis (e.g. prosody). The NIST

Diarisation Error Rate (DER) is the de-facto metric used in the evaluation of

diarisation systems. This metric takes into consideration the labelled speaker

of each segment.

I also computed the Pk metric [Beeferman et al. 1999] and the Window Diff

(WD) metric [Pevzner and Hearst 2002] to provide a baseline for speech seg-

mentation. Originally developed for text segmentation, these metrics are also

used to evaluate the segmentation of spoken interactions [Luz 2012a], but do

not process assigned speakers. This breaks down the assessment of the ca-

pacity of the system between the recognition of vocalisations and the assign-

ment of speakers. This provides an insight into the potential of the system for

each task, e.g. to support data pre-processing for manual analysis.

The out-of-the-box performances of the system was tested on a small corpus

of meetings (total duration: 20 minutes) that I manually segmented and di-

arised. Two speech tokenisers (tokenisation is the segmentation of the signal

into vocalisations) were used for comparison.
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The AUDIo TOKenization tool (Auditok)13 is an energy-based tokenisation tool,

performing segmentation but not speaker labelling.

LIUM [Meignier and Merlin 2010] 14 is a speaker diarisation tool based on the

ALIZÉ speaker recognition library to perform speaker recognition. Commercial

tokenisation and diarisation tools were not used since they require uploading

the data online, an impossible requirement for sensitive data.

Diarisation is still an active area of research, and thus not a solved task. Re-

viewing the domain in 2012, Anguera et al. [2012] mentioned an active field.

They reported numerous issues, notably on the portability of methods across

different domains, and challenges in dealing with overlapping speech. In 2021,

another review [T. J. Park et al. 2021] reports a continuing activity with chal-

lenges related once again to domain mismatch, speaker overlap, integration

with ASR, online processing and audiovisual modelling. Given the domain of

the data in this study (medical interactions) and its nature (conversational dia-

logues), its diarisation will present a challenge for existing methods.

Since the Voice Activity Detection (VAD) on the one side, and software tokenis-

ers on the other side use different features (VAD: angle based on the time de-

lay of the signal between microphones, software: audio features), I combined

the segmentations, adding the boundaries, assigning the speaker based on

a "goodness" probability assigned to each method, and merging countinuous

segments 15.

The results are available in table 4.8. The out-of-the-box VAD is on par with

13https://github.com/amsehili/auditok
14https://git-lium.univ-lemans.fr/Meignier/lium-spkdiarization
15see detailed implementation is in the merge_annotation_sets function in diarisationAnaly-

sis.py
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state of the art speech segmentation research software. Regarding Pk, the

VAD performs better than both speech processing software. Based on WD,

the VAD still performs better than Auditok but worse than LIUM. Looking at the

DER, the VAD performs slightly better than LIUM, but it is four points behind

Auditok. While assessing the annotations made by the VAD, I noticed what

appeared to be a slight delay in the detection, resulting in a constant shift of

the annotations. I therefore computed Pk and WD at different time intervals

(100,50,10,1) with lag offsets (delays) up to 5s. The performance of the tokeni-

sation slightly improved up to an offset correction of a delay between 63 ms

and 70 ms for the Pk (-relative improvement=-0.3), and 55 ms and 70 ms for

WD (relative improvement=-0.97).

Using the VAD to augment the results, a combination of the output of speech

segmentation software with the output from the built-in detection has provided

mixed results. There is an improvement of the PK but a worsening of the WD

with both LIUM (-3.47/+14.87) and Auditok (-6.05/+12.33) tools. Combined

segmentations consistently performed worse in term of DER, with or without

lag correction of the VAD segments.

The overall performances of the different systems are poor compared to typi-

cal diarisation results reported in the literature (The baseline performance on

simple recordings in the DIHARD challenge reports a DER of 50.12% [Ryant

et al. 2019]). The limited results can be due to the fact that diarisation was

performed in a naturalistic data collection setting. The implementation reflects

out-of the-box performances and better results could be obtained through more

robust systems, e.g. training on samples of each doctors’ voice.

The overall limited performances could be explained by the evaluation of the
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Method Pk WD DER
vad0 32.34% 56.45% 99.58
vadoffset 32.04% 55.48% -
auditok 35.91% 61.86% 95.59
lium 44.49% 51.43% 100.35
auditok+vad 32.44% 74.19% 99.89
lium+vad 38.44% 66.30% 108.45

Table 4.8: Segmentation error rate and diarisation error rate of the meetings
corpus.

Figure 4.3: Evolution of the Pk score.
Lag offsets between 0 and 1 s. Best performance value is materialised by the
grey dotted line, with the corresponding part of the curve highlighted between

yellow bars.

segmentation of vocalisations and not turns, presenting much smaller and di-

verse segments, together with more sensitivity to errors of place and number

of boundaries.
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Figure 4.4: Evolution of the WD score.
Lag offsets between 0 and 1 s. Best performance value is materialised by the
grey dotted line, with the corresponding part of the curve highlighted between

yellow bars.

The built-in VAD which was expected to provide a gold standard due to the

processing of additional information performed counter-intuitively, caused by

at least two main problems. First the microphones on the array (or its elec-

tronic design) were of a poor quality (of five arrays ordered, three arrived with

malfunctioning or non-functional microphones). In turn, inconsistencies in the

recorded signal between microphones in an array will severely limit the capac-

ity of signal post processing (such as the detection of the angle of arrival used

in VAD).

The analysis of the performance and quality of the segmentation of the VAD

showed serious limits of the hardware instead of the method. The chunks were
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annotated with a rather high latency, leading to possible frame dropping (e.g.

discarding stacked processing when overloaded). The detailed functioning of

the VAD algorithm were the only part of the system that was closed source (as

opposed to open source) and therefore could not be assessed. The sensitivity

of the microphone array, its ability to discriminate speech and silences, was low

and the annotations showed a tendency to keep a segment going (attributed

to the first speaker) after a switching overlap occurred.
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Chapter 5

Methods: Sources and corpora of

clinician-patient interactions

The collection of medical consultations was made impossible following inde-

pendent organisational issues and the outbreak of the pandemic. I couldn’t

use the CUSCO system but I instead gained access to existing corpora.

In this chapter, I present the corpora that were collected or accessed and used,

alongside an introduction to the INCA and VICO projects, with which my work

was closely related.

5.1 Corpora

A variety of datasets was investigated due to the differences in aspects (e.g.

type of the interaction), modalities (speech, video) and characteristics (partici-

pants, size of the dataset) present in each of them.
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I had access to these datasets through two projects. I therefore present the

two projects before describing the corpora investigated and used in the work.

The INCA datasets and the VICO corpus contain complementary aspects of

clinician-patient interactions.

I introduce each corpus by a summary of the dataset (signals recorded, ques-

tionnaires, assessment, etc.), followed by a presentation of the setting, ethi-

cal considerations, collection, data, and the documentation of the annotation

(framework, process) when relevant.

5.1.1 The INCA and VICO projects

My work was undertaken in close cooperation with the teams of these two

projects that resulted in knowledge and data sharing.

INCA

INCA is the main project under which this PhD was taking place. It was fi-

nanced by the Health Research Board, Dublin, Ireland and Dr. Saturnino Luz

was the principal investigator.

The aims of the INCA study were to develop and assess an infrastructure to

collect "rich and detailed interaction data from clinician-patient interviews, to

investigate the effectiveness of machine learning algorithms and models for

automatic analysis of these data, and to assess the correlation of these mod-

els with expert human ratings of communication quality". Many corpora of

clinician-patient interactions were collected by the INCA project, divided be-

tween real-world and training settings: Doctor-Nurse-Patient communication
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in an emergency room, Doctor-Patient consultation, Nurse-Patient antenatal

follow-up meetings, and Nurse-Patient interaction training in everyday tasks.

The corpora of the INCA project were one of the main sources of data I used

in this work.

As a member of the INCA team, I was fully involved in its activities and partici-

pated in the collection and management of the corpora.

The project published an article which I co-authored on the capacity of artifi-

cial intelligence to assess clinicians’ communication skills. My contribution was

on the expected capacities of AI in assessing clinicians’ skills based on exist-

ing developments in other domains and the known challenges. The resulting

discussion was published in Ryan et al. [2019].

Recent progress in AI has resulted in methods and technologies that can be

applied to clinicians’ communication skills assessment. Three groups have

been identified: semantics (analysis of words and phrases), turn-taking analy-

sis, and tone and style. An overall description of the capacities and potential

of each method is provided below with references to existing work.

Semantics can be used to assess whether the patient and the doctor have

understood each other; the level of shared understanding (e.g. similarity of vo-

cabulary, reuse of topics) and shared decision making. Semantics processing

can be undertaken using existing medical annotation frameworks. Turn-taking

analysis can be used to detect dialogue patterns, which in turn can be detected

and provided as a feedback to the clinician to facilitate patient empowerment or

to warn when a decision may need to be discussed. Tone and style using pitch,

timbre, pace, and social signals can be used to investigate further the style of
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the communication during the consultation, providing a better understanding

of how subtle variations can be tied to outcomes, strengths or weaknesses in

clinicians’ communication.

While opportunities for the use of AI exists, challenges remain in term of mod-

elling the interaction or the knowledge of participants. Clinical encounters are

complex dyadic interactions. For instance, topics discussed during a medi-

cal consultation comprehend technical and every-day vocabulary. Complexity

stems from the types of interaction as well, e.g., with phases of enquiries (e.g.

taking medical history), explanations, and negotiation phases (e.g. care plan).

VICO

Type Dyadic, real medical consultations. Audio.

Recordings audio: 149 (3 types: FTFC: 51, TC: 53, VC: 45)

Length 1,052mins (mean: FTFC: 9.61, TC: 5.56, VC: 5.94)

Annotations RIAS, RCGP (see section 5.1.3).

VICO project was a project funded by the Scottish Chief Scientist Office for

which my supervisor, Prof Brian McKinstry, was chief investigator of the VICO

project.

The VICO study was conducted on real medical consultations in NHS GP prac-

tices in Scotland. The goal of the VICO study was to compare characteristics

(communication, practical assessment) of different modalities of consultations

(face-to-face, telephone, and video) in order to assess the effectiveness and
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technical and personal limitations induced by them. The investigators per-

formed qualitative and quantitative assessment of the interactions using the

RIAS framework (see section 2.3.2). The resulting corpus is the main source

of data used in this work.

One hundred and forty nine follow-up consultations were recorded across six

Scottish GP practices. Patients had to be over 16 years old, able to consent,

and have a computer, tablet, or smartphone with a camera, a microphone, and

an access to the Internet.

The main intervention was the introduction of Video consultation (VC) as an

alternative to Telephone consultation (TC) or Face-to-face consultation (FTFC).

Patients who consented to participate were offered the choice of FTFC, TC, or

VC. In the latter case, they were supported by the research team to set up the

required configuration.

The study is described in two publications, Donaghy et al. [2019]; Victoria Ham-

mersley et al. [2019], which I present in greater detail in the description of the

VICO corpus, in section 5.1.3.

My participation in VICO included work and tests on the data collection setup

for audio and video recording, notably investigations on the collection of audio

on tablets for the video consultation.

Additionally, I followed the initial training on the annotation of medical con-

sultations using the RIAS alongside the project researchers in charge of the

annotation task.
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5.1.2 The INCA datasets

I was able to collect and allowed access to different corpora the course of the

project. Only two were used for this work.

School of Nursing and Midwifery corpus (INCA-SNM)

Type Dyadic, simulated. Audio, video, speech detection and angle, transcripts,

ISBAR annotations, narrative text, grade

Recordings audio: 224 training interactions (3 sessions: s1=61, s2=120,

s3=53)

Length 825mins (s1=269mins, s2=488mins, s3=68mins). mean=3.68

Transcripts 168, time-aligned (s1=56, s2=112, s3=0).

Narrative text and grade s1

Annotations s1 and s2

Video s3

This corpus consists of recordings of evaluation exercises performed by stu-

dents of the SNM.

The school runs an evaluation session to assess clinical and communication

skills of first year students yearly. The evaluation was discontinued and re-

placed by a new programme in 2018, and the following description only applies

to the years when the corpus was collected.
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The evaluation session was run every year over two days. The exercise con-

sisted of simulated interactions, short task-based scenarios using another stu-

dent acting as the simulated patient. Every first-year student of the different

taught specialities (general nursing, children care, mental health) took part in

the session. Each evaluation exercise is a short interaction with a simulated

patient, usually lasting between 5 to 10 minutes. Each student performs the

exercise twice, once acting as the nurse (evaluation), and once acting as the

patient. Each pair of students is randomly assigned a scenario out of five:

Feeding Feeding a teenager

TPR Taking vital signs: temperature, pulse and respiration rate

BP Manual blood pressure reading

CPR Carrying out cardiopulmonary resuscitation

DRA Assist a patient to mobilise from the bed to the chair and carry out a

dynamic risk assessment prior to moving the patient

Sessions featuring the Cardiopulmonary resuscitation (CPR) scenario were

discarded due the minimal amount of communication involved. After the ses-

sion, the students were provided access to the recording of their interaction.

They then had to write a narrative reflection report based on their analysis of

their performance on technical skills (how well did they perform the task, which

mistakes were made, why this was significant, how to avoid them), and on

communication skills.

The corpus was collected over the course of three years, between 2016 and

2018. Students were approached and given a Participant Information Leaflet
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(two pages). They were informed that the interactions would be used for re-

search purposes only. Both participants (the two students acting as patient and

nurse) had to consent. Agreement or disagreement would be hidden from the

teaching team to avoid influence in grading. This meant that the same actions

had to be performed during the collection, before and after each interaction,

whether or not the interaction was to be recorded. Contact with the research

team was provided and the participants could withdraw their consent at any

time. No participant exercised this right. Participants were assured that partic-

ipation was confidential and published results would be anonymised. For the

2018 session, I spoke with the students and they could ask me any questions

they had.

The first batch of recordings (2016) was collected by the SNM, using a tablet

computer set in a corner of the room to record both video and audio streams.

The last batch was recorded using the first version of the custom secured

recorder system (CUSCO, see chapter 4) in addition to the recording setup of

the SNM. Every session was recorded by the SNM for their evaluation proce-

dure. Consent to record the interaction for research purposes was collected

prior to each simulation. In addition to the recordings, the SNM provided

the students’ narrative reflections and grades of the 2016 cohort. The 2016

and 2017 sessions were manually transcribed using Time aligned Transcrip-

tion Strict-Verbatim Transcription (an exact transcription of what was said, see

glossary).

The transcripts were annotated using the ISBAR annotation set: Introduction,

Situation, Background, Assessment, Recommendation. The annotator was a

hired student trained by a researcher familiar with the ISBAR set.
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The corpus contains short simulated interactions. While the corpus is well

transcribed, the interactions over the length of each session are limited, mainly

happening at the beginning (nurses introduce themselves) and the end (round-

ing up), with a few interventions in between (e.g. to ask for the patient’s per-

mission to proceed to a test).

Another limitation is found in the ISBAR annotations. The ISBAR framework

[Aldrich et al. 2009] was developed to analyse clinician-clinician communica-

tion during hand-overs of patients. Dedicated to this phase, it reduces the ex-

change to the set of the following required steps: Introduction, Situation Back-

ground Assessment Recommendation. While not designed to study CPC, it

was designed to be adapted to similar contexts involving information sharing.

It has been applied to one scenario in the INCA project, mainly due to the fa-

miliarity of the annotators with the tool. In order to fit the different context, its

concepts were changed and adapted to capture events specific to this context.

There is however a slight imbalance in the use of each categories, leading to

unbalanced frequencies of the different categories.

The data collected for the SNM corpus was used to evaluate the collection

system (CUSCO) I developed for this work, notably the capacities of the sys-

tem for real-world use, and the quality of the recorded data (audio and speech

detection). As part of a team of researchers, I also used the SNM corpus to

explore the text visualisation of students’ performance, relating sections of stu-

dents’ self assessment reports with specific moments during their interaction

with the patient (the study is presented in more detail in section 6.5).
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General Practice (INCA-GP)

Type Dyadic, real. Audio, speech detection and angle

Recordings audio: 7

Length 85 minutes. mean=12.14

This corpus consists of consultations made in an Irish general practice by a se-

nior and a junior doctor. This collection was done as a pilot for data collection

of medical interaction with the CUSCO device. I conducted the data collection:

setup, explanations, data retrieval. The patients were approached by the doc-

tors with consent forms validated by the Irish College of General Practitioners.

The doctors’ consent was collected using a similar form. While the device was

deployed by me at the beginning of each collection day, it was then operated

by the doctors themselves during the recorded consultations.

Additional information was collected: name, age, gender, private insurance

status, "medical card" status, employment status. All but one of the interactions

were dyadic. The last one was a consultation for a child with her accompanying

parent.

The corpus is small, with consultations of typical length for the domain (12

minutes). The quality is fairly good for human listening. The separation of the

two speakers’ speech between audio channels is limited (e.g. the volume of

the recorded voices of each participant is similar on the left and right stereo

channels), but additional information is available through the speech detection

and direction of arrival (timing and angle of arrival of segments of speech, i.e.

when and where they were produced).
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This dataset was not annotated with any communication framework or commu-

nication quality metrics but was used to pilot turn taking analysis and prosody

analysis which was then applied for the analysis of the VICO corpus.

5.1.3 The VICO corpus

Type Dyadic, real. Audio, transcripts

Recordings audio: 149 (Face to Face=51, Telephone=53, Video=45)

Length 1052.09mins. Mean: Face to Face=9.61, Telephone=5.56, Video=5.94.

Median: Face to Face=8.40, Telephone=4.93, Video=5.42

Transcripts 60, not time-aligned (professional).

The VICO corpus is a set of medical consultations that were recorded in Scot-

tish general practices.

Clinicians’ written consent was collected at the start of the study. Patient’s

consent to the audio-recording and analysis of the consultation was obtained

via Online Surveys1 or as written consent.

The corpus was collected at the GP offices using a digital audio recorder, be-

tween participants in FTFC, close to the telephone in telephone consultation

TC, and close to the tablet in video consultation VC.

Following the interaction, a questionnaire was sent to the patients to collect

their experience. The questionnaire was based on the GP Patient Survey [Eng-

land and Ipsos 2015], with additional questions for TC and VC concerning the
1Online Surveys https://www.onlinesurveys.ac.uk/ is a GDPR compliant tool to con-

duct surveys provided by the JISC
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technical aspects and the appropriateness of the consultation mode for similar

future problems. Questionnaires had a completion rate of 80%.

Each consultation was annotated with the following information:

Patient demographics age, sex, ethnicity, and socioeconomic status (based

on living area)

Problems and lifestyle Types and number of problems raised and dealt with.

Lifestyle advice given

RCGP quality indicators Binary: patients’ concerns are sought, Explanation

of diagnosis, Checking understanding, etc.

RIAS Occurrences of interactions. Speech was broken down into phrases,

each coded into two categories with 41 subcategories: Social speech,

questioning, expressed emotion, reassurance, etc.

Workload Consultation length, number of times seen by clinician in the pre-

vious year, number of appointments and admissions in the following 28

days

An overview of the main demographics of the population is provided in table

5.1. The female/male ratio reflected gender balance in Scottish primary care.

Regarding ethnicity, the white British group was also close to the percentage

of the general population in Scotland (91.8% in 2011).

I provided technical assistance for the recordings and I was listed as co-investigators

in the ethics application. I also attended the research team meetings and an

internal course on the RIAS.
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Overview Value

# Doctors 13
# Patients 149
F/M ratio doctors 62.5%
F/M ratio patients 49.33% (FTFC: 39%, TC: 55%, VC: 54%).
F/M ratio total 43%
Age 49.53 (FTFC: 52.3, TC: 54.3, VC: 42.0)
Ethnicity: White British 87% (FTFC: 78%, TC: 94%, VC: 86%)

Table 5.1: Population characteristics in the VICO corpus.

The investigation of the VICO study was conducted by the research team tra-

ditionally: using manual annotation of RCGP and RIAS metrics (see section

5.1.3 below) and statistics derived from questionnaires. The following discus-

sion describes their methodology, findings, and published results.

Demographic and RIAS differences between TC/VC groups with FTFC groups

were compared using exploratory two-sample t-tests. RCGP quality indicators

were compared across consultation groups using Fisher’s exact tests.

Participants willing to use VC were younger (mean=42.0 year old, SD=15.9),

compared with those willing to use TC (mean=54.3, SD=16.8) and FTFC (52.3,

SD=16.8). They were more likely to be female (VC 54%. FTFC 39%. TC

55%). Most patients used a smart phone for the consultations (49%) or a

computer/laptop (35%).

Several technical issues were encountered: connection issues at the patient’s

or doctors’ place, complexity of getting familiar with the provided hardware.

Twenty-one consultations changed mode (10 VC to TC, 4 VC to FTFC, 4 TC to

FTFC, 3 FTFC to TC). Technical issues were reported in 33% of VC and 13%

of TC.
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Investigating feedback, patients reported higher satisfaction with FTFC than in

other modes in all GP Survey items. Main advantages of distant consultations

were related to convenience (lack of need to travel or take time off work), main

disadvantages were related to technical issues, although no disadvantages

were reported for more than 50% of TCs and VCs. A few patients (TC 8%,

VC 7%) felt less cared for. Clinicians reported less utility in managing patient

problems for VC (65%) that for FTFC (86%), with rated utility of TC in between

(78%).

Investigating the quality of the consultations, the analysis of the RIAS annota-

tions showed that clinicians engaged in more patient education and counselling

in FTFC than in both TC and VC (mean occurrences FTFC=56.35, TC=36.72,

VC=38.56), and that patients provided significantly more information in FTFC

(mean count 4.63 vs TC=2.87 and VC=2.20). There were no significant differ-

ences between VC and TC.

Overall, VC was found to offer distinct advantages over telephone consulta-

tions, notably through the addition of the visual component, allowing to ob-

serve visual cues. However, despite the provision of dedicated broadband to

the clinicians, it was limited by the available technical infrastructure.

The VICO study has a few limitations. The mode of consultation was cho-

sen by the patients, resulting in the VC cohort being younger than the others.

The study features mostly white British patients, and it was limited to follow-up

consultations attended in the scope of the Scottish National Health System.

The complete description of the VICO study and data collection is available in

Donaghy et al. [2019]; Victoria Hammersley et al. [2019].
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Annotations

The VICO corpus was annotated by researchers of the VICO team using two

annotation schemes: the Royal College of General Practitioners quality indica-

tors (RCGP-QI), and the RIAS.

The gold standard of the quality of the consultations was set by the RCGP-QI,

a scoring system based on a list of items (Yes/No/unsure). The list contains the

following elements: patient’s own health understanding, patient concerns are

sought, places problem into psychosocial context, explanation of diagnosis,

explanation of treatment, checking understanding, shared decision making,

safety netting.

As mentioned before, the RIAS is a de-facto standard in the assessment of

the content of the consultation, focusing on medical interactions both by the

patient and the doctor, with a stress on the latter.

Limitations must be stated for the annotations of this corpus. Three annotators

processed the documents. One annotator was replaced after a few documents,

and every annotated documents was reannotated. While the team coordinated

and discussed the task and difficulties, no evaluation was performed of the

inter-annotator agreement.

The VICO subset

In order to conduct my investigations, the VICO corpus was ideal: it featured

real interactions between patients and clinicians in the common setting of GP

consultations. However, I needed more detailed information to further analyse

the data.
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I selected a balanced subset of 20 interactions for each mode of consultation

(face to face, telephone, video). The whole subset of 60 consultations was tran-

scribed by a professional company (non time-aligned Strict-Verbatim Transcrip-

tion) to serve as the ground truth to link annotated medical interactions (RIAS,

RCGP-QI), the semantics of the interaction, and the paralinguistics (speakers’

turns).

Overview Value

# Doctors 10
# Patients 60
F/M ratio doctors 33%
F/M ratio patients 52%
F/M ratio total 43%

Table 5.2: Population characteristics in the annotated subset.

An overview of the demographics of the population is provided in table 5.2.

5.1.4 Discussion

All the corpora described above share similar properties: fairly small number

of documents, audio recordings of different quality ranging from poor to good,

and either no or indirect assessment.

While limited in their size (One contains more than 150 sessions, one more

than 100, one more than 50 and two less than 50), the corpora cover a di-

verse range of settings and features: real and simulated interactions, students

and clinicians, dyadic and multiparty, and diverse medical facilities (General

practices, maternity, emergency ward).

A few limitations must be underlined in the use of these corpora for my work.
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None of the corpora was annotated for the quality of the interaction (e.g. good/bad

behaviours, global evaluation) at the level of the interaction, making direct as-

sessment of CPC patterns difficult. The RIAS and RCGP annotations of the

VICO study where aggregated. None of them include the usual variables in-

vestigated alongside CPC (interpersonal skills, teaching skills, patient satisfac-

tion, patient recall, patient adherence, medical outcome), with the exception of

the VICO corpus that was annotated with RCGP-QI and patients’ evaluation,

however aggregated and not attributed to individual patients.

No quality indicator of the manually generated data is available. Mistakes were

found in some of the transcripts during a validation pass (due to the poor quality

of the recordings and general misunderstanding of the conversation). Inter-

annotator agreement was not processed for the different annotations due to

the lack of manpower (INCA) or methodological interest (VICO).

5.1.5 Corpora of clinician-patient interactions

During the initial investigations for this work, I searched for other corpora fea-

turing CPC.

The main existing resource in English is the One-in-a-million corpus, managed

by the University of Bristol. Three hundred and twenty-seven consultations

were recorded using a camera filming both participants, of which twenty are

audio-only. The recordings were anonymised and transcribed using Clean Ver-

batim Transcription.

The interactions were annotated using the International Classification of Pri-

mary Care, Second edition (ICPC-2) and type of issues according to a scheme
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for the annotation of medically related topics.

Access to the corpus was sought but no preview of the data was available.

Concerns about the quality of the recordings and their suitability for automated

processing could not be answered (speech was recorded by the microphone

of the camera, possibly resulting in a single channel or in stereo with little

separation between speakers) and discussions were stopped after considering

the balance between the costs (3500£) and the risk associated with data of

unknown quality (e.g. to allow manual and automated speaker diarisation).

5.1.6 Data sharing, dissemination, and GDPR

While the different corpora have their limitations, data sharing is a valuable

outcome for any data collection and the scarcity of such data in the domain

makes them potentially interesting to other researchers.

However, much of the collected data could not be shared for legal reasons.

INCA Many corpora were collected for INCA and managed in the Republic

of Ireland, and were thus governed under its legislation. Sharing the collected

corpora (notably the INCA-SNM corpus) was prevented as a consequence of

the enforcement of the GDPR [Council 2016] in the Republic of Ireland. During

the transition period of 2018-2019, work on the collected data was still allowed

but the enforcement of the policy by Trinity College Dublin led to severe re-

strictions on the use of corpora that were collected using ethical requirements

designed and accepted under the data legislation preceding the GDPR. Most
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of the corpora had to be deleted due to the impractical requirements needed to

update their status, i.e., to contact the participants to re-collect their consents.

Further details about the effects of the GDPR on the INCA corpora are pro-

vided in section 6.2.4

VICO On the other hand, the VICO dataset was collected and managed in

the United Kingdom. While the GDPR was also implemented and enforced in

the UK after the collection, no adjustment was required to the ethical measures

in place, including regarding collected consent.

A collaboration with a team of researchers of the Universität des Saarlandes

(Saarbrücken, Germany) was started to investigate the semantic structures of

the interaction using the Dialogue Acts standard. The subset of 60 interactions

was selected, anonymised and shared following a Data Transfer Agreement,

as described in 6.2.4. The investigation of this corpus led to a proposed

extension of the ISO dialog act standard, facilitating the annotation of medical

encounters [Petukhova and Bunt 2020b].

225



Chapter 5. Methods: Sources and corpora of clinician-patient
interactions

226



Chapter 6

Methods: Data preparation and

analysis

I now present the methods I used to conduct my investigation.

This chapter is divided into two sections.

First, I present the preparation of the data required by the different analysis

and the associated concepts.

Then, I present the methods I used to analyse the different corpora in the

following chapters, namely the interpretation of participants’ turn-taking be-

haviours and their use of prosody.

6.1 Data preparation

Data preparation was required for two reasons: data enhancement to facilitate

the analysis, and secondary data generation to transform and obtain data that
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is relevant to the analysis. This was systematically applied to every document

used in my analysis.

The following steps are required to prepare raw data for automated processing:

• Formatting: clean-up and normalisation of speech signals

• Segmentation and transcription of dialogues

• Generation of turns and characterisation of pauses

• Annotation: created (Communication skill polarity) or annotated by tiers

and retrieved (RCGP, RIAS)

The audio signal needs to be cleaned to improve the performance of signal

processing methods. By reducing different sources of errors, this prevents

meaningless information (e.g. noise) from being analysed as part of the signal.

Formatting is done in two steps. Cleaning-up includes trimming the raw signal

(audio or video) to delete unrelated data (recording before or after the interac-

tion) or cutting it to separate sessions. For instance during the collection of the

INCA-SNM corpus the device was left on between sequences of sessions for

which students consented to avoid disruption. The cut is made to leave only a

few seconds before the start first interaction. For this work, this step does need

to be precise: the start and end of the interactions are set to the beginning of

the first turn and the end of the last turn.

The second step is the enhancement of the speech signals. Three operations

are performed sequentially, as described in figure 6.1.
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Figure 6.1: Processing steps for cleaning audio recordings.
(rectangle: operation, rhombus: decision, parallelogram: data)

6.1.1 Challenges posed by the used data

The frame of this work has changed over time. Initially I planned to conduct

interaction analytics for automatic assessment from the ground up, linking data

collection, processing, and analysis. When the scale of the data collection
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efforts was reduced, I switched to using an alternate source of recordings of

medical consultations (see section 5.1.1).

The VICO corpus was not recorded under ideal conditions. This posed numer-

ous challenges regarding the quality of the recording, notably on noises and

the information available: no data exists to help identify the speaker (e.g. sig-

nal separation or location). The corpus needed to be prepared in order to be

analysed.

6.1.2 Noise removal

Noise is the part of the signal that was not generated by the interaction. It

can be caused by internal factors (generated by the device, such as electronic

hum) or external ones, such as the fan of a computer close to the microphone.

Noises can be of different nature. Stationary noise is a background noise that

is present during the whole recording (e.g. computer fan). Stationary noise

can be attenuated using spectral substraction (see below). Punctual noises

(e.g. door slam, shuffling papers) on the other hand are both more difficult to

detect and clean but less problematic (they are generally short in duration and

infrequent).

The information contained in the noise part of the signal is not interesting and

discarding it facilitates the extraction of information related to the signal (e.g.

speakers’ segments, silences): features extracted on a cleaned document de-

scribe the meaningful part of the signal (i.e. the voice) instead of a combination

with the noise.

I semi-automated this task using an energy-based detection. Silences are
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detected based on a threshold and presented for manual assessment. Noise

is then estimated individually for each document and the signal automatically

cleaned.

The energy of an audio segment is the averaged amplitude (i.e. power) of the

signal for each of its samples1. A visualisation of the difference between a

segment of silence and a segment of speech is provided in figure 6.2. The

noise contained in the signal is visible in the lower frequencies (i.e. at the

bottom) of the silent segment, in teal.

I used a floating window of configurable length (default=0.4s) to segment each

audio document. Setting a threshold on the energy of a segment results in a

simple binary classification, tagging as silence candidates any segment longer

than a minimum duration and quieter than a set energy threshold.

This unsupervised method is efficient but simplistic as it can’t discriminate the

nature of the sound (e.g. speech vs a car passing by, an electronic hum vs

a whisper). Selected segments can contain unwanted sounds (paper shuf-

fling, intermittent background noise such as keystrokes or doors, etc.). Noise

removal must be undertaken on continuous background noises. If an intermit-

tent noise or an unwanted sound is used to process the noise profile, part of

speech using the same frequencies can be lost.

At this stage, segments containing real silences must be manually identified

by listening to them. Using my tool, candidate segments can be played and

appraised at will using a command line interface (four keys: play, previous,

next, select). Once a silence is identified selected for a document, the process

1A sample is a data point. For a signal recorded at 44.1kHz, 1 second contains 44100
samples, or a sample is generated once every 0.023 millisecond.
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is repeated for the next document of the corpus.

The noise profiles of the selected noise segments are computed and used to

remove noise in the audio document using spectral subtraction2.

The process can be repeated to further reduce the noise in the signal (at each

step, the noise profile will be trimmed of the previous prominent parts, therefore

allowing removal of quieter elements). However, applying noise removal too

aggressively can result in a loss of information, e.g. leading to a distortion

of the speech when noise and signal frequencies are close. The process is

usually applied once, twice or thrice.

6.1.3 DC offset removal

The audio signal recorded by a microphone can sometimes be shifted. That is,

the mean amplitude of the centre of the recorded waveform is not equal to zero

but positive or negative. This shift, usually slightly offset at most, can generate

two types of anomalies. The first type, clipping corresponds to the lost of the

loudest part of the signal. While any clipping in a signal is a loss of information,

processing of a signal with an offset can also generate clipping (e.g. loudest

parts during volume normalisation). The second type, distortion corresponds

to the alteration of the frequencies. These two types of anomalies affect further

processing and audio features describing the signal.

DC offset, also called DC bias, is the shifting of the mean amplitude of the

audio recording. DC offset is more easily visualised in figure 6.3. The red

2This was performed with the Sound eXchange utility (SoX) - an open source cross-platform
command line software.
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Silence (2 seconds). Speech (one speaker, 1.3 second).

Figure 6.2: Visualisation of the energy distribution of audio segments.
Time is in the horizontal axis, frequency in the vertical axis, and the intensity

of the signal is represented by colours (Black: low, red: high/loud). Signal
levels: speech=28.56 dB, silence=45.18 dB. Difference=16.62 DB RMS.

sinusoid wave is a signal with a DC offset. In an audio file, the signal above the

dashed line would be clipped (i.e. lost). The black sinusoid is the same signal

with the offset removed: it is now centred on zero, without loss of information.

DC offset removal is done by computing the offset (the mean amplitude of all

samples) and subtracting it over the whole signal. DC offset is calculated using

equations ( 6.1, 6.2), where n is the total number of frames in the signal, and

Ai is the peak amplitude at the ieth frame. This step removes the DC offset to

set the mean amplitude at 0.

offset =
n∑

i=1

A(i)
n

(6.1)

Anorm(i) = A(i) + offset(i) ∈ [0, n] (6.2)

The removal of the offset cannot recover lost data (such as clipping in case of

very high offsets), but it will correct distortions.

This step does not require human intervention and it was automated and im-
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Figure 6.3: DC offset removal.
The shifted signal is in red and the normalised signal is in black.

plemented in my audio pre-processing utility.

6.1.4 Normalisation

Audio recordings have different recording volumes, e.g. depending on the lo-

cation of the recording device. In order to optimise the dynamic range used

to compare recordings made in different condition, they need to be set to the

maximum amplitude available.

The normalisation of the amplitude of a signal is a modification of its amplitude

to a specific value, usually to a value (±1dB) set below the maximum amplitude

(0 dB) to allow for a safety margin for further processing. In doing so, the

signal is amplified3 (differences are exacerbated) but its information remains

the same. Normalisation is performed to assure homogeneity of the measures

across documents. Mutatis mutandis, normalisation is a sort of zoom over the
3Normalisation to lower values is possible but of no interest for the context of this work.
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data akin to visualising a picture in full-screen.

The normalisation change aspects of the recording, e.g. its volume, but does

not impact relative measures such as the noise ratio (SNR, see section 4.2).

Similarly, features extracted for prosodic analysis are not negatively impacted

by this transformation, the wider range (space) usually allowing better preci-

sion.

Normalisation (see equations 6.3 and 6.4) of an audio recording is the applica-

tion of a constant gain g to each frame A of the whole recording while avoiding

any clipping (the audio signal going past the maximal value that can be stored,

leading to loss of information). In this work, normalisation level (lnorm) was set

at -1 dBFS.

g = nmax
i=1

lnorm − |A(i)| (6.3)

Anormalised(i) = A(i) ×
(

lnorm

g

)
(6.4)

Equations for the normalisation of audio recordings, where

A(i) is the amplitude of the ieth segment of the recording.

A visualisation of the process applied to a speech segment is provided in figure

6.4.

This step does not require human intervention and was automated as part of

the pre-processing utility.
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Figure 6.4: Comparison of a signals before and after normalisation.
Reference signals (top) are presented with their corresponding normalised

signal (bottom). The left image presents the signal using the numerical value
of the samples, the right image using a scale in dB.

6.1.5 Segment extraction

A last step was performed for speaker-specific audio analysis. Audio docu-

ments were segmented based on manually generated or automated annota-

tions. Timestamps were loaded and converted from each format to a common

representation and the corresponding segments generated using a script.

Each segment was normalised and labelled (document, start_time, stop_time,

speaker).

6.1.6 Automation

A tool was created to automate the preprocessing of whole corpora:

audio_corpus_preprocess 4.

Recordings of a provided corpora are detected and each is iteratively pro-

cessed. DC offset removal and normalisation are automatically applied, and

4https://gitlab.com/pierre.albert/toolbox/-/blob/master/audio_corpus_
preprocess.py
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potential silences are extracted. Potential chunks of silences are previewed

and can be navigated though a simple command line user interface. Once a

chunk is validated as a silence, the noise reduction is automatically applied.

As with other software I created for this PhD, this tool is open source: the code

and the associated documentation is available online.

In fact this tool was shared and used by a fellow student for the preprocessing

of audio recordings from the Carolinas Conversation Collection [Pope and B. H.

Davis 2011], a corpus of recordings of patients with Alzheimer’s disease and

dementia, and of newly collected corpus of dyadic conversations between a

researcher and patients with AD performing a map-task.

6.2 Data annotation

I present in this section the different annotations that were produced for this

work. I first describe ELAN, a tool facilitating the manual annotation of dif-

ferent elements before describing further steps: diarisation, trancriptions, and

anonymisation.

6.2.1 The ELAN software

The EUDICO Linguistic Annotator (ELAN) software [Nijmegen: Max Planck In-

stitute for Psycholinguistics, The Language Archive 2021] is an annotation tool

dedicated to the annotation of audio and/or video documents. It is developed

by the Max Planck Institute for Psycholinguistics, The Language Archive, Ni-
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jmegen, The Netherlands. 5. ELAN is part of a set of tools (called Language

Archiving Technology) dedicated to language analysis and it is being devel-

oped for more than 10 years.

ELAN allows the control of the audio being played and provides a visual inter-

face, a timeline, to create and modify annotations. An example is provided in

figure 6.5 presenting a sample from a meeting. In this example, a segment is

selected (in purple), showing the corresponding audio and annotations.

6.2.2 Speaker diarisation

Automated speaker diarisation is not a solved task. Its application requires

complex processing of audio signals which is influenced by the quality of the

recordings and the speakers (e.g. child speech is more challenging than adult

speech). I therefore needed to evaluate the performance of this step as part

of my evaluation of the capacities of the automation of the assessment of the

CPC. In order to set a reference for the evaluation of the automated processing,

a gold standard of the interactions during dialogues was required.

I therefore segmented and diarised participants’ speech in the VICO subcorpus

in addition to a set of internal team meetings6 using the ELAN software (see

section 6.2.1).

Speaker diarisation of a conversation, i.e., an audio document, is undertaken

in two steps: first the segmentation, then the attribution of the speaker identity.

5https://tla.mpi.nl/tools/tla-tools/elan/
6These meetings were the first material available to conduct my tests and investigations.

They were collected regularly alongside the development of the CUSCO device during my
work until the lockdown.
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Figure 6.5: Interface of the ELAN software.
An internal team meeting is shown with the combined manual and automated

annotations. The interface is divided in horizontal stripes: the top section
contains controls for playback, navigation and annotation. The central stripe

contains a waveform visualisation of the signal. The bottom contains the
annotations, grouped in tracks, e.g. for each speaker, types of interaction,

generated annotations, etc.
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The segmentation sets the beginning and end boundaries of each segment of

speech. For this work, I used the first audible vocalisation to mark the start of

a segment, and the last vocalisation without echo to mark the end. Since the

VICO corpus was recorded across different places, the recording conditions

differed widely and some recordings had short echoes of a few milliseconds.

While this was done consistently to avoid variations caused by differences of

recording conditions, there is three orders of magnitude between the typical

duration of vocalisations (seconds) and the potential variations due to echoes

(milliseconds). This further reduce the risk of an impact of inconsistencies and

variance in the segmentation.

Speaker attribution is the assignment of a speaker to each segment. Manual

annotation of dyadic interactions is fairly simple, although persons with similar

voices can lead to uncertainties. Additional participants further complicate the

task.

Remaining non-annotated parts of the audio document correspond to silences

or pauses.

In total, I annotated 19230 segments in the VICO subset for a duration of

7:33:40 (453.66 minutes), i.e., a mean of 42.38 segments annotated per minute

of audio. Detailed numbers by modality of consultations are provided in table

6.1.

6.2.3 Transcription

Transcripts of the interactions were required to complement the observations

of non-verbal behaviours. They help to complement to the analysis of speech
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Set Duration Annotations segment/min

Total 7:33:40 19230 42.38
Face-to-
Face 3:19:14 8692 43.68

Telephone 2:15:01 5361 39.71
Video 1:59:25 5177 43.32

Table 6.1: Segments annotated in the VICO subset.

patterns to investigate internal structures at the level of individual turns or se-

quences of turn (i.e. exchanges), allowing to relate non-verbal behaviour with

the verbal content of the interaction.

I transcribed two sets. To have an initial reference in the beginning of my inves-

tigations, I first transcribed a set of internal team meetings. They were used to

develop the computational tools and perform the initial tests while medical data

was not yet available. Once available, I then transcribed a subset of dialogues

from the VICO subset. These transcripts are time-aligned Strict-Verbatim Tran-

scription, i.e. the transcribed text is linked with annotated segments. A sample

is provided in figure 6.5 (tracks N and P). I manually created these using the

ELAN tool. While beyond the scope of this work, such transcripts can be gen-

erated using automated speech recognition (to a certain extent, the error rate

depends on many factors such the quality of the recordings).

The VICO subset was later transcribed by a professional company. These tran-

scripts were different: the whole corpus was transcribed into Clean Verbatim

Transcription but produced transcripts were not time aligned.

Some of the INCA corpora were transcribed into time aligned Strict-Verbatim

Transcription. They were created by an untrained annotator and a clean-up

was therefore required.
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Cleaning-up transcriptions includes the correction of misspelling and mistakes

and the normalisation of the codes used for para-verbal elements, such as

throat-clearing. The task of transcribing documents is tedious, and a revision

of the transcripts by a second person to check for mistakes is usually beneficial

(e.g. words or sentences not fitting in the context).

6.2.4 Anonymisation

The different corpora of medical communication accessed during this project

reflect a range of clinician-patient and clinician-clinician interactions. Being

highly sensitive, CPC contains personal information and thus falls under the

definition of health data of the GDPR, subjecting such datasets to stricter con-

straints, notably to secure the data.

Other datasets, while not featuring real interactions and thus not containing

sensitive data of medical nature, used simulated interactions that were col-

lected under the condition that any use for academic purposes beyond the

initial goal was to be done on an anonymised version of the data.

Two factors imposed the anonymisation of all the corpora used in this work but

the self-collected meeting corpus.

GDPR

The first factor was the introduction of the GDPR [Council 2016] and its en-

forcement in the Republic of Ireland following the transition period. As men-

tioned above, the ethical application for the different collections regarding data
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sharing followed the precedent legislation, and the resulting design and guide-

lines, and notably the collection of participants consents, were rendered obso-

lete for every corpus collected or accessed under the INCA project. Although

this EU regulation was implemented both in Irish and British legislations during

this work, only the INCA study was impacted. The protocol of the VICO study,

with stricter dispositions, allowed to pursue the study under the corresponding

new regulation in the United Kingdom.

The review of the different corpora was conducted and submitted by the INCA

researchers in Trinity College Dublin (TCD). The final status of the different

INCA corpora is provided in table 6.2. The required deletion of original data

for the majority of the corpora led to the loss of most audio recordings. While

semantic analysis was still possible on derived data (anonymised texts and

time-aligned transcripts), this hampered any non-verbal processing, at the core

of my work.

Corpus Action required Original
data

Derived
data

INCA-SNM
resubmission of research

ethics applications,
anonymisation

pseudo-
nymised

anonymised
transcripts

INCA-GP
resubmission of ethical

application, re-collection of
consent

deleted none

Table 6.2: Status of the INCA corpora after application of the Irish GDPR.

While the INCA-SNM dataset does not contain real interactions but simulated

exercises, it was considered as health data by the research Data Protection

Officer of TCD for the submission to the Irish Health Research Consent Dec-

laration Committee (HRCDC). As a consequence, the corpora were secured
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and managed as such after the review.

VICO subset data sharing

The second factor was a consequence of the cooperation with the ISO 24617-2

revision task group. Opportunities were investigated for a joint project pursuing

the work of the INCA project. Building on this work, the research goal is to

investigate the use of the ISO 24617-2 Dialogue Acts annotation scheme [Bunt

et al. 2012] to assess the semantic content of medical dialogues.

Following a proposal submitted to a UK-German funding call, for which I was a

co-redactor, access to the data for initial investigations was expressed by the

team of dialogue experts, and the possibility to share the subset of the VICO

corpus created in this work was allowed under the condition of its anonymisa-

tion.

Audio recordings can only be pseudo-anonymised7: even with personal infor-

mation removed, the voice of a participant may still be recognisable. Pseudo-

anonymised data cannot be considered anonymised data and should therefore

be managed as sensitive data (e.g. combining its use with encryption).

All 60 time-aligned transcripts of the VICO subset created in this work were

anonymised by removing personally identifiable information: named entities

(patient’s and doctor’s name, practice name, workplace, name of relatives,

etc.), personal information (e.g. date of birth), medical data (e.g. results of
7In this work, pseudo-anonymisation is used distinctively from pseudonymisation. Pseudo-

anonymisation is the anonymisation through the removal of personally identifiable information
while keeping information that cannot be altered without rendering any processing impossible
but could potentially remain identifiable (i.e. speech). Pseudonymisation is the replacement of
identifying information by derived and broader information (e.g. date of birth will be replaced
by year of birth).
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blood tests), and study’s identifiers (e.g. GP and practice ID) were replaced

by randomly generated IDs. To retain the semantic information for dialogue

analysis, each piece of information was replaced by a general label descriptive

of its category (e.g. ⟨month⟩, ⟨patientname⟩, ⟨workplacename⟩).

Although the recognition of identifiable information can partly be automated

using natural language processing technics (such as rule based patterns or

named entities recognition), this step is difficult to automate and must be thor-

oughly verified (each transcript was double checked and revised by an external

researcher.). The automation of anonymisation was therefore deemed beyond

the scope of this work.

6.2.5 Annotation: polarity of the quality of the interaction

In order to set a tentative reference for the quality of the students’ interactions

in the INCA-SNM dataset, I annotated the polarity of the interaction at the

session level in 56 sessions of the 2016 cohort.

I extracted relevant information from the self assessment reports written by the

students along two axis, the technical and the communicational performances.

I therefore defined two variables:

Communication evaluating the communication with the patient;

Task evaluating the performance of the medical intervention.

Each variable is assigned a polarity: positive, negative, or neutral.

Positive polarity was assigned when the student noted and described good

behaviour, with no major mistake and no more than two minor mistakes. I
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considered major any mistake leading to a failure of the task or bad practice

(e.g. taking blood pressure reading, hands not washed, performing an act

without asking the permission to the patient). Neutral polarity was assigned

when a single major mistake was made. Negative polarity was assigned when

multiple major mistakes happened.

This evaluation has multiple limitations. I do not have a medical expertise nor

am I an expert in communication during medical encounters. My evaluation

was therefore based on prior knowledge, the description of the task, and the

combined description of expected behaviour in the collection of reports. A fur-

ther limitation is that the evaluation is based on the mistakes described by the

students. Part of the evaluation by the school is based on the ability of the

students to identify and judge the mistakes that were made. Therefore, major

mistakes may not appear in the student’s assessment. This was somewhat mit-

igated by identifying the lack of description of critical steps (e.g. not describing

the steps of how the temperature was taken).

6.3 Non-verbal behaviour: speech, silences and

turn taking behaviour

In the previous sections, I described the preparatory steps for the analysis of

the data. I will now present how it was analysed.

The first part of my analysis of medical interaction was the analysis of the non-

verbal behaviour of the participants in terms of speech, namely, silence and

turn-taking behaviours.
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Non-verbal analysis of the discourse structure has been previously applied to

medical interactions. Luz [2012a] used the definition from Sellen [1992] to

observe the conversational structure of patient cases discussion during multi-

disciplinary team meetings. A segmentation algorithm with a 5-fold cross

validation experiment was performed to automatically detect boundaries be-

tween patient-case discussions using a horizon (context) of 5 vocalisations.

Luz [2012a] obtained good results over the stronger baseline (set by a Hidden

Markov models (HMM) with a proportional thresholding strategy to mitigate

under-prediction), Pk=28.1% WD=34.7% against the baseline Pk = 38.7% and

WD = 47.3% (lower is better).

In its application to medical dialogues, turn patterns analysis has been inves-

tigated by some researchers. For instance, the concept of turns is defined

and used in the RIAS. As mentioned previously however (see sections 2.3.2),

these studies and frameworks suffer from a common issue: while the concept

of speaker turns is quite common, the turn is not precisely defined which has

led to differences in interpretation. As an illustration, a critical review of the ex-

isting issues in the RIAS pointed to this specific problem [Sandvik et al. 2002].

Focusing on works on the automation of the assessment having investigated

turns and silences, the turn has been defined in very different ways. Some

studies mentioned the concept without defining it. A turn is a structure that

contains multiple speaker utterances in [J. Park, Kotzias, et al. 2019], a client

and clinician utterance in [Tanana et al. 2016]). Hart et al. [2016] use a rather

crude definition: they sliced the whole interaction using a 20 seconds window

and attributed the to the speaker speaking the most during the interval. A

single study used a precise definition of the term that related more closely to

247



Chapter 6. Methods: Data preparation and analysis

its use in linguistics and dialogue analysis: Mistica et al. [2008] defined a turn

as group of multiple intonation units (vocalisations) dominated by one speaker,

delimited by transition pauses or latching, but also by backchannels, overlaps,

and interruptions.

The theoretical basis for this part of my analysis therefore required to be grounded

on a detailed methodology. Works on the application of language analysis and

linguistics to the content-free measures of vocalisations and silences in dia-

logues by Dabbs and Ruback [1984]; Jaffe and Feldstein [1970] analysed vocal

patterns computationally to extract conversational states in dyadic dialogues

[Jaffe and Feldstein 1970] and further developments for multiparty dialogues

[Dabbs and Ruback 1984].

Sellen [1992] speech patterns analysis is itself based on their works. She

combined their approach with additional modifications in the practical analysis

of dialogues. The resulting method presents precise definitions for the key

elements describing turns and turn-taking behaviour.

I therefore base my analysis on this methodological background, which I further

refine for the analysis of interactions during the CPC.

6.3.1 Objectives

In this part of my analysis of speech, silences and turn taking behaviour inves-

tigates the dynamics of the participants during the clinician-patient communi-

cation. This allows to compare general non-verbal behaviour, e.g. the overall

interaction during a consultation, and local phenomenons, e.g. during different

phases, with specific focus such as on participant specific behaviour.
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Specifically, the objectives are the following:

• To automatically extract sets of parameters that describe the dynamics of

the interaction.

• To describe the general behaviour of participants globally, notably by ob-

serving and characterising the interaction.

• To describe the specific behaviour of participants (patients and doctors)

across types of consultations, and to identify and characterise similarities

and differences associated with the role in the interaction.

• To describe the global behaviour of participants across types of consul-

tations, and to identify and characterise similarities and differences asso-

ciated with the mode of consultation.

• To describe the impact of the mode of consultation on the specific be-

haviour of doctors and patients, that is, to identify and characterise simi-

larities and differences in each type of consultations for each participant.

6.3.2 Definitions

Spoken interactions are constituted of sequences of vocalisations and silences.

A vocalisation is any sound produced through the vocal apparatus (pharynx,

larynx, vocal cords, oral cavity, etc.), or voiced sound. Sequences of vocali-

sations are used during spoken communication (the exchange of information),

simply referred as speech. Two types of vocalisation are distinguished: indi-

vidual vocalisation (by a single speaker) and group vocalisation (by more than

one speaker). In the latter case, communication is generally disrupted.
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An individual turn, or turn, is a sequence of vocalisation and silences by a

speaker. The definition of a turn differs from a sequence of vocalisations in

that it includes short silences. This inclusion of silences merges speaker in-

terventions into a higher level structure, the turn, that represents a period of

communication by a speaker: Sellen [1992] describes a speaker during a turn

as "having the floor". The transition between turns can be a switching pause,

a group switching pause, or simultaneous speech. Note that this differs from

the definition by Mistica et al. [2008] in that backchannels and other short non-

interruptive speech do not end a turn.

A group turn is a turn containing concurrent vocalisations by more than one

speaker. Dabbs and Ruback [1984] present group turns as instances where

individual participants speak at the same time. A group turn ends with a silence

or when an individual turn begins.

Simultaneous speech is speech by another speaker or group of speakers who

are not the current speaker of the turn (e.g. feedback). Interruptive simultane-

ous speech, an overlap, is the transition between turns of different speakers

featuring simultaneous speech (e.g. speaker 2 started speaking and speaker

1 stopped). Non-interruptive simultaneous speech defines speech which does

not lead to a switch of turn.

Silence is the quiet period before, between, and after vocalisations. Types of

silences are classified according to the context: which speaker or group of

speakers spoke immediately before and after. A connectional pause or pause

is a silence between two vocalisations by the same speaker; A group pause is

a silence between two vocalisations by groups of speakers. Individual speak-

ers constituting each group are not considered: communication is assumed
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disrupted during group vocalisations. Therefore a group switching pause is

a silence between an individual vocalisation and a group vocalisation (or the

opposite).

Linguistic feedback are paralingual signals, usually short vocalisations (e.g.

mmh, uh-hu, ok/yeah/yes/no). Feedback has an essential role in the manage-

ment of the interaction, cuing the active speaker to continue and maintain the

conversational discourse (e.g. to keep the floor).

The transitions between turns can be characterised according to the preceding

and following turn takers, as well as to the type of transition.

A speaker switch describes whenever a person (or a group) loses the floor,

and another person or (a group) gains it.

A switching pause is a transition between turns of different speakers featuring

a period of mutual silence (e.g. speaker 1 stopped speaking to let speaker 2

reply).

Switch time is the duration of a transition between two turns, which can be

either a switching pause or an overlap.

6.3.3 Metrics

A set of parameters was derived from the aforementioned definitions by Sellen [1992]:

1. number of individual turns per session;

2. mean duration of individual turns per session;

3. number of group turns per session;
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4. H-value: turn-taking entropy among speakers (see below and equation

6.5);

5. Percentage of time one person spoke;

6. Percentage of simultaneous speech;

7. Amount of non-interruptive simultaneous speech;

8. Amount of interruptive simultaneous speech;

9. Percent of simultaneous speech taking control;

10. Percent of speaker switches consisting of overlaps;

11. Switching time.

Switching time is a continuous parameter grouping overlaps and pauses, i.e.

the time that elapsed between the switch of one speaker to the other. Overlaps

represent negative values (some speech started before the switch of turn), and

pauses represent positive values (i.e. the duration of the silence before the

second speaker took the floor). Therefore, a negative switching time points at

a turn-switching behaviour with overlaps, and a positive value points at persons

waiting for the other to stop before taking the floor.

The turn-taking entropy among speakers is noted by the H-value (equation

6.5) [Dabbs and Ruback 1987], i.e. the average distribution of probability based

on the percentage of time occupied by each speaker’s turns. The H-value can

be understood as the uncertainty of who has the floor at any given time. In the

context of this work, dialogues between two participants, this value is minimal

(H = 0) if one person talks all the time (no uncertainty). At the opposite, the
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distribution is maximal (H = 1) if both participants hold the floor for an equal

number of turns. (0 < H < 1). The duration of the turns is not taken into

consideration for this metric.

Part of the turn-taking-behaviour parameters defined by Sellen needed to be

adapted. The experiment in Sellen [1992] used a collection of meetings of pre-

determined length. As such, quantisation metrics in their original definition do

no take into account the duration of the interaction. Therefore, all the param-

eters which use a simple quantification are automatically skewed. I therefore

replaced affected parameters by their corresponding time-corrected counter-

parts:

• number of individual turns per minute

• Percentage of non-interruptive simultaneous speech over the whole in-

teraction

• Percentage of interruptive simultaneous speech over the whole interac-

tion

• number of group turns per minute

6.3.4 Automation

The preprocessing steps for this analysis can be fully automated, first by de-

tecting speech and attributing speakers (diarisation, see 6.2.2), then by ex-

H = −
∑

(p(i) log(p(i))) (6.5)

where p(i) is the proportion of the total number of turns in the
session taken by person i.
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tracting higher level structures: turns and pauses.

Detection of speech

Automated diarisation is usually performed in two steps: first detecting speech,

then classifying each segment (attributing a speaker).

The sensitive nature of medical interactions lead to a strong constraint: data

must be analysed offline. However, the best performing software have tradition-

ally been released by the GAFAM8, notably due to their (ethically controversial)

access to massive amount of data.

The results of the diarisation of interaction collected with the system I devel-

oped (CUSCO) are presented as part of its evaluation, in section 4.4.4.

Generation of turns and characterisation of pauses

I fully automated the generation of turns and characterisation of pauses from

diarised documents, either manually produced (e.g. the VICO subset) or auto-

matically generated (see section 6.3.4).

The most important decision for this phase concerned silences and pauses.

The duration of silences needs to be quantified and filtered using a threshold

to discriminate pauses from internal silence, thus filtering out hesitations and

breathing.

The duration threshold for the classification of a silence into a pause, that is

distinguishing a silence internal to a turn to one delimiting two different turns

8Google, Apple, Facebook, Amazon, Microsoft
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and therefore a part of the interaction, influences the observation. A short

threshold will generate shorter turns, e.g. a single speaker turn will be broken

into a sequence of turns, and a short vocalisation (like feedbacks) may be con-

sidered as a turn. On the other hand, a long duration threshold may obfuscate

shorter turns in a dynamic conversation.

Wlodarczak and Wagner [2014] investigated the consequence of the variabil-

ity of the threshold on the analysis of the interaction, using values between

0.05 and 0.5s. They observed close to linear variations in turn-taking param-

eters, resulting overall in longer durations and lower frequencies with higher

thresholds (except for concurrent speech). They argued for lower values to

obtain better resolution, however, they do not discuss the advantage and dis-

advantage of low vs high resolutions. The value for duration of the interruption

depends on different factors, notably the type and modality of the interaction.

For instance, Luz [2012b] used a lower value (0.9s) in the analysis of face-

to-face team meetings. Looking at investigations conducted on similar types

interactions to CPC, Sellen [1992] used a value of 1.5 seconds in the analysis

of dyadic video interaction, arguing that this corresponds to the mean duration

of a phonemic clause (a basic unit in the encoding and decoding of speech

[Jaffe and Feldstein 1970]).

In this work, I investigate the interaction between two actors, the clinician and

the patient, therefore the focus for the present turn-analysis is less on the inter-

nal structure of each participant’s turn (i.e. how they structured their speech)

than how their turn relates to each others’ (i.e. how the floor changes).

Therefore, by setting a threshold of 1.5 seconds, I define a turn as a sequence

during which a speaker holds the floor, considering shorter silences and vocal-
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isations by the other participant as non interruptive events.

6.4 Non-verbal behaviour: prosodic dialogue anal-

ysis

As part of my analysis of non-verbal and para-verbal communication, prosodic

features relate to the way things were said, i.e. characterising vocal exchanges

themselves.

Speech prosody investigates features of the voice: tone, stress, emphasis, etc.

Looking at the studies in my review of the literature of efforts on the automation

of the assessment of the CPC presented above, a few used prosodic features

(confer sections 2.5 and 2.5).

Relation between prosody and aspects of the CPC

While abstract in nature, the different classes of features can be related with

certain aspects of CPC.

As mentioned above, prosodic features can globally capture the emotional as-

pect of the interaction, they can relate to patients’ attitude and emotions (hap-

piness, sadness, fear, disgust, anger, and surprise/boredom) and signal a doc-

tor’s encouraging patients to express feelings.

Frequency related features mark variations related to general meanings: sur-

prise, authoritativeness, emphasis. Changes in overall pitch can be indicative

of accentuation and demarcation, its range can signal the expression of focus.
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Pitch level can signal the prominence of information. Pitch level and movement

(rise and fall) describe intonation. These features can therefore be related to

the consultation style of the doctor, possibly indicative of other elements such

as segmentation (topics, important elements such as safety netting).

Features related to energy and amplitude can signal difference in the use of

stress task (lexical or emphatic stress). Loudness can be related to elements

of the discourse such as exclamations. This may be relevant for elements

such as signposting: making the structure of the interview clear, using explicit

transitions, etc.

The spectral balance features relate to voice quality: spectral dynamic balance,

spectral static balance, and stability across the frequency bandwidth relate to

a balanced voice. This can be related to speech intelligibility and comprehen-

sibility. Voice quality can be related to marks of respect and interest or trust

building (more intelligible speech).

Temporal features correspond to observations of their evolution in time: stressed

/ unstressed discourse and the presence of accents (strong stress), used to

highlight information. Voiced and unvoiced prosody describes the phonation,

the type of the voice: breathy (i.e. whispers), modal (i.e. normal speech),

creaky, falsetto, etc. This can be related to social aspects: whisper for confi-

dence, creaky voice to mark parenthetical segments but also distance or de-

tachment, falsetto to signal humour, etc. These aspects are potentially markers

for rapport building.

Using global measure captures pragmatic style (how context contributes to

meaning). Once combined, prosodic features can observe factor differences
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across groups. Emotions and attitudes can reflect the psychological state of

a participant. Intonation, stress, and tone directly can relate to how the dis-

course is structured at the presentational level and other discourse functions:

segmenting, structuring, highlighting.

As such, the different aspects captured by each group of features may sup-

port the identification of subjective elements of the CPC and general concepts

found in frameworks of communication in the medical consultation. Concepts

present in the CCG (see section 2.3.2) provide good illustration: building the

relationship, Providing Structure, developing rapport, involving the patient.

6.4.1 Objectives

The objectives for this part of the analysis is to investigate the use prosody

by the participants in the clinician-patient interaction. That is to observe the

general behaviour during the CPC, and similarities and disparities between

participants.

Specifically, the objectives are complementary to the objectives of the turn-

taking analysis:

• To automatically extract sets of acoustic parameters that describe the

dynamics of the interaction.

• To describe the general behaviour of participants globally, notably by ob-

serving and characterising the interaction.

• To describe the specific behaviour of participants (patients and doctors)

across types of consultations, and to identify and characterise similarities
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and differences associated with the role in the interaction.

• To describe the global behaviour of participants across types of consul-

tations, and to identify and characterise similarities and differences asso-

ciated with the mode of consultation.

• To describe the impact of the mode of consultation on the specific be-

haviour of doctors and patients, that is, to identify and characterise simi-

larities and differences in each type of consultations for each participant.

6.4.2 Definitions

Prosody is the acoustic part of speech. It is generally the part of the spoken

language that is not described by typical structures of the written language (nei-

ther by orthography nor grammar). Prosody is described by several features,

such as intonation, stress, tone and duration, whose combination typically sup-

ports the discourse: structuring its elements, signalling a point of focus, or sig-

naling the attitude (or intention) of the speaker. Prosodic features are typically

used in attitude (or emotion) recognition, the literature generally categorises

six attitudes in complement to the neutral one: happiness, sadness, fear, dis-

gust, anger, and surprise/boredom (e.g. these were used in three corpora of

acted emotions: EmoDB, SAVEE, EMOVO [Fasih Haider et al. 2021]).

Prosody is described by four basic elements: intensity, pitch, timbre, and

rhythm.

Intensity is the loudness of the voice (see also section 4.2 for a more detailed

description of the loudness of a signal and its measure).
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Pitch is the accentuation of speech, e.g. to stress a syllable. Pitch movements

are called tones: a falling tone usually occurs when the speaker stops talking,

a rising tone is typically used to signal questions.

Timbre (or voice quality) correspond to the spectral characteristics of the voice,

and is described by the distribution of the spectral energy of the signal (the

energy of the signal at different frequencies of the audio spectrum).

Rhythm is the temporal dynamics of speech, and can be described as the

timing of successive vocalisations.

The combination of these elements is used to produce different linguistic func-

tions:

Stress is an accentuation. In the production of speech, stress can be of two

types. First, lexical stress (or tonic stress) describes the emphasis put on the

syllable normally accentuated in a word (e.g. patient.), or the words normally

accentuated in a sentence (e.g. Would you like a new appointment). Second,

prosodic stress is the accentuation applied to a specific part of an utterance to

set its focus (e.g. ) or change its meaning.

Intonation is a general property of an utterance. It generally corresponds to

the form of a sentence, e.g. a statement or a question.

6.4.3 Metrics: prosodic features

The study of the use of prosody by participants in a dialogue has been applied

to the medical domain for different purposes, based on different features sets.

For instance, de la Fuente García [2021] used prosodic features to perform
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diagnosis of different conditions: explored to monitor progression in the context

of neurodegenerative disease.

Different methodologies are present in studies that used prosodic features in

automated analysis of the CPC.

One of the closest application to my work is found in a system report by Liu et

al. [2016]. Prosodic features were used to assess medical communication by

students and give them feedback on good and bad behaviour. Not included in

the review since no evaluation is reported, the authors used two features: vol-

ume and pitch. These two metrics have particular issues. Volume is inherently

a complex feature to control for: any variation in the environment will impact

it (distance to the microphone, angular positioning, size of a room, software

configuration), therefore the recording conditions must be exactly the same to

avoid variations that would not be related to the speaker. The pitch illustrate

limitations differing in nature: pitch is naturally different for each person, e.g.

women voices are generally higher pitched than men. Any use of this metric

to compare averaged values over whole documents is therefore meaningless.

Too little details are provided by Liu et al. [2016] to know how the metrics were

used. The computation of these markers at a frame level tends to indicate

searches of local variations. However, the implementation seems to have been

done on the premise that rapport is associated with louder speech and lower

pitch. Taking into account these limitations, it is therefore not surprising that

prosodic features were found difficult to interpret by the students (Reported

feedback by students that they wanted reference/target values seems equally

nonsensical).

Another work by Manukyan et al. [2018] extracted prosodic features to clas-
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sify conversational pauses. They used 17 audio features: the full set of MFCC

5thirteen features) together with zero-crossing rate energy, energy entropy and

spectral entropy. The audio signal was segmented into 50 ms frames (with

25 ms overlap) which were aggregated into non-overlapping intervals of 0.5-

seconds. Each feature was extracted and then computed into five statistical

aggregators (minimum, maximum, mean, median, standard deviation), result-

ing in 85 audio features (17x5) per interval. However, no assessment of these

features (e.g. usefulness or significance) was done beyond their global signif-

icance for the classification of speech vs silences. As such, this consideration

combined with the specific purpose of this study leads me to consider the set

too taylored for the task.

The choice of the feature set is influenced by the objectives of the investigation

as well as determining the possible applications (e.g. loudness for silence

detection). However, a specific selection is first difficult to determine without

prior knowledge of the expected usefulness of the features, and second it limits

the possibilities to compare studies on prosody that uses different features.

I therefore advocate for the use a common generic acoustic feature set. A

standardised feature set has multiple advantages: the results are replicable

(the same features can be extracted in the same way), and generalisable (the

features are not tailored for the study). Using a generic acoustic feature set

can also improve the reliabity of the results due to theoretical soundness of the

features, having been designed by experts in psycholinguistics. This in turn

sets a shared common ground, providing consistency of the reported results

and continuity with previous and future investigations.

Different prosodic features sets exists for computational paralinguistics tasks.
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I will now discuss a few of the most commonly referenced:

The Multi-Resolution Cochleagram (MRCG) [J. Chen et al. 2014] is a set that

was created for robust speech separation, i.e. separating speech from other

sources, using noisy data. The 768 features were selected to mimic the human

auditory filters, based on four levels of resolution (one high resolution level to

encode local information and three lower resolutions for spectrotemporal con-

texts at different scales). Delta (∆) and double-delta (∆∆) features are gener-

ated to capture temporal dynamics. The design to replicate the way humans

process sounds makes this set more relevant for physiological or acoustic stud-

ies (although it had been used in voice activity detection, speech separation,

or emotion recognition).

The emobase acoustic feature set [Florian Eyben, Wöllmer, et al. 2010] was

designed to serve as a common ground for an evaluation of live emotion recog-

nition [Schuller et al. 2009]. This set contains 988 features per speech segment

(first level functionals of low-level descriptors such as mel-frequency cepstral

coefficients, voice quality, fundamental frequency (F0), pitch, etc.), while its

evolution contains 1,582 features (emobase2010). The set is also quite large

and directed toward investigation of detailed prosodic elements.

The ComParE 2013 feature set [Florian Eyben, Weninger, et al. 2013] is a

step further in this direction. It was developed for the Computational Paralin-

guistics Evaluation, a campaign for the evaluation of social signals in speech

(conflict in group discussions, autism, emotions), and it was designed as a

brute-force approach to the analysis of prosody: it comprises 6,373 features

based on the combination of audio low level descriptors with functionals, from

which zero-information features were removed. By design and in its objectives,
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such approach do not discriminate useful features and this set is ill-suited for

the task of my work.

I therefore selected a much more restrained feature set: the Geneva Minimal-

istic Acoustic Parameter Set (GeMAPS).

Geneva Standard Parameter Sets of audio features: GeMAPS and eGeMAPS

The GeMAPS [F. Eyben et al. 2016] is a tentative move toward the standardi-

sation of audio features for speech analysis. The sets were selected by voice

and speech scientists and both sets are in widespread use since their release

(a simple search on the generic library Google Scholar returns respectively

750 and 540 results at the time of redaction, 2021). During the selection, each

parameter was evaluated based on three criteria: the potential to index phys-

iological changes in voice production during affective processes (i.e. how the

sound is physically produced by a human), a scientifically validated practical

potential (i.e. its frequency of successful use in studies), and its theoretical

significance.

Two sets of low level descriptors were standardised.

The GeMAPS is a minimalistic set using the most important prosodic, excita-

tion, vocal tract, and spectral descriptors. It consists of 62 features per speech

segments.

The Extended Geneva Minimalistic Standard Parameter Set (eGeMAPS) con-

tains every parameters of the GeMAPS with the addition of seven parameters

(dynamic parameters and cepstral descriptors). The additional features of the

eGeMAPS are targeted for the recognition of affect, as they were found to in-
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crease accuracy for this task: dynamic parameters and cepstral parameters9.

The eGeMAPS contains 88 features per speech segment. Both sets use a

symmetric moving average filter over 3 frames (60ms) to smooth each feature

over time.

The GeMAPS contains eighteen low-level descriptors grouped in three cate-

gories and a distinction between voiced and unvoiced segments: the frequency

related parameters, the energy/amplitude related parameters, and the spectral

(balance) parameters.

Six frequency related parameters:

Pitch logarithmic F0 on a semitone frequency scale (semitone 0=27.5 Hz);

Jitter deviations in individual consecutive F0 period lengths;

Formant 1, 2, 3 - frequency centre frequency of first, second, and third for-

mant;

Formant 1 - bandwidth bandwidth of first formant.

Three energy and amplitude related parameters:

Shimmer difference of the peak amplitudes of consecutive F0 periods;

Loudness estimate of perceived signal intensity from an auditory spectrum;

Harmonics-to-noise ratio (HNR) relation of energy in harmonic components

to energy in noise-like components.

9A cepstrum is a mathematical tool to identify periodic structures in a signal spectrum. A
spectrum is a series of variable values over a continuous range, such as the audible audio
spectrum or the visible light spectrum.
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Nine spectral (balance) parameters:

Alpha Ratio ratio of the summed energy from 50-1000 Hz and 1-5 kHz;

Hammarberg Index ratio of the strongest energy peak in the 0-2 kHz region

to the strongest peak in the 2–5 kHz region;

Spectral Slope 0-500 Hz, 500-1500 Hz linear regression slope of the loga-

rithmic power spectrum within each band;

Formant 1, 2, 3 - relative energy relative energy of the spectral harmonic peak

at at the first, second, third formant’s centre frequency.

Formant 1, 2, 3 - energy ratio ratio of the energy of the spectral harmonic

peak at the first, second, third formant’s centre frequency to the energy

of the spectral peak at F0.

Harmonic difference H1-H2 ratio of energy of the first F0 harmonic (H1) to

the energy of the second F0 harmonic (H2);

Harmonic difference H1-A3 ratio of energy of the first F0 harmonic (H1) to

the energy of the highest harmonic in the third formant range (A3).

The arithmetic mean and the coefficient of variation (the standard deviation

normalised by the arithmetic mean) are computed for each feature.

Another sixteen functionals are computed specifically for loudness and pitch

(eight each): the 20th, 50th, and 80th percentiles, the range of each percentile,

and the mean and standard deviation of the slope of rising and falling signal

parts.
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All of the previous parameters are applied to voiced segments only, except

loudness. For unvoiced segments, the arithmetic mean of the Alpha Ratio, the

Hammarberg Index, and the spectral slopes (0-500 Hz, 500-1500 Hz) over all

unvoiced segments are computed.

Finally, six temporal features and statistical aggregators finish the set:

Rate of loudness peaks number of loudness peaks per second;

Continuously voiced regions - mean length and standard deviation (F0 >

0);

Unvoiced regions - mean length and standard deviation (F0 = 0; approxi-

mating pauses),

Number of continuous voiced regions per second (pseudo syllable rate).

Therefore, the GeMAPS set contains 62 parameters (18 × 2 + 8 × 2 + 4 + 6).

The EGeMAPS adds the following features:

Seven spectral (balance, shape, dynamics) parameters:

MFCC 1-4 Mel-Frequency Cepstral Coefficients 1 to 4;

Spectral flux difference of the spectra of two consecutive frames; Frequency

related parameters:

Formant 2-3 bandwidth added for completeness of Formant 1-3 parameters.

As for the GeMAPS, the arithmetic mean and coefficient of variation are com-

puted for each feature. In addition the follwoing voice/unvoiced regions related

parameters are included:
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MFCC 1-4 in voiced regions ;

Spectral flux in voiced regions ;

Spectral flux in unvoiced regions (arithmetic mean only).

The final addition is the equivalent sound level, a single value quantification

of the average sound level integrating and converting the per-frame RMS en-

ergies to a logarithmic scale. In total, the EGeMAPS contains 88 parameters

(62+14+11+1).

6.4.4 Automation

This second part of the analysis of non-verbal behaviour is based on the pre-

vious part, and therefore it is based on the same pre-processing steps to pre-

pare the recordings of clinician-patient encounters: cleaning and normalisation

of the signal and speaker diarisation. The automation of the extraction was de-

veloped on a dataset of internal team meetings (collected with the CUSCO

device) and then applied to the VICO corpus.

The features are extracted over vocalisations during speakers’ turns. In order

to minimise errors caused by previous automation steps, I based the analysis

of the CPC interaction using prosodic analysis performed on the golden truth,

i.e. manual annotations.

Each interaction was automatically segmented into speaker-specific segments

which were then processed. The features were extracted by interfacing the

openSMILE tool [Florian Eyben, Wöllmer, et al. 2010]. openSMILE was de-
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veloped to support works on speech prosody and standard feature sets are

provided to ensure the same extraction and analysis across studies.

The process is part of the utility developed alongside this work and the code

and the associated documentation is available online on an opens source li-

cence. It has not however been used by other researchers to my knowledge at

the time of redaction of this work.

6.5 Semantics

Semantics is the main channel of the exchange of information. The exploration

of semantics in CPC relates .

While not directly linked with the present work, semantics were investigated in

multi-party interactions as well as in the INCA-SNM corpus. It was undertaken

in cooperation with other researchers to investigate information visualisation

(TeMoCo, [Sheehan, Albert, et al. 2019-06-05.07] and TeMoCo-doc [Sheehan,

Luz, et al. 2020]). Transcripts of multi-party interactions were analysed to ex-

tract the repartition of spoken interactions by participants and the salient words

corresponding to each segment and participants. The result was organised in

a visualisation encompassing the whole interaction to present an initial tempo-

ral summary to an assessor.

My contribution was to process the data and perform semantic analysis of the

interaction to identify and extract and salient words. Additionally, I processed

the ratio of speech between the two speakers based on the spoken words. I

must stress that this was only partially automated, and some steps of the task
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were performed manually (i.e. transcription, linking speakers’ turns with self

assessment reports).

Saliency refers to the prominence of the terms, i.e. the noticeable words of

the interaction. In this context, the prominent terms were the one with the best

capacity to describe the interaction: ongoing tasks, topics.

My analysis was based on a subset of 15 manual transcripts done by recruited

students of the Trinity College Dublin. Time alignment of extracted salient

words for each segment and the corresponding section of the transcripts were

generated alongside the analysis.

The visualisation, implemented by Shane Sheehan, is provided in 6.6. It is

divided in two panels. On the left is the visualisation of the different seg-

ments (columns) and salient words for each speaker (cells, the same colour

is assigned for the same speaker). On the right is the transcript, in which the

speakers utterances corresponding the the selected segment (grey cell) are

highlighted, that is the salient words were linked to the corresponding utter-

ance in which they appeared.

I first pre-processed the transcripts: cleaning (correcting mistakes and mis-

spellings), formatting (normalisation of the format, speakers attribution, and

paraverbal elements (cough, vocalisations)), and correcting the transcripts of

erroneous sections.

I then analysed the semantics of speaker turns. Different text analysis methods

exist to find salient words.

A first naïve approach is to set a white list regrouping the words of interest. This

however limits the investigation to pre-set elements and excludes unexpected
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findings.

I first processed saliency based on the raw document frequency which pro-

vided uninformative results. A simple implementation returns uninformative

results, namely the most frequents words in English.

The next step was therefore to remove stop words. Stop words are common

words, mostly function words, that do not carry meaning in themselves, such

as "the", "that", "who", etc. While the concept is widely accepted, the precise

list can differ across implementations. In this work I used the list provided

by the Natural Language Toolkit combined with the the Stanford’s CoreNLP

list (adding contracted negations and transcription-specific patterns, such as

punctuation marks). Finally, I expanded the list with corpus-specific words

found during the first analysis (e.g. "just", "hmm").

Term frequency-inverse document frequency (tf-idf) is a ponderation method

(a mathematical tool attributing a coefficient) used to find salient words based

on the frequency of words in a document relatively to its frequency in the corre-

sponding corpus (see equation 6.6). TF-IDF returns the terms of the interaction

that are not used, or less, by everyone else, i.e., that would be characteristic of

the student’s style.

tf(t, d) = ft,d∑
t′∈d ft′,d

(6.6)

Document frequency signals terms that are important in the interaction. Addi-

tionally in the present case, terms which are typical of the global set of inter-

actions (e.g. "feeling", "sorry"), good or bad, are similarly significant. Salient

words are not necessarily linked to the document (session) frequency but also
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to the overall corpus. For instance, nurses’ use of introductory and medical

terms are similar in the different interactions. In the same time, the lack of

a specific word could on the contrary signal a missing step (e.g. presenting

oneself).

Figure 6.6: Prototype of the TeMoCo visualisation.

A follow-up of this work was done with the 5.1.2 corpus. This follow-up of the

TeMoCo visualisation study was focused on the representation of dyadic inter-

actions. In this work, the salient words and utterances were themselves linked

with parts of the self-reflexive reports refereeing to noticeable events of the

interaction (mistakes, good or bad behaviour). In this development, I refined

the automated selection of salient words using sessions frequencies: speak-

ers’ word frequency (by role, that is the most frequently used words by pa-

tients, e.g., "problem" and by nurses, e.g. "feel"), document’s word frequency

(TF-IDF, e.g. "uncomfortable"), and corpus’ word frequencies (most frequently

used words, e.g. nurses’ and patients’ names). However, a number of unin-

teresting words were also retrieved (e.g. "going", "now") signalling the need to
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tune the combination and balance of the different selection methods.

Nonetheless, the selection performed for the follow-up study generated results

both more interesting and relevant to the task: medical terms (e.g. "tension",

"blood", "headache") and social markers (e.g. patient’s name, introduction).

The assessment of the generated salient words was done manually by the

main researcher and me. Additionally, a search and characterisation of the

missed words would also be required to identify false negatives.

The system was evaluated as a whole by domain experts which were critical

of the shown prototype, notably requesting clarification on the interpretation

of the salient words extracted. The results were published in Sheehan, Luz,

et al. [2020].
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Chapter 7

Results: Patterns identification

and analysis of clinitian-patient

communication

This chapter reports the analysis of interactional patterns using paralinguistic

features for the overall interaction and speaker-specific cues. It presents the

patterns identified in two different parts of the analysis, and their relation to

aspects of medical interaction models and its assessment.

The aim of this chapter is to explore interactional patterns of paraverbal be-

haviour, focusing on the characteristics of speech and multimodal patterns in

the medical consultation (RQ1). It explores the extent to which automatic as-

sessment of the medical consultation can complement existing frameworks for

the assessment of CPC: what type of interactional patterns can be extracted

and identified and how can they complement existing knowledge of aspects

underlying the medical communication (RQ3)?
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To observe the dynamic of the interaction and to characterise how people in-

teract in the CPC, the first part of the analysis investigates the turn taking

behaviour of the participants. Further developing the characterisation of the

paraverbal behaviour, the second part of the analysis focuses on the use of

prosodic features by the participants.

As described previously (see sections 6.2.2 and 6.4.4), the preliminary design

of the analysis was evaluated on a corpus of internal team meetings. The

exploration and extraction of global patterns in CPC consultations was then

performed on the VICO subcorpus (see section 5.1.3).

The use of the VICO corpus has two advantages for this purpose. First, the

set of non-simulated interactions collected during everyday GP consultations

allows the investigation of real clinician-patient communication. Second, the

research question that led to the collection of the corpus can be further inves-

tigated, namely what differences are induced by different modalities of medical

consultations with GPs: FTFC, TC, VC.

The manual analysis conducted by the VICO research team based on the RIAS

(see section 2.3.2) found differences in the content: VC was found to be similar

to TC. In term of quality, an assessment with the RCGP-QI indicator also found

that TC and VC were similar, scoring lower for seeking health understanding

and placing problem in a psychosocial context. Regarding content, both TC

and VC were found to contain less informative statements (fewer problems

raised, fewer exchanges of information).

While the VICO study only investigated the content of the CPC, without in-

vestigating its form, in this chapter I describe how I complemented the initial
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investigation.

In the following analysis, I investigate non-verbal and paraverbal behaviour of

the participants.

I decided to focus on two types of elements of non-verbal and paraverbal be-

haviour

• the turn-taking behaviour and the use of silence and speech;

• and the prosodic features in participants’ speech.

These two analyses complement each other: the analysis of turn-taking be-

haviour describes the dynamics of how participants communicate, describ-

ing the interaction (characterising the sequencing of turns); the analysis of

prosodic features describes properties of participants’ speech (characterising

the content of the turns).

The investigation is reported at different levels:

• the first level investigates the communication of the participants globally,

that is of both doctors and patients in all consultations. This characterises

the communication in the medical consultation.

• The second level separates patients and doctors, investigating differ-

ences in the way they communicate.

• The third level separates the consultations by their mode, that is between

face-to-face, telephone, and video modalities.
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7.1 Turn-taking analysis

In this first section, I investigate interactional patterns in the scope of the VICO

corpora and subcorpora (FTFC, VC, TC).

I observe the paraverbal behaviour of the participants along two axis:

1. the influence of the medical consultation on the behaviour, i.e. the be-

haviour of both participants combined, both generally and in each type of

consultation;

2. the behaviour of each participant (separating doctors and patients), again

observing generally and then by each type of consultation.

7.1.1 Turn-taking behaviour

This analysis is based on speakers’ turns, extracted according to the defini-

tion presented in section 6.3. Turn taking behaviour was extracted over the

three types of consultation allowing direct comparison and global characteri-

sation. The visualisations for each metric are available in section A.2.1 of the

appendix.

Each indicator can be interpreted individually to underline specific aspects of

the interaction. I will therefore first analyse them separately before interpreting

the general picture set by their combination. A visual representation of the

definition of the different terms used in this analysis is provided in figure 7.1.

A serious limitation of this analysis is the low number of consultation (n = 60),

further reduced once separating by mode of consultation (n = 20). As a result,
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the statistical strength of the results is low. Significance levels of a Kruskal-

Wallis H-test, a non-parametric test extending the Man-Whitney Test for more

than two populations (e.g. three types of consultation) that does not require

normal distribution of the variables, are presented in appendix (table A.3).

Four features had p-value bellow the 0.05 threshold: the length of the consulta-

tion, the number of group turns, the distribution of overlap in speaker switches,

and the amount of time with only one person speaking. The amount of non-

interruptive simultaneous speech is just below the significance level once con-

trolled for the multiple hypotheses testing with Bonferroni correction. The ratio

of speech between the doctor and the patient and the amount of simultaneous

speech leading to taking control of the conversation were close to significance

(p-value=0.059 and 0.056 respectively). Finally, the p-values of H-value and

the amount of non-interruptive simultaneous speech are in the lower range

(<0.16).

The distribution of speech (figure A.1) is represented by the H-value, the turn-

taking entropy, i.e. the uncertainty about which speaker has the floor at any

given time (see section 6.3.3). A perfectly balanced distribution of floor be-

tween the two speakers during consultations would be equal to 1, meaning

that both participants hold the floor for an equal number of turns. The H-value

observed in the different types of consultation is similar overall and very close

to a balanced distribution, respectively at 0.91, 0.91 and 0.89 for FTFC, TC

and VC. Even though a slight difference exists for VC, the difference are not

significant (p-value=0.158). The more widespread distribution toward smaller

H-values in VC however could hint at more interactions in which one participant

talked more often.
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The amount of interruptive speech (figure A.2) shows a low amount of interrup-

tive speech, indicative of a globally cooperative interaction. There seems to be

however a slight difference between face to face and telephone consultations,

and a greater gap on video consultations, indicative of even fewer interrup-

tions during remote consultations, however not statistically significant after the

Bonferroni correction. The larger difference on the video consultations could

be explained by a potential lag of the communications (either caused by the

problematic Internet connections as experienced in the VICO study, or by slow

hardware).

A basic fundamental metric, the length of the overall interaction (figure A.3)

provides some insight on the global differences. The metrics underlines ma-

jor differences between the FTFC on one hand, and the remote consultations

(TC and VC) on the other. The remote consultations are generally shorter,

reflecting findings of the literature.

The next set of statistics that was extracted relates to turns: individual turns

(by participant) and group turns (concurrent speech, the participants spoke

simultaneously), either interruptive (i.e. that led the participant interrupting the

active speaker to take the floor) or non-interruptive (i.e. the active speaker kept

the floor). A visualisation of the different dynamics in turn-taking behaviours is

presented in figure 7.1.

The amount of group turns (Figure A.4) shows a limited number of instances

globally. A slight difference exists between FTFC and TC (1.6 vs 1.3), with an

even larger difference for VC (0.7). For this metric, technical differences for

the remote consultations will not impact this metric as is not influenced by the

timing of the events: with a similar behaviour (overlapping turns), a group turn
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Figure 7.1: Turn-taking behaviour between two speakers.
The top track contains the annotated turns of speaker 1, the bottom track

contains the annotations for speaker 2. Turns are materialised by the top lines
(turn 1: speaker 1, turn 2: speaker 1, turn 3: speaker 2, turn 4: group turn). A:

vocalisations, B: silence, C: simultaneous speech, D: pause, E: overlap, F:
switching pause, G: group turn

would still be registered. The VC must therefore be seen as leading to a lower

number of such events.

The mean duration of turns (Figure A.5) is similar across all types of consulta-

tions, between 12s and 14s, with slightly more consistent turn duration in FTFC

and more widespread turn duration in VC. Turns of this duration are typical of

a collaborative dialogue, and consistent with exploratory results found in the

literature (using a different definition of turns, Roter et al. found this indicator

to be 8.4s [Roter, S. M. Larson, et al. 2008]).

The number of turns per minute (Figure A.6) does not show major differences,

at 4.4 turns per minute and staying between respectively 5 and 4.1 for TC and

FTFC. This is similar to results of the literature (3.9tpm in [Roter, S. M. Larson,

et al. 2008]). The consistency of the figure tends to show that the interactivity

remains similar overall. TC and VC show a larger spread around the mean,

leading to a potential influence by individual factors (e.g. personality, socio-

economic aspects).

With respect to the amount of non-interruptive simultaneous speech (Figure

A.7): the global value is low, indicative of a cooperative dialogue with limited
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instances of simultaneous speech not leading to a change of turn. A difference

can be seen for VC, alongside a larger spread of the most frequent instances

to more than twice that of the other two modes. Technical aspects of the VC

such as lag could explain this difference, leading to larger spans of speech

before being able to hear the other person’s speech and reacting to it. The

variability in the lag between the different consultations can also explain the

spread. Consistency of the lag over the duration of the interaction would tend

to validate this interpretation.

The distribution of overlap in speaker switches (Figure 7.3) shows differences

between the three types of consultations. With an overall repartition toward

pauses (74%), the participants of the consultations were globally waiting for

their interlocutors to stop speaking before taking the floor, indicative of a co-

operative dialogue. The ratio is particularly high as compared to regular con-

versations (On three corpora of face-to-face and telephone conversational and

task-focused interactions, the ratio was of 60% [Heldner and Edlund 2010].

This ratio was of 66% for face-to-face dialogues (n = 29) and 52% for tele-

phone dialogues (n = 32) in [Ten Bosch et al. 2005]).

The quantification of the time with only one person speaking (Figure A.9)

shows globally high figures, amounting to 94% of the interaction. Comparing

by type, the FTFC contains slightly less single speaker speech time (93%)

than TC (93.5%) and VC (95%). This is surprising, as discussions with higher

latency - delays between speaking and being heard, such as caused by long

distance calls - tend to induce longer mutual silences 1.

1In a study on the effect of varying amount of latency in discussions on conversational
speech quality, [Hammer et al. 2004] found that larger delays led to an increased probability
for mutual silence while the probability of group talk did not significantly increase.
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The percentage of simultaneous speech for the overall interaction (Figure A.10)

seems globally low (2.5%) compared with figures found in the literature (3.88%

in eight conversational dialogues [Silber-Varod and Lerner 2017]). However

this figure is rarely reported. More simultaneous speech happens during FTFC

than in TC, with VC presenting half the amount in respect to FTFC. The small

amount of overlapping speech is indicative of speakers willing to listen to each

other.

The amount of simultaneous speech leading to taking control of the conver-

sation (Figure A.12) shows interesting results. Globally, the 75% ratio, with

figures between 70% and 85% for the three types of consultations, shows that

participants will let their interlocutor speak when she starts speaking. This is

indicative of dialogues where speakers are predominantly willing to give the

floor (e.g. listening to a new information) instead of going through the turn

(making a point). However, the variations between the three types are unique

in this part of the analysis: VC is similar to FTFC, with TC showing notably

more change of turn for each instance of concurrent talks (85%).

The switching time (Figure A.13), or the time needed for the turn to pass to

the other interlocutor, is the mean duration of switching pauses and switch-

ing overlaps. Switching time is fairly similar (-400ms, ±100ms) and narrowly

spread overall (the interquartile range is negative for all three types). A nega-

tive time is indicative of pauses before turn switches, indicating that speakers

generally wait for their interlocutor to stop before taking the floor.

The ratio of speech between the doctor and the patient (Figure 7.2) is globally

biased toward the doctor (representing two third of the global speech time).

Interaction in FTFC is notably more balanced (60%) whereas remote consul-
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tations feature even longer proportion of doctor’s speech (ratio is respectively

equal to 68% in TC and 70% in VC). The span of values is globally the same

across all three types of consultation, which tends to indicate that no specific

external factors affect VC or TC.

Interpretation

Grouping the results, general aspects of the interaction can be interpreted at a

higher level.

The general structure of turns - mean amount of turns in Figure A.6 and their

mean duration, Figure A.5 - does not show notable differences in mean value

between the types of consultations, and tend to suggest that the participants

adopted a similar behaviour in the three types of medical consultations, in ac-

cordance with previous studies comparing TC and FTFC and the observations

made on their content (Analysing communication in a sample of eighteen con-

sultations, Hewitt et al. [2010] observed that while notable differences were

found, e.g. regarding the number of topics discussed, little fundamental differ-

ence was found between the communicative practices. In a study analysis the

communication quality and the content of 106 consultations, McKinstry, Ham-

mersley, et al. [2010] found that TC were shorter, presented fewer problems

and included less data gathering, while verbal dominance and the balance of

psychosocial, attentiveness and biomedical talk were similar in both modes of

consultation. Victoria Hammersley et al. [2019] observed that the content of

the interaction during three consultation modes were broadly similar with dif-

ferences on specific aspects such as less patient education provided duing TC
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and VC.).

The distribution of speech between the time while only a single person is

speaking and the time when both speakers talk simultaneously (respectively

Figure A.9 and A.10) features very limited overlapping speech, depicting

a cooperative dialogue. While shared globally, the trend across the different

types show that this pattern is accentuated in remote consultations, and even

more so in VC.

Further supporting this observation, the comparison of the two complemen-

tary metrics on the amount of simultaneous speech - interruptive (Figures A.2)

and non-interruptive (Figure A.7) - shows that both have low frequency of oc-

currence. However, it must be noted that while interruptive/non-interruptive

speech is balanced in FTFC (2% each), interruptive speech is replaced by

non-interruptive speech in remote consultations, a phenomenon exacerbated

in VC (i: 1% non-i 3%). Adding the ratio between these two metrics to the in-

terpretation (Figure A.12) continues to depict a cooperative dialogue, with the

majority of overlapping speech leading to a change of turn. With the reduction

of interruptive speech observed in VC, the drop in the ratio can be explained:

the interactions in VC feature a similar amount of instances of a speaker keep-

ing the floor, while the switch is more often done over switching pauses (as

confirmed in Figure 7.3).

The comparison of the patterns of switches - switching time in Figure A.13 and

the ratio between types of switches (Figure 7.3) - provide similar observations.

The three types of consultation show dialogues with speakers waiting for their

interlocutor to make a pause, i.e. finish their turns, before taking the floor. This

tendency to wait for pauses is more marked in remote consultations, and is
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exacerbated in VC, even though the switching time is slightly lower for both TC

and VC as compared with FTFC.

Box-and-whisker plots for individual turn-taking features.

F2F: Face to face consultations

Figure 7.2: Ratio of speech
between the doctor and the pa-
tient.

Figure 7.3: Distribution of
overlap in speaker switches.

Regarding the distribution of turns among speakers as characterised by the H-

value (Figure A.1) and the ratio of speech between the doctor and the patient

(Figure 7.2), two aspects are clear. First, there is an imbalance between the

doctor and the patient. This imbalance is only slightly marked in the number of

turns but becomes more observable in their relative duration. The dominance

of the doctor in the discussion for the medical consultation is a known phe-

nomenon and will be further investigated in the next part of this work. Second,

there is a general similarity between the three types of consultations but with

notable differences. In accordance with the findings of this analysis, the global

similarity of the speech behaviour patterns is consistent for the three types of

consultations, but the remote consultations, and VC especially, show a more
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prominent imbalance.

From the interpretation of these results, we can already observe that different

features of multimodal behaviour were extracted, already providing positive el-

ements to answer the second research question (RQ2) regarding the possibility

to relate them to specific aspects underlying the medical communication.

7.1.2 Speech distribution

In order to investigate the imbalance identified in the previous part of the anal-

ysis, speech distribution was extracted, computing the metrics for each partic-

ipant - doctors and patients separately - over the three types of consultations.

The visualisations for each metric are available in section A.2.2 of the ap-

pendix.

General trends can be observed in all three types of consultations. The number

of turns (figure A.15) is roughly the same for the three types of consultation,

with more spread values in the remote consultations. Overall, doctors have

slightly more turns than patients in consultations.

The characterisation of a cooperative dialogue dominated by doctors can be

observed in how participants take the floor. While both doctors and patients al-

ways use more switching pauses than overlaps to take the floor (figure A.18),

overlapping speech to take control is used much more prominently by doctors

than by patients in the three types of consultations. There is however a large

diminution in the use of overlaps during remote consultations (down from 45%

to 30% in TC and 20% VC), with an attenuation of the imbalance (from a dif-

ference of 20 points - 45% for doctors and 25% for patients - during FTFC to a
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difference of 0.4 points during VC - 20% / 16%).

Figure 7.4: Participants’ percentage of simultaneous speech for the overall
interaction

The imbalance between doctors and patients is reflected in different aspects.

The distribution of group speech between doctors and patients (figure 7.4)

shows a persistent imbalance between doctors and patients across all types of

consultations (doctor: 60%, patient: 40%). Doctors are speaking concurrently

over patients much more frequently, once more indicative of a more dominant

posture in the interaction. While the mean ratio barely change between the

three types of consultations, the interquartile range is much more spread in

remote consultations (this could be explained by varying latencies). A large

imbalance is present in the duration of the turns (figure A.16) in favour of

doctors (+50%). This is consistent across the three types of consultations.

While there was no situation in which the interlocutor was concurrently speak-

ing for more than 10% of the time (figure A.19), the imbalance between doc-

tors and patients is globally present, with doctors having more speech without
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concurrent speech.

Some differences in behaviours introduced by VC are puzzling. Speech dis-

tribution (figure A.14) was fairly similar across types of consultation, but a

counterintuitive difference is observed in VC where patients make more use

of interruptive speech. Similarly, while FTFC and TC show similar patterns of

non-interruptive speech (figure A.17) - occurrences of simultaneous speech

by patients are more often non-interruptive than doctors’ - in VC the situation

is reversed. These last two observations are difficult to explain.

Video consultations therefore seem to introduce specific changes: while the ra-

tio between taking control after a pause and after simultaneous speech (figure

A.21) stays low, indicative of a collaborative dialogue (staying always under

30%), doctors uses systematically more simultaneous speech in FTFC and

TC, to the exception of VC where the two speakers show a similar ratio. On

the transition themselves, switching time (figure A.22) is negative in FTFC and

TC, displaying relatively similar figures (above -500ms). However, VC shows

a large difference between patients at the same level (-600ms) and doctors

having a positive switching time (around 300ms). This is an important differ-

ence, as it implies longer switching overlaps, shorter switching pauses, or a

combination of both.

Global speech patterns in medical consultations were consistent across the

three modalities. The imbalance between doctors and patients is noticeable.

Remote consultations present different patterns for overlapping speech and

switching patterns. VC continues to show more prominent differences and

some specific patterns, especially in switching behaviour.
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In term of practical application for the assessment of the CPC, these results

support the introduction of training specifically targeted at communication dur-

ing remote consultations. Linking found differences with the rise in the use

of remote consultations following the pandemics, the methodology presented

here could help to describe and quantify differences in turn-taking behaviour

in remote consultations compared to face-to-face consultations, to understand

affected aspect and allow clinicians to take them into account.

7.2 Prosodic features in speech

In this next part of the analysis, I characterise the paraverbal behaviour of

participants by analysing speakers’ speech prosody.

Prosodic features are more difficult to interpret directly. They describe specific

properties of speech - for instance the F1, F2, and F3 frequencies are related

to the production of vowels and loudness features are related to the perceived

signal intensity from an auditory spectrum - which in turn, once combined,

can describe indirectly behaviour, attitudes or emotions (e.g. Fasih Haider et

al. [2021] explored feature reduction methods on prosodic features to detect

emotions).

The prosodic features were extracted for each turn over the whole corpus. The

values were then averaged for each recording and analysed using two types

of statistical analysis: the correlation of each feature with observed variances

between types of consultations and participants, and their expressive power

as a whole (see Krenn and Samuelsson [1997] for a complete development of

underlying elementary statistics and concepts).

290



7.2. Prosodic features in speech

Three sets of prosodic features were used: prosodic features were extracted

over vocalisations of each participants, resulting in two sets, one containing

doctors’ speech for each consultation, the other containing patients’ speech.

The third set combines both speakers prosodics features into a global set

related to the general speech behaviour of participants during consultations.

Each set therefore contains 62 features, for each of the 60 consultations.

Theses sets were used to explore variations related to each participant, as well

as their variation in each type of consultation. In turn, the global set contains

combined the features for all participants. It was used to underline types of

behaviour common to both participants, and their evolution in each type of

consultation.

A recapitulation of the complete set of prosodic feature used in this analysis is

presented in appendix ( A.3.2, table A.4).

7.2.1 Differences in the use of prosody per consultation type

The first part of the investigation of prosody during the CPC is an exploration

of its variation in the medical consultation, that is, does the type of consultation

influence the use of prosodic features.

To investigate the significance of each parameter in the prediction of the type

of consultation, an Analysis of variance (ANOVA) was performed on the full

GeMAPS set of features, presented in the previous chapter in section 6.4.3.
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Statistical tests

The three assumptions of the ANOVA were checked (Independence, normality,

equal variance)

The first assumption is verified by the nature of the corpus: interactions were

not related and turns are independent.

The normality is a more difficult assumption. Two tests were conducted over

each subset (FTFC, TC, VC) for each feature: the Shapiro-Wilk test (semi-

parametric analyses of variance, [Shapiro and Wilk 1965]), and the k-square

test (a test of skewness and peakedness, [D’agostino et al. 1990]). Twenty-two

features were found likely to be normally distributed. Eight features were found

not to follow a normal distribution in all three subsets by at least one of the

two tests. Since each set is small (n = 20), I tested for normality using the

Kolmogorov-Smirnov Test (KS Test) (KS) KS Test (i.e. a test of the distance

between the empirical distribution of the set and the cumulative distribution

normal function): 177 out of 186 sets (62 features times three types of consul-

tations) were found to be from a normal distribution with a confidence level of

95% 2. In addition, the ANOVA test is fairly robust to the normality assumption,

notably when using sets with an of equal number of values (Lix et al. [1996]

found that its effect on the false positive rate, type I error, was limited when

groups of equal size are used). This is nonetheless a limitation to this analysis.

The variance was tested using the Bartlett’s test. Forty-two variables over the

total (62) were found likely to have equal variances with a confidence level of
2Rejected hypothesis: HNRdBACF_sma3nz_amean (FTFC, VC), HNRd-

BACF_sma3nz_stddevNorm (FTFC), logRelF0-H1-H2_sma3nz_amean (TC), logRelF0-
H1-H2_sma3nz_stddevNorm (FTFC, VC), alphaRatioV_sma3nz_stddevNorm (Video),
alphaRatioUV_sma3nz_amean (TC, VC), slopeV500-1500_sma3nz_stddevNorm (VC)
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95%. Once again, the ANOVA is fairly robust against violation of the equal vari-

ance assumption (Lix et al. [1996]). This is again a limitation to this analysis.

To try to reduce the variability and deviations from the normal distribution, a

logarithmic transformation was applied on the data for features using either

exclusively positive of negative ranges. This transformation achieved mixed

results, only one significant change was observed: the variance of one more

variable was considered equal across all subsets.

To account for the influence induced by the behaviour or communication style

of participants, the doctors’ IDs were added as a factor of covariance to be

checked for. The patient was not included: multiple consultations were recorded

by each of the doctors, however no consultations were recorded with the same

patient. Over the 62 features, 22 were found to follow a normal distribution.

The result of the Analysis of covariance (ANCOVA) with the ID of the doctor (to

check whether communication style of the doctor could have an influence) is

reported in the last column of table A.5. Features correlating significantly with

the type of consultation under the ANOVA test remain significant when covari-

ance with the doctor performing the consultation was accounted for, except for

one3.

The performance of multiple hypotheses tests induce the risk of statistical type

I errors. To control the family-wise error rate to a standard level (α = 0.05), the

significance of the results is controlled with two procedures:

First, the Bonferroni correction (see equation 7.1 where L is the number of hy-

pothesis (L=62), α is the desired level of confidence (α = 0.05)) is a correction

3F0semi27.5Hz_sma3nz_stddevNorm
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of the threshold to account for the number of tests performed.

pi ≤ α

L
(7.1)

Second, the Harmonic mean p-value (HMP) is a tests performed on the com-

bined group of p-values. (see equations 7.2, 7.3 where L is the number of

tests, w the weight of each test - equal weights were assigned to each test in

this analysis, pi the original p-value).

◦
p =

∑L
i=1 wi∑L

i=1 wi/pi

(7.2)

wi = 1
L

(7.3)

Results

The results for each prosodic feature are reported in table A.5 in appendix: the

first column is the standard name used in the GeMAPS, the next two columns

report the normality tests (three for each subset in the form of FTFC/TC/VC),

the test of variance, the F-value, the p-value for the ANOVA test and finally the

p-value for the analysis of covariance with the doctor (doctor ID). Visualisations

for each feature of the dataset are provided in appendix, section A.3.

In total, 38 prosodic features4 are likely correlated with the global behaviour of

both participants during each type of consultation, and 225 once the Bonferroni

correction was applied.

442 under the non parametric Kruskal-Wallis Test.
523 under the non parametric Kruskal-Wallis Test.
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Groups of general prosodic characteristics emerge from the features that dif-

fered significantly across consultation types. A first group indicative of changes

in pitch relates to the fundamental voice frequency, its value and different parts

(percentiles), as well as its range.6. A related group7 is constituted by spectral

features that also relate to the voice: the value of the centre frequency of dif-

ferent formants, and the variation in the bandwidth of first formant. This is also

indicative of the voice of the speakers.

A third large group8 is related to the perceived intensity of the voice, and no-

tably the variation in loudness, the range between the loudest and quietest

parts, and the mean value and variation in rising tone and falling tones. Some

temporal features are present9, related to the length and variations in voiced

segments, as well as one related to vocal quality10 (mean stability of the voice).

Observing the data, we can see that people tend to use higher pitch in re-

mote consultations combined with a higher range and higher percentiles. The

largest differences are observed between TC and FTFC, VC being halfway be-

tween TC and FTFC. Regarding vocalisations, higher frequencies are present

in remote consultations, with lower variations.

Participants generally spoke louder during remote consultations, a phenomenon

exacerbated in TC. The value and falling slope was similar in VC and FTFC but

6F0semi27.5Hz_sma3nz_amean, F0semi27.5Hz_sma3nz_percentile20.0,
F0semi27.5Hz_sma3nz_percentile50.0, F0semi27.5Hz_sma3nz_percentile80.0,
F0semi27.5Hz_sma3nz_pctlrange0-2

7F1frequency_sma3nz_amean, F1bandwidth_sma3nz_stddevNorm,
F2frequency_sma3nz_amean , F2amplitudeLogRelF0_sma3nz_amean,
F3frequency_sma3nz_amean, F3amplitudeLogRelF0_sma3nz_amean

8loudness_sma3_stddevNorm, loudness_sma3_pctlrange0-2, loud-
ness_sma3_meanRisingSlope, loudness_sma3_stddevRisingSlope, loud-
ness_sma3_meanFallingSlope, loudness_sma3_stddevFallingSlope

9MeanVoicedSegmentLengthSec, StddevVoicedSegmentLengthSec
10shimmerLocaldB_sma3nz_amean
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higher in TC. The rising slope was higher in remote consultations, once again

exacerbated in TC, so were their variation.

Compared to FTFC, participants used shorter voiced segments in VC, with

more consistency, but longer in TC. Finally, the level of shimmer could hint at

lower voice quality in remote consultations.

As such, it appears that participants prosody differs in the different modes of

consultation, and especially between FTFC and TC. Differences in properties

of prosodic cues are difficult to link with specific behaviour. While prosodic cues

are used to express and convey emotions, this could impact the communication

between doctors and patients, for instance making the identification of implicit

elements more difficult.

7.2.2 Differences between patients and clinicians in their

use of prosody

In this test, the observation is set on the difference of behaviour between the

role of the participants, i.e. investigating the use of prosody by patients and

doctors separately.

The independence condition for the ANOVA can be similarly assumed due

to the same arguments: Independence between consultations and between

turns. Only one set of feature out of the 186 failed the Kolmogorov-Smirnov

test of normality11. The result of the tests of the variance was the same as in

the previous section (42 out of 62).

11alphaRatioUV_sma3nz_amean for doctors
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An ANOVA and ANCOVA (checking for covariance with the doctor as a con-

founding factor) were conducted. The results for each prosodic feature are

reported in appendix, table A.6: the first column is the standard name used in

the GeMAPS, the next two columns report the normality tests (three for each

subset in the form of FTFC/TC/VC), the test of variance, the F-value, the p-

value for the ANOVA test and finally the p-value for the analysis of covariance

with the doctor.

The results of the ANOVA are similar: the number of significant features in

the ANOVA was also 3812, 2913 with the Bonferroni correction. However, the

results of the ANCOVA differ greatly: once checked for covariance alongside

the doctor’s ID, the number of significant features dropped to 27.

A visualisation of each feature on the dataset is provided in appendix, section

A.3.3.

Outlining groups of prosodic characteristics, the features describing the funda-

mental voice frequency14 (value, different percentiles, parts of the signal and

range) were significant. This characterisation was already significant for the

distinction between types of consultations The group describing the formants15

was similarly significant, however contrary to the difference between types of

consultations in which the value was important, it is their variation that is im-

portant to discriminate speakers’ roles. Overall, patients’ placed their voice at

1246 under the non parametric Kruskal-Wallis Test.
13no change under the non parametric Kruskal-Wallis Test.
14F0semi27.5Hz_sma3nz_amean, F0semi27.5Hz_sma3nz_percentile20.0,

F0semi27.5Hz_sma3nz_percentile50.0, F0semi27.5Hz_sma3nz_percentile80.0,
F0semi27.5Hz_sma3nz_pctlrange0-2

15F1frequency_sma3nz_amean, F1frequency_sma3nz_stddevNorm,
F1bandwidth_sma3nz_stddevNorm, F2frequency_sma3nz_stddevNorm,
F3frequency_sma3nz_stddevNorm
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a higher pitch and used a larger range, whereas doctors’ speech contained

higher variation in their vocalisation. Dominance in voice tone is marked by

deeper, louder, unaccented speech [Ambady et al. 2002]. Tone related fea-

tures tend to support this element of the doctor-patient relation. While loud-

ness features were not identified as significantly discriminating the speech of

doctors and patients, we can observe than the majority of loudness related

features indicate the use of louder speech by doctors.

New groups of general prosodic characteristics appeared when discriminating

patients’ and doctors’ speech. A first is related to vocal quality16: jitter (devi-

ation from true periodicity of the frequency of the voice, e.g. flow of speech,

timing, unease) and shimmer (perturbations in its amplitude). This group is

indicative of perturbations in speech: reduced flow of speech, unease. It was

generally and consistently (less variations) higher.

Another group describing spectral static balance17 is related to the type of voice

used: breathy voice, creaky voice and modal, difference in phonation. The

spectral balance of doctors’ speech had higher H1-H2 and H1-A3, potentially

signalling more use of breathy voice (whispers, e.g. talking to oneself during

interactions with the computer).

16jitterLocal_sma3nz_amean, jitterLocal_sma3nz_stddevNorm, shimmer-
LocaldB_sma3nz_stddevNorm

17logRelF0-H1-H2_sma3nz_amean, logRelF0-H1-A3_sma3nz_amean
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7.2.3 Differences between patients and clinicians in their

use of prosody by consultation type

In this third part of the analysis, I combined the previous two to separate the be-

haviour of speakers according to the type of consultation and the participants’

role.

The results for each prosodic feature are reported in appendix, table A.7: the

first column is the standard name used in the GeMAPS, the second column,

report the p-value for the ANOVA test on subset, the third is the p-value for the

ANOVA test on participants’ role, and the last is the p-value for the two-way

ANOVA on both classes.

The visualisations for each feature on the dataset are provided in appendix,

section A.3.4.

Quite understandably, features capturing specificities of participants’ role in

each type of consultation mainly relates to the groups identified previously.

Characteristics related to the fundamental voice frequency18 and its harmon-

ics19 remained important. Patients’ voice frequency value and range was much

lower in FTFC, where it was at the level of the doctors’, than in remote con-

sultations. Variations in frequencies of vocalisations occurred more often in

patients speech, except in VC, and patients’ voice presented much less varia-

tions in remote consultations. This difference in voice frequency could indicate

18F0semitoneFrom27.5Hz_sma3nz_amean ,F0semitoneFrom27.5Hz_sma3nz_percentile50.0,
F0semitoneFrom27.5Hz_sma3nz_percentile80.0, F0semitoneFrom27.5Hz_sma3nz_pctlrange0-
2

19F1frequency_sma3nz_amean, F1frequency_sma3nz_stddevNorm,
F1bandwidth_sma3nz_amean, F1amplitudeLogRelF0_sma3nz_amean,
F2frequency_sma3nz_amean, F2frequency_sma3nz_stddevNorm,
F2amplitudeLogRelF0_sma3nz_amean, F3frequency_sma3nz_stddevNorm
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that doctors are more dominant during remote consultations while the interac-

tion was more balanced in FTFC.

The group related to vocal quality20 is also interesting. Voice quality of the

participants is quite similar across FTFC. The mean quality of patients’ voice

degrades in remote consultations. However a more surprising change appears

in the markers of doctors’ voice quality, with significantly more variation during

remote consultations.

Regarding the spectral static balance21 (type of voice), patients’ difference in

H1-H2 and H1-A3 are much lower in remote consultations, potentially sig-

nalling lower use of types of voice differing from the normal voice (modal) dur-

ing remote consultations, which in turn could be related with less expressive

exchanges.

There is a clear difference in the markers of prosody between interactions in

different types of consultations on the one side, and between doctors and pa-

tients on the other. Remote consultations tend to differ from FTFC in that pa-

tients’ prosody change, rather more in TC than in VC. Patients’ features may

relate to less dominant speech with less emotional cues.

7.2.4 Expressiveness of the use of prosody

While the previous experiments explored the significance of prosodic features

separately, I now want to explore the expressive power of the combined prosodic

20jitterLocal_sma3nz_amean, jitterLocal_sma3nz_stddevNorm, shimmer-
LocaldB_sma3nz_stddevNorm

21logRelF0-H1-H2_sma3nz_amean, logRelF0-H1-A3_sma3nz_amean
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features. I therefore ran a Principal component analysis (PCA) on the extracted

prosodic features.

A PCA is a projection of high dimensional data to a lower dimension. The

goal of the PCA is to describe the data while minimising the loss of information

by combining correlated features from the data into new ones (the principal

components).

The assumptions for the PCA (type and scaling) were checked for.

Assumption 1 is verified for all features of the GeMAPS. Each feature was

fitted and scaled to a range between 0 and 1. Normalisation of data can be ap-

plied as a preprocessing step to verify assumption 2. PCA is an unsupervised

method: it identifies a set of axis that allows the optimal description of the data

in the coordinate system defined by the axis (see 7.5). PCA is the computa-

tion of orthogonal vectors, named Principal component (PC). PCs correspond

to directions that maximises the variance of the projected data, i.e. the axis that

best explain how the features vary. Each axis encodes a specific combination

of the features that captures a pattern of how the features relates.

This analysis is separated in two: capturing the differences by type of consul-

tation on the one side, and the style of the participants by role on the other.

A PCA was run on the full set of GeMAPS features. I then explored of the

expressive power of the principal components to discriminate the type of the

consultation and the role of the participants.

The variance explained by each principal component is presented in table 7.2.

The corresponding estimated noise covariance for each set of turns is pre-

sented in table 7.3.

301



Chapter 7. Results: Patterns identification and analysis of
clinitian-patient communication

Figure 7.5: Axes of the two principal components of a PCA over two features.
The length of the new axes (in black) is related to the captured variance of the
data. The red vector corresponds to the projection of a data point (features of

a consultation) onto the new referential system.

The total variance of the extracted prosodic features is captured with sixty PCs

(i.e. the lowest number between the number of consultations and the num-

ber of features). However, past the third component, each additional compo-

nent accounts for less than 10% of the variance. I would argue that the ten-

percent threshold is the limit past which interpretation becomes meaningless

(e.g. overfitting and over-interpretation), especially in regard to the size of the

dataset, however no consensus exists on the method to select this threshold

[Cangelosi and Goriely 2007].

The three components PCA accounts for more than fifty percent of the variance

of the data. The dimensions of the principal components corresponding with

different thresholds are provide in table 7.1. Ninety-nine percent of variance

is captured by thirty one PCs, while ninety-five percent of variance is captured
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by twenty PCs. The evolution of the variance explained by the number of PCs

can be visualised in figure 7.6.

# components variance (class) variance

3 > 50% 0.55823221
9 > 80% 0.80261261
20 > 0.95% 0.95212321
31 > 0.99% 0.99126661
60 (total) 100% 1

Table 7.1: Estimated noise covariance.

Figure 7.6: Evolution of the cumulative variance explained by the number of
components.

The figures can be similarly interpreted for the PCA based on the separated

participants’ turns (doctors’ or patients’ only). More than fifty percent of the

variance is explained by three PCs, as seen in table 7.2.
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Feature set PC 1 PC 2 PC 3

doctor turns 0.2568 0.2103 0.1143
patient turns 0.2998 0.1589 0.1019
both turns 0.3070 0.1336 0.1176

Table 7.2: Explained variance ratio by sets of turns.

Feature set Variance

doctor turns 0.4704
patient turns 0.4939
both turns 0.4965

Table 7.3: Estimated noise covariance.
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Figure 7.7: PCA applied to participants’ prosody by type of consultation.
Visualisation of the distribution of the data over the first three components of
the PCA. The projection of the three components is provided in 3D (bottom
right cube). Each pairwise comparison of the first three components (each

face of the cube) is provided in a 2D projection: PC2 vs. PC1 (top left), PC2
vs. PC3 (top right), PC3 vs. PC1 (bottom left). Data points are coloured
according to the modality of the consultation. Prosodic features of both

participants are combined. While heterogeneity is high, visible groups hint at
differences in the use of prosody between types of consultations.
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Figure 7.8: PCA applied to participants’ prosody, separated between FTFC
and remote consultations.

Data points are coloured according to the modality of the consultation, TC
and VC are combined and compared to FTFC. Prosodic features of both

participants are combined. Difference between the FTFC and remote
consultations is reinforced.
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Figure 7.9: PCA applied to doctors’ turns, by type of consultation.
Data points are coloured according to the modality of the consultation (FTFC,

TC and VC). Using prosodic features of doctor’s turns, visible groups
materialise difference in the use of prosody by doctors depending on the

modality of the consultation.
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Figure 7.10: PCA applied to patients’ turns, by type of consultation.
Data points are coloured according to the modality of the consultation (FTFC,

TC and VC). Using prosodic features of patient’s turns. Using prosodic
features of patient’s turns, visible groups materialise difference in the use of

prosody by patients depending on the modality of the consultation.
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Figure 7.11: PCA applied to doctors’ turns, separated between FTFC and
remote consultations.

Data points are coloured according to the modality of the consultation, TC
and VC are combined and compared to FTFC. Influence of the modality of

consultation on doctors’ prosody appears clearly.
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Figure 7.12: PCA applied to patients’ turns, separated between FTFC and
remote consultations.

Data points are coloured according to the modality of the consultation, TC
and VC are combined and compared to FTFC. Influence of the modality of

consultation on patients’ prosody appears clearly.
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Figure 7.13: PCA applied to doctors’ turns, grouped by doctors.
Data is extracted from prosodic features of patients’ turns. Each doctor is
represented by a specific colour, unveiling individual style of each doctor

(groups of points).
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Figure 7.14: PCA applied to patients’ turns, grouped by doctors.
Data is extracted from prosodic features of patients’ turns. Each doctor is

represented by a specific colour. Data points are spread, no group is
apparent.
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The next set of figures presents visualisations of the principal components the

PCA clustering with regard to classes of the data. Since the PCA was per-

formed with three components, a representation in 3D would be ideal. How-

ever, though informative when interactive, it is becomes quite unclear on paper.

This is why I associate the projections of three faces of the 3D cube, one for

each combination of PC.

Looking first at the clusters based on the prosody of both participants (figure

7.7), groups corresponding to the three types of consultation are noticeable.

The materialisation of the groups is however accentuated when comparing

face-to-face consultations with remote consultations (figure 7.8).

For the prosody of both participants (figure 7.7), we can note that, at least for

PC1 contrasted with PC2 and PC3, the distribution of instances seems to con-

form to what one would expect with telephone and face-to-face consultations

clustered at opposite ends of the plane, with video consultations spread in be-

tween. This suggests that these classes (FTFC and TC) are separable with

regards to the participant’s prosody. For doctors on the other hand, however

(figure 7.9) only the first two PCs seem to provide good separation.

By separating the speakers, i.e. investigating the speech of the doctors or

of the patients separately, the patients’ use of prosody (figure 7.10) is more

clearly grouped that the doctors’ (figure 7.9).

Reducing the video and telephone consultations into a single "remote" class re-

sults in similar observations: the groups are more defined, with a much clearer

distinction for patients (figure 7.12) than for doctors (figure 7.11).

The final set of visualisation represent the individual styles of communication of
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the doctors, and their potential influence on the interaction. Quite understand-

ably, clusters can be observed grouping individual doctors’ use of prosody (fig-

ure 7.13). On the other hand, no cluster appear on patients’ use of prosody

(figure 7.14), that is no types of behaviour were identified across patients.

We can now extract the loading matrix. The loading factors (the elements of

the matrix) are the correlations factors between the original features and the

principal components. Looking at the three Principal Components extracted

by the PCA, we can see that there are different levels of correlations between

the original features and the principal components. The main features (i.e.

presenting the strongest correlations) of each PC are presented in tables 7.4,

7.5, and 7.6. The tables are restricted to the five most relevant features to limit

uninformative results.

The strength of the correlation naturally diminishes with each subsequent PC.

PC1 presents the strongest correlations (table 7.4), five features have a cor-

relation factor higher than 0.9022 out of which four features are related to loud-

ness. Eleven more feature have correlation factors higher than 0.80. All fea-

tures in the first principal component are negatively correlated.

PC2 is the opposite, while the correlation are much lower (only six features

over 0.7), all of them are positive.

Finally, PC3 is both positively and negatively correlated with prosodic features

(Three features over 0.70, then six over 0.60)

22F2frequency_sma3nz_amean, and four features related to loud-
ness (loudness_sma3_pctlrange0, loudness_sma3_meanRisingSlope, loud-
ness_sma3_stddevRisingSlope, loudness_sma3_percentile80.0)
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Feature Correlation

loudness_sma3_pctlrange0-2 -0.947837
F2frequency_sma3nz_amean -0.942102
loudness_sma3_meanRisingSlope -0.924559
loudness_sma3_stddevRisingSlope -0.924435
loudness_sma3_percentile80.0 -0.919188

Table 7.4: PCA loading matrix for PC1 (five strongest correlations).

Feature Correlation

F0semitoneFrom27.5Hz_sma3nz_meanFallingSlope 0.852097
F0semitoneFrom27.5Hz_sma3nz_stddevRisingSlope 0.818883
F0semitoneFrom27.5Hz_sma3nz_meanRisingSlope 0.803381
F0semitoneFrom27.5Hz_sma3nz_stddevFallingSlope 0.787469
F0semitoneFrom27.5Hz_sma3nz_stddevNorm 0.785925

Table 7.5: PCA loading matrix for PC2 (five strongest correlations).

Feature Correlation

hammarbergIndexV_sma3nz_amean 0.784418
alphaRatioV_sma3nz_amean -0.758861
shimmerLocaldB_sma3nz_stddevNorm 0.755989
F3frequency_sma3nz_stddevNorm 0.669551
F2frequency_sma3nz_stddevNorm 0.656055

Table 7.6: PCA loading matrix for PC3 (five strongest correlations).
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7.2.5 Interpretation

In this part of the analysis, my goal was to investigate the expressive power of

the use of prosody. I used two methods to explore the interpretative power of

prosodic features.

First I investigated the individual significance of each prosodic features using

ANOVAs. I evaluated the individual significance of each feature in relation

with the paraverbal behaviour of the participants according to the type of the

consultation and the role of each speaker.

For each of the classes of interaction (consultation type and participant role),

some features were found to correlate significantly with the classes, i.e., that

could not be discarded as correlating with the prosody present in the different

types of consultation, or used by doctors or patients.

Second, I investigated the expressive power of the set of prosodic features

combined using a PCA, that is, extracting the best reconstruction of the fea-

tures via linear combinations. Looking at participants’ behaviour for each role

(doctors and patients) resulted in identifiable clusters: some elements of their

prosody differ based on the mode of consultations. This distinction is even

more prominent when comparing prosodic features of Face-to-Face consulta-

tions against the two types of remote consultations.

A second finding is that individual styles of doctors can similarly be observed.

On the other hand, the doctor did not seem to influence patients’ use of prosody

in this study, that is patients of a same doctor do not appear to use similar

prosodic behaviour.

Looking at the variables contributing the most to the components (highest cor-
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relation coefficients) is also informative. Since this analysis is exploratory in

nature, a high threshold for the cut-off value is beneficial to counterbalance the

limited statistical strength of the results. I therefore set this at two-third of the

variance (0.66, typical value for PCA analysis is usually 0.4).

In the first component, features above the threshold can easily be grouped:

• the first group contains features describing perceived voice intensity 23

• the second group contains descriptors of the frequency of the voice fun-

damental (F0 semitones) related to its range of variation 24

• features of the third group relate to the vocalisation of vowels, i.e. the

three first formants 25

• the fourth and final group contains features related to the length of the

voiced and unvoiced sections of the segments 26

In the second component, the features correlating the most to the component

are all related to the range of variation of the voice 27 and notably the slope of

mean and standard deviation. One last feature is under the threshold but close:
23loudness_sma3_pctlrange0-2, loudness_sma3_meanRisingSlope, loud-

ness_sma3_stddevRisingSlope, loudness_sma3_percentile80.0, loud-
ness_sma3_amean, loudness_sma3_percentile50.0, loudness_sma3_percentile20.0,
loudness_sma3_stddevFallingSlope, loudness_sma3_meanFallingSlope

24F0semitoneFrom27.5Hz_sma3nz_percentile, F0semitoneFrom27.5Hz_sma3nz_amean,
F0semitoneFrom27.5Hz_sma3nz_percentile50.0, F0semitoneFrom27.5Hz_sma3nz_percentile20.0

25F_1, F_2 and F_3 frequency_sma3nz_amean and amplitudeLogRelF0_sma3nz_amean
26StddevVoicedSegmentLengthSec, MeanUnvoicedSegmentLength, MeanVoicedSeg-

mentLengthSec
27F0semitoneFrom27.5Hz_sma3nz_meanFallingSlope,

F0semitoneFrom27.5Hz_sma3nz_stddevRisingSlope,
F0semitoneFrom27.5Hz_sma3nz_meanRisingSlope,
F0semitoneFrom27.5Hz_sma3nz_stddevFallingSlope,
F0semitoneFrom27.5Hz_sma3nz_stddevNorm,
F0semitoneFrom27.5Hz_sma3nz_pctlrange0-2
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the Harmonics-to-Noise Ratio, a relation of energy in harmonic components to

energy in noise-like components28.

Finally, the third component contains features of different natures which are

less clearly grouped. The first group describes the spectral static balance: the

ratio of the strongest energy peak between 0-2 kHz to the strongest peak be-

tween 2-5 kHz in unvoiced regions 29, the ratio of energy from 50 Hz-1 kHz and

1-5 kHz in unvoiced regions 30, and a third feature close to the threshold: the

variation of the ratio of energy between the lowest harmonic (F0 first formant)

and the highest (A3: third formant) 31. Just above and below the threshold are

the standard deviation of frequency of the second and third formants 32. And

the last feature describes the stability across consecutive periods of signal 33.

The features of the PC1 are interesting as they usually relate to the dominance

of a speaker. The features of the PC2 describe the voice, whereas PC3 is

difficult to interpret in practical terms.

Limitations

I need to state the limitations of this analysis to point at the limits of the previous

discussions, interpretations and deductions.

The first limitation stems from the size of the database. The corpus of anno-

tated documents (VICO subcorpus) consists of sixty documents. This is further

28HNRdBACF_sma3nz_amean
29hammarbergIndexV_sma3nz_amean
30alphaRatioV_sma3nz_amean
31logRelF0-H1-A3._sma3nz_amean
32F3frequency_sma3nz_stddevNorm, F2frequency_sma3nz_stddevNorm
33amplitude shimmerLocaldB_sma3nz_stddevNorm
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reduced to twenty document per subset in the characterisation and compari-

son between types of consultation (FTFC, TC, VC). As such, the interpretation

of the results must be considered as an exploratory work, and the provided

figures lack the strength to provide statistical significance. Indeed, ideally the

results presented above would have to be controlled for the participants’ per-

sonal and socio-economical categories since they have been shown to have an

influence of the interaction. This information however was not collected by the

study. Similarly, since all interaction were follow-up consultations, the condition

of the patient would also be an interesting indicator, for instance to cluster pa-

tient with psychological or chronic conditions. The clinicians that Further work

would be needed in the collection and annotation of a large number of CPC

encounters to provide a solid corpus.

A second limitation is found in the data collection itself. As stated before, the

collection of the VICO corpus was not performed with the CUSCO device but

with a standard speech recorder. In both VC and TC, the voice of the pa-

tient could not be recorded directly on the device used for the communication

(telephone, computer), neither of the patient nor of the doctor, but was instead

recorder through the loudspeakers used by the GP for the consultation. As

such, the speech signal was transformed both by each patient’s microphone

and by the loudspeakers before being recorded by the speech recorder. The

final degradation of the signal is difficult to characterise (multiple sources of in-

fluence exist: patient’s room, GP’s office, devices used, locations of the device,

etc.). Even though difficult to overcome, this difference between direct and in-

direct speech recording may have had an influence on the extracted features.

However, the observation of distinct clusters between TC and VC indicate that
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this at least did not prevent distinctive elements of the signal to be present in

the recordings.

7.2.6 Relation between prosody and the assessment of the

consultation

In order to explore how the prosody can relate with the assessment of the

quality of the consultation, this last part of my analysis further explore the set

of prosodic features.

The gold standard I use for this evaluation are the manually annotated RCGP

quality indicators from the VICO study. The RCGP assessment was performed

by assessing each consultation for eight elements. Each indicator was noted

as completed or not, resulting in a binary assessment for each of the eight

indicators (e.g. "Shared decision making": yes). I used the prosodic features

extracted on doctors’ speech only and on the speech of both participants to

explore their association.

The eight categories are presented in table 7.7.

ID Description

1 Patient own health understanding of problem sought
2 Patient concerns are sought
3 Place problem into psychosocial context
4 Explanation of diagnosis
5 Explanation of treatmenttreatment options
6 Checking understanding
7 Shared decision making
8 Safety netting

Table 7.7: List of the RCGP indicators annotated in the VICO dataset.
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In this part, I use a method closely related to PCA but more suited to deter-

mines what variables are most informative: PCA. The PCA is a well suited tool

for the analysis of multivariate data to reveal structure in the data.

The PCA is a decomposition of the data into three elements (see equation 7.4,

where D is the matrix representing the data, U and V contain singular vectors

(i.e. representations of the data), and Σ contains the singular values).

D = UΣV ∗ (7.4)

PCA processes the covariance (eigenvalues Λ) of the data while Singular value

decomposition (SVD) computes singular values (Σ). In the previous parts of

my analysis, PCA was in fact computed through SVD. The relation between

the two is provided in equation 7.5, where n is the number of consultations,

Σ is the diagonal matrix of singular values of the SVD, and Λ the matrix of

the eigenvalues of the covariance matrix of the PCA. Like the PCA, The SVD

relates to the optimal representation of the data on any number of axis. Axis,

as in PCA, capture linear relation and correlation between features, e.g., the

first axis contains the factors for the linear combination of prosodic features

that captures the most variations of the data.

Λ = Σ2

n − 1 (7.5)

To check how well the features represent the data, they were then used to

reconstruct each RCGP indicator, that is the evaluation assigned to each con-

sultation.

321



Chapter 7. Results: Patterns identification and analysis of
clinitian-patient communication

The results of the SVD were filtered to isolate the most meaningful axis, i.e.

combinations of features. In my case, i have selected naxes = 7, as it is equiv-

alent to capture more than 50% of the information encoded in the data (56%).

The global reconstruction is represented by equation 7.6 (where D̂ are re-

constructed values of the indicators), with the reconstruction for each indicator

broken down in equation 7.7. Simply put, the reconstruction identifies the main

pattern (axis), then observes the main features of this pattern.

D̂ = U(:, 1 : 7)Σ(1 : 7, 1 : 7)V (1 : 7, :) (7.6)

indicator =
naxis∑
iaxis

uiaxis
Σ(iaxis)Viaxis

(7.7)

A threshold was then set to filter features with low meaningfulness from the

interpretation (features which variation explained less than 10% of the score

for each indicator).

RCGP
indica-
tors

Accuracy (full) Accuracy (doctor,
sparse)

Accuracy (both,
sparse)

1 0.68 0.68 0.82
2 0.65 0.68 0.65
3 0.72 0.72 0.80
4 0.87 0.83 0.68
5 0.67 0.60 0.65
6 0.56 0.63 0.50
7 0.70 0.65 0.55
8 0.63 0.50 0.53

Table 7.8: Accuracy of the reconstruction per axis.

No prediction task was attempted due to the small set. However, it is possible
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to investigate the accuracy of the reconstruction of the values of the RCGP

indicators using the prosodic features.

The accuracy of the reconstruction using all features or only the meaningful

features is provided in table 7.8. The baseline accuracy of chance reconstruc-

tion would be equal to the sum of the singular values (the information that was

collected), that is, 56%.

The first observation is that the selection of the most meaningful features did

not result in a drop of the overall accuracy. The second observation is that

the assigned value for each indicator could be partially reconstructed using

only prosodic features, that is how the doctors spoke, with up to 83% accuracy

for "Explanation of diagnosis", more than 72% accuracy for "Place problem

into psychosocial context", and some limited potential for "Patient own health

understanding of problem sought" and "Patient concerns are sought" (68% ac-

curacy), and "Shared decision making"(65% accuracy). Prosodic features do

not appear to relate to "Checking understanding" and "safety netting". Looking

at the prosody of both participants during the interaction largely increase the

accuracy of the reconstruction of "Patient own health understanding of prob-

lem sought" (from 68% to 82%) and "Place problem into psychosocial context"

(from 72% to 80%).

Investigating the key features that are present across components, the prosodic

features are descriptors of many aspects of the voice. A first group relates to

the quality of the voice34, a second to the type of voice used 35 and the oth-

34jitterLocal_sma3nz_stddevNorm, shimmerLocaldB_sma3nz_amean, shimmer-
LocaldB_sma3nz_stddevNorm

35logRelF0-H1-H2_sma3nz_amean, logRelF0-H1-A3_sma3nz_amean
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ers describe the tone36, the first formant37, the spectral static balance38, some

element of vocal quality 39, and a feature related to the loudness40.

The significance of the features for each indicator is presented in figure 7.15.

The six main axis of the SVD are in horizontal, prosodic features are in the

vertical axis. At the intersection, the colour represents the significance of the

feature in the reconstruction of the indicator.

A pattern emerges of a few number of prosodic features that are present across

the different indicators.

The reconstruction can also be interpreted for a specific indicator on a con-

sultation. For instance, to interpret the prosodic features that helped to recon-

struct the indicator "Place problem into psychosocial context" in the first con-

sultation (document 1, indicator = 3), we can retrieve the significance of each

axis in the reconstruction (see equation 7.8, and results in equation 7.9). The

negative value, once normalised, describes the value for the indicator (-1=no,

1=yes). In this example, the fourth axis contributed the most to the indica-

tor. Looking at the most significant prosodic features in this axis, we see that

they relate to the frequency, quality and spectre of the voice. That is, we can

point at specific elements of the prosody of the doctor that helped the most to

reconstruct the indicator.

36F0semitoneFrom27.5Hz_sma3nz_amean
37F1frequency_sma3nz_amean
38hammarbergIndexV_sma3nz_amean
39HNRdBACF_sma3nz_amean
40loudness_sma3_stddevFallingSlope
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ˆind(3) = (Σ(3)V (3))[:, 1]U(−1 :) (7.8)

ˆind(3) = −0.4173

=
∑

(−0.1274, 0.0516, 0.0749, -0.3177, 0.0338, 0.0155, −0.0804)

(7.9)
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(a) "Patient own health understand-
ing of problem sought"

(b) "Patient concerns are sought"

(c) "Place problem into psychoso-
cial context"

(d) "Explanation of diagnosis"

(e) "Explanation of treatment and
options"

(f) "Checking understanding"

(g) "Shared decision making" (h) "Safety netting"

Figure 7.15: Significance of features and axes in the reconstruction of the
RCGP indicators.
The general pattern of significant features in the different axis appears to be overall similar for
every indicators. Each vertical slice represents an axis (1 to 6) of the SVD performed on the
named indicator. Each horizontal line in a column represents a feature associated with its

significance (colour), orderer from bottom (feature number 1) to top (feature number 62). The
order of the features remains the same across the each axis and graphs. E.g. for

"Explanation of diagnosis", in axis 5 feature 8 is the most significant.
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Discussion

8.1 Contribution and discussion on the two parts

of the analysis

Despite the low statistical power of the analysis conducted in this work, notably

caused by the small sample size in the dataset supporting it, general trends

can be noticed.

The review of the literature identified characteristics of speech and multimodal

patterns of interest in the medical consultation. Turns have been used in the

assessment of the CPC as basic units of segmentation of the interaction. How-

ever the precise definitions of a turn varied across studies while turns in them-

selves have barely been investigated besides a simple quantification as a fea-

ture (e.g. how many turns during the interaction). Silences, or pauses, have

been more frequently explored in the assessment of the CPC. Conversational

pauses have been used as a marker of engagement, power distribution, turn-
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taking, listening, connection, and politeness (Manukyan et al. [2018]). Con-

nectional silences have been investigated as markers of shared understanding

and presence (Durieux et al. [2018]).

Typical aspects of the CPC are observed in the turn taking behaviour and dis-

tribution of silence and speech, most notably cooperativeness and imbalance

between the doctor and the patient.

In the comparison of the behaviour present during different types of consul-

tation, video consultations appear to present impacts on behaviours that differ

from face-to-face encounters. The addition of the visual channel in videos does

not seem to shift the behaviour toward what is observed in FTFC, but instead

somewhat let the interaction come closer to telephone consultation. One pos-

sible explanation is the delay in the communication, which sets the interaction

in a less natural environment.

Going back to the research questions, this analysis demonstrated the possibil-

ity to automate the analysis of certain aspects of the dynamics of the interac-

tion, namely the prosodic aspects of dialogue.

This work provides two elements of answer for the second research question

(RQ2). (1) The result of the review shows that specific paraverbal and non-

verbal characteristics of CPC can be identified in complement to the studied

elements of existing frameworks and methods, notably focused on semantics.

(2) The finding of new interactional patterns further expands this knowledge

and provides additional elements on paraverbal characteristics of CPC. Re-

garding the second part of this research question (RQ2) on the extent to which

automatic assessment of the medical consultation can complement existing
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framework, the first part of this analysis gives some clues. It has shown that

turn-taking patterns can be extracted and identified, complementing existing

knowledge of aspects underlying the medical communication inasmuch as the

results both support existing knowledge, notably on the imbalance of the inter-

action, while further describing and characterising behaviour and components

of the CPC underlying this difference.

The analysis further indicates that automated methods have the capacity to

retrieve and support the identification of interactional patterns present in the

CPC (RQ3) for non-verbal and paraverbal behaviour.

The features related to the characterisation of turn-taking behaviour and inter-

actional patterns are good descriptors of communication, and have a poten-

tial to explicitate elements of conventional assessments of clinical interactions

such as outlining if space was provided to let a patient talk or if the student

listened to the patient (active/passive behaviour, eliciting information, etc.).

Illustrating the relation between elements of the present work and a medical

communication framework highlights the potential of turn-taking descriptors to

provide complementary and informative feedback. Some items of the CCG

for instance can be related with elements of the analysis of turn-taking be-

haviour: pauses ("Facilitates patient’s responses verbally and non–verbally,

e.g. use of silence"), markers of interruptive behaviour ("Listens attentively,

allowing patient to complete statements without interruption and leaving space

for patient to think before answering or go on after pausing"), or turns durations

and entropy ("Uses concise, easily understood language"). The second part

of the analysis answered the question from a different angle. The exploration

of the possible correlations between prosodic features and different types of
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interactions and roles supports the expectation that variations of behaviour are

present in these categories.

The global characteristics of the turn-taking behaviour and the use of prosody,

as well as the overall results of the automatic processing of paraverbal be-

haviour expand the understanding of the characteristics of speech and multi-

modal patterns in the medical consultation (RQ1). The last part of the analysis

of prosody investigated the capacity to reconstruct an existing assessment of

the quality of the communication, showing that speech prosody can relate to

and partially explain practical indicators of good and bad behaviour. However,

the effect of the limitations notably caused by the limited number of interactions

and the potential bias in the corpus must be confronted by follow-on studies.

While prosodic differences can be detected it is not clear how this relates to the

quality of the consultation. The question of how these differences can be inter-

preted and the precise elements and patterns underlying found differences in

prosody enquire for further investigations.

8.2 Critical reflexion on the research methods

8.2.1 Turn-taking analysis

The features used in the turn-taking analysis are based on a fairly dated pub-

lication [Sellen 1992]. The set defines basic properties of turns (length, type)

and how they relate (how the floor switches). As such, the potential for evolu-

tion and expansion of this set is limited. While old, the studies that have used

it since its publication did not discussed modifications, and the one I made are
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simple logic adaptations to dialogues of varied durations. I therefore see this

as an indicator of stability, and I would advocate its use for further studies on

turn-taking analysis, facilitating comparison and replicability.

One disadvantage of this methodology is that the manual annotation required

for the computation of these features is time consuming (around a factor of five

to one). As reported, their automated extraction is feasible but imperfect. Their

identification can be limited by the precision and accuracy of the extraction.

The exact impact of imperfect annotations on the results and interpretability of

the analysis was not determined is this analysis and must be evaluated.

Once extracted, the features are easy to interpret and can be used in combina-

tion with other part of the discourse for direct relation to qualitative assessment

of the CPC.

8.2.2 Prosody analysis

As opposed to Turn-taking analysis, this part of the analysis is simple to set

but difficult to interpret.

The automated extraction of prosodic features is straightforward. Simple to

set technically, the extraction of prosodic features is a solved problem with well

documented and grounded software. It relies on a strong scientific background,

validated methodologically (design of the set of features) and in practice (de-

facto standard for studies in the domain).

On the other hand, the interpretation as conducted in this work relies on statis-

tical analysis and can only be interpreted in comparative evaluation. Individual

features are abstract and cannot be directly related to specific behaviour. Once
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grouped, the interpretation is easier as they can start to be related to voice as-

pects: perceived intensity, quality, formation of vowels, etc. A relation between

the quality of the CPC and the use of prosody at a high level (the whole con-

sultation) seems likely. This is a serious limitation that underline the need for

deeper investigations in relation with internal structures of the dialogue.

8.2.3 Shared reflexions

While the statistical analysis accounts for the large number of features, once

corrected for the number of tests, a large number of variations were non sig-

nificant. On the same ground, the likelihood of chance positives in the results

is non negligible. Weighing down this limitation will require conducting studies

using similar methodologies. While the focus will be on the identification of

markers and patterns of behaviour, a facilitating factor will be that they could

be done on interactions in other settings, i.e., not limited to CPC.

None of the corpora used in the analysis include the usual variables investi-

gated alongside CPC (interpersonal skills, teaching skills, patient satisfaction,

patient recall, patient adherence, medical outcome), with the exception of the

VICO corpus that was annotated with RCGP indicators and patients’ evalua-

tion, however aggregated and not attributed to individual patients. This limited

the analysis to the interpretation of overall interactions, making it impossible

to look for structures and markers of behaviour internal to the dialogue, e.g.

characterising an exchange of a few turns.

332



8.3. Findings

8.3 Findings

Turn-taking analysis

The turn-taking analysis applied to the VICO corpus identified global and con-

sultation type specific patterns of the CPC. Initially reflecting findings in the

literature on the modalities of the interaction, the interpretation of more precise

turn taking patterns created a more detailed interpretation of different aspects

that can be regrouped in two parts.

The first part of the interpretation underlines the similarities between the three

types of consultations at a global level. Observations from this analysis tend

to show that the three types of consultation share common aspects, in accor-

dance with existing work on the general characterisation of the medical con-

sultation. They can be seen as reflecting essential aspects of the medical con-

sultation: the speech patterns are indicative of strong cooperative behaviours,

with an imbalance between speakers (RQ1).

The second part of the interpretation isolates specificities of the remote con-

sultations (RQ3): there is a notable difference between TC and VC, showing

an impact of each type of telecommunication on the interaction. Some of the

differences observed between FTFC and TC seem accentuated in VC (e.g.

the use of overlaps in reduced in TC compared with FTFC, and this reduction

is even higher in VC). In the meantime, VC otherwise presents similarities in

the trends for the divergences from FTFC with the TC, and VC can be grouped

with TC.

Interruptions have been linked with complexity in linguistics theory (e.g. in
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a theorisation of dialogic speech, [Yakubinsky and Eskin 1997] considers in-

terruptions as part of the major difference with monologues: they affect the

preparation of one’s own response thematically and linguistically, and require

listening and understanding the interlocutor’s utterance simultaneously). The

frequency of interruptions can therefore be an indicator of interactions that are

more difficult to follow. In the consultation, interrupting the patient, especially

in the initial stage of the consultation, has been found to prevent the provision

of essential information [Beckman 1984]. Remote consultations can therefore

be seen as less complex in this aspect, more monologic: shorter duration, less

interruptions. This in turn can potentially signal speakers letting the discussion

unfold rather than making corrections, marking disagreement, or discussing a

topic. Remote consultations have been shown to contain less topics, which

was also the case in the content evaluation performed on the VICO dataset.

In addition to the aforementioned limitations at the beginning of the previous

chapter, additional comments can be made for the interpretation. The consid-

erations about the technical aspect of the interaction, such as lag in VC, are

speculative and could not be substantiated by in-situ measurement (this infor-

mation was not collected and cannot be extracted from the data). They are

however likely based on the technical difficulties described in the outcome of

the VICO study.

However, as stated in the introduction of this part of the analysis, it must be

stressed that the limited scope of the study does not allow to claim strong

statistical significance, and this interpretation is based on an exploratory study.
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8.3.1 Prosodic analysis

This part of the analysis investigated the expressive power of the use of prosody.

I used two methods to explore the interpretative power of prosodic features:

the individual significance of each prosodic features, using ANOVAs, and the

expressive power of the set of prosodic features, analysed with a PCA.

I evaluated the individual significance of each feature in relation with the par-

averbal behaviour of the participants according to the type of the consultation

and the role of each speaker (RQ3).

In the first part of the analysis, prosodic features were found to correlate signif-

icantly with each class of interactions, i.e., features could not be discarded as

correlating with the use of prosody present in the different types of consultation,

or used by doctors or patients.

In the second part of the analysis, I investigated the expressive power of

the sets of prosodic features by extracting the best reconstruction of the fea-

tures via linear combinations. Identifiable clusters were found in participants’

prosody of each role (doctors and patients). This explicitly show that some

elements of their prosody differ based on the mode of consultations. This dis-

tinction was even more prominent when comparing the use of prosody in FTFC

against the other two types of remote consultations (RQ2).

Individual styles of doctors could similarly be observed, while the doctor did

not seem to influence their patients’ prosodic behaviour. Patients did not adapt

to their doctors’ style of communication.

Looking at the features contributing the most to each components found groups

of prosodic elements that were interpretable. In the first component, features
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could easily be grouped: perceived voice intensity, descriptors of the frequency

of the voice fundamental related to its range of variation, the vocalisation of

vowels, and features related to the length of voiced and unvoiced sections of

the segments. In the second component, the features were related to the range

of variation of the voice. Features of the third component were more difficult to

interpret as a block. They differed in nature: spectral static balance, standard

deviation of frequency of the second and third formants, and stability across

consecutive periods of signal.

The groups of features present in the principal components relate to interesting

aspects. The first relate to the dominance of a speaker. The features of the

second group describe variations in the voice, whereas the third group is diffi-

cult to interpret in practical terms besides a description of different elements of

the voice.

The differences observed in the prosody analysis were indicative of different

para-verbal behaviour. Trying to relate these findings with existing ways of

assessing the consultation makes it obvious that a significant part of the com-

munication is not accounted for and therefore neither assessed nor trained.

Considerations related to verbal behaviours of patients and clinicians, e.g. be-

ing attentive to the tone of voice, could be beneficial to reduce the gap be-

tween remote and face-to-face consultations, and between patients and clini-

cians (RQ2).

Numerous limitations must be stated for this part of the discussion. The size

of the corpus is rather small (sixty documents), a number further reduced to

twenty document per subset in the characterisation and comparison between

types of consultation. Information about participants’ personal and socio-economical
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background was lacking to control for potential bias. A major difference existed

on the recording of the patients: FTFC were directly recorded whereas VC

and TC were indirectly recorded, potentially altering the recorded voice and its

properties on investigated features.

8.3.2 Relation between prosody and the assessment of the

consultation

In this last part of the analysis, prosodic features were able to partially recon-

struct some indicators of the quality of the interaction. That is, elements of the

golden truth could be found based only how the doctors spoke.

The prosody of the doctor only was able to reconstruct the indicators "Explana-

tion of diagnosis" (83% accuracy) and "Place problem into psychosocial con-

text". Its also had some limited potential for "Patient own health understanding

of problem sought" and "Patient concerns are sought", and for "Shared deci-

sion making". Once including the prosody of both participants during the inter-

action, the accuracy of the reconstruction of other indicators largely increased:

"Patient own health understanding of problem sought" and "Place problem into

psychosocial context". On the other hand, prosodic features do not appear to

relate to other indicators: "Checking understanding" and "safety netting".

Similar patterns of significant features could be observed across the different

RCGP-QI, representative of a small number of salient prosodic features. It

appears that this subset of features was similarly helpful in the reconstruction

of each indicator, that is, the same characteristics of the prosody used in the

dialogue could be used to rebuilt the different indicators of the quality of the
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CPC.

Six axis were used for the reconstruction. The key features identified in the

axis were related, per importance, to the quality of the voice for the first axis

and to the type of voice used for the second. The main features used in the

reconstruction of the other axis were related to the tone, vocalisation (the first

formant), the spectral static balance, some element of vocal quality, and loud-

ness.

The reconstruction can also be interpreted for each specific indicator on a con-

sultation. Using the significance of each axis in the reconstruction of an in-

dicator, we can isolate the axis that contributed the most to the indicator and

observe the most significant prosodic features in this axis. That is, we can

point at specific elements of the prosody of the doctor that helped the most to

reconstruct the indicator.

These results directly associate the prosody of the participants with some el-

ements of the qualitative assessment of the CPC. However, the meaning of

these results and their relation with aspects of quality in the consultation re-

mains unclear.

Numerous factors could impact the use of prosody. Doctors’ prosodic be-

haviour may vary with the content of the consultation. People tend to adapt

their speech to their interlocutor, e.g. talking to someone with depression, to

an elderly person or a child, explaining or rephrasing an instruction. Further

investigations should to explore this effect and how it could be a marker or

influence the quality of the interaction.

Unlike turn taking behaviour, for which it is plausible that a doctor who sits and
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listen or doesn’t interrupt the patient could be more likely to be considered a

better doctor, it is difficult to relate specific elements of prosodic behaviours to

the quality of the interaction. It is clear however that the tone or type of voice

convey meaning and information in themselves, such as allowing to mark and

differentiate intentions and meaning: reproach, sarcasm, stress on a specific

element.

The influence of paraverbal behaviour in explaining part of the quality of the

interaction must also be put into perspective. The correlation may relate in-

directly to the quality of consultations, i.e. the type of doctor who speaks

in a certain way could conjointly demonstrates desirable behaviours, but the

speech behaviours themselves may not result in better outcomes. Similarly,

people using specific types of speech could be less likely to be empathetic.

This in turn shows a path to complement existing frameworks. Concepts presents

in the models of the consultation, such as demonstrating respect or showing

interest (e.g. part of the CCG) are related to paraverbal behaviours and the

prosody of the participants. This is were development of this work could com-

plement the shortcomings of existing framework to capture these aspects.

The results of this analysis further illustrate that paraverbal behaviour has a

significant role as part of the communication of clinicians (RQ1), but the as-

sociation with the quality in the consultation remains unclear and numerous

questions will require further investigation.

Meanwhile, the use of prosody can be applied to the assessment of the con-

sultation. The difficulty of interpretation of prosodic features makes it more

suitable to classify interactions: to preprocess interactions in support of ex-
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perts’ assessments, to filter interactions that are more likely to present (or lack)

specific criteria, or to select interactions deviating from a "norm".

8.4 Relevance to the domain

As discussed in the first chapter, CPC can impact patient’s health and well-

being. The importance of the behaviour of the clinician in the relation has

been stressed, but so far studied at high levels (e.g. patient’s assessment

of a clinician). The translation of abstract concepts (e.g. leaving space for

the patient) in specific behaviour is difficult to objectify. These results are a

first step toward a more objective and quantifiable reporting of clinicians and

patients paraverbal behaviour in the overall consultation. In turn, the analysis

has a potential to extract and assess specific sequences of the interaction. This

can help to gain a better understanding of the specific behaviour favouring or

hindering the quality of the CPC as well as the clinician-patient relationship.

The analysis itself emerges from the works on discourse analysis of paraver-

bal behaviour, generalised for their use on dialogues. The combination of the

study of vocalisations and silences with the exploration of prosodic cues in par-

ticipants’ speech provides a base for the exploration of this part of the CPC.

This work departs from the observation of elements of the paraverbal com-

munication in their own. It contextualises the results with assessments of the

interaction and provides elements of explanation for the observed variations

and particularities, notably for in the differences found across consultations

modalities.

In its application to CPC, the novelty of this work resides in its exploration of
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the paraverbal element of the discourse. The work sets a documented method-

ology based on existing standards and practises found in the field of speech

analysis. It complements existing medical discourse analysis and bring an ad-

ditional capacity to describe and analyse complementary information.

8.5 Practical applications of the results

To relate these findings to how they might be used for the practical assessment

of CPC, I would outline two different capacities.

First, the methodology and the metrics can be used directly to provide feed-

back, e.g. after training session. The balance of speech, the use of interruptive

and non-interruptive speech, the way the floor is taken for instance are all easily

interpretable metrics with practical implications on the behaviour of the doctor.

Second, the figures reported here can be used to compare medical interac-

tions to a "norm", as an indicator e.g. to warn of possible issues during an

ongoing consultation (for instance relative to the dynamics of the consultation,

a patient that was interrupted more than usual) to advise a doctor that she

should consider her consulting style.

Regarding prosody, while the analysis of markers and patterns specific to a

consultation is beyond the capacities automated assessment performed in this

work, the current analysis can already be used on groups of consultations.

First, post interaction analysis using out of the box results can identify outliers,

indicative of deviation from typical behaviour. This distinction can once again

be used to highlight interactions deviating from the norm, that is with potential

341



Chapter 8. Discussion

unusual clinician’s, patient’s or mutual behaviour.

This could be useful for training programs to pre-select a number of interactions

to be explored by a teacher. In turn, this could be used to monitor a consul-

tation and warn the clinician to be aware of potential issues with the ongoing

interaction.

Second, the same could be done for specific clinicians. As identified in the

results, the presence of prosodic markers in the scope of consultations appear

to relate to doctor-specific behaviour. While the attributes of each consultation

are spread and difficult to interpret on their own, outliers in the behaviour of a

doctor could also be indicative of a consultation of interest relative to her own

typical consultation style.

Third, the relation between prosodic features and patient assessment can likely

be used to highlighting consultations featuring potential unexpected behaviour,

and raise potential warning to check a specific RCGP indicators. From the

results, the use of prosody from both participants could already be a marker

used to focus the attention towards "Patient own health understanding of prob-

lem sought" and "Place problem into psychosocial context", and the clinician’s

prosody could be a marker for "Explanation of diagnosis" and "Place problem

into psychosocial context".

8.6 Future avenues of research

Although prosodic differences can be detected it is not clear how this relates to

the quality of the consultation. Further exploration is required that would need
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to be undertaken on more detailed assessment, breaking down elements of the

consultation using existing frameworks such as the Calgary Cambridge Guide

to the Medical Interview. The exploration of the relation between prosodic

markers (the use of prosody) and overall assessment using RCGP-QI indi-

cates potential connections and supports further exploration.

The other axis of exploration would be to explore behaviour expressed by inter-

nal structures of the dialogue, that is, exchanges spanning a few turns relating

attitudes or expressions of cues to variations in prosody, e.g. observing reac-

tions of doctors to the expression of negative emotions and how they relate to

experts’ or patients’ evaluation.

The first steps in the direct continuation of this work would be to pursue the

analysis of how clinician and patient interact. The analysis of the features of

speech must be deepened, notably to explore internal structures in the interac-

tion, that is to investigate patterns of behaviour linked with short sequences of

turns (missed cues, behaviour of the patient leading to interruption by the doc-

tor). Similarly, relation exists between prosody and turn-taking behaviour (for

instance, speech reduction, intensity, and F0 shape were found to be cues to

turn-taking [Niebuhr et al. 2013]). A next step would be combine the exploration

of turn-taking behaviour and prosody to find behaviour related to higher-level

and more abstract concepts of the assessment of the interaction, e.g. patients’

inclusion, demonstrates respect.

Further development of the present work would be needed to see if the charac-

terisation of speech patterns can detect people that passed or failed an exam-

ination, to predict different types (e.g. patient satisfaction) or aspects (patient

involvement) of assessments, using prosodic and turn-taking behaviour fea-
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tures as a classifying and prediction task.

In the longer term, a logical evolution would be to study the relation of para-

verbal components of the interaction in association with the verbal element.

Existing efforts exist to investigate the dialogic structure of medical interactions

from a semantic point of view that can be coupled with parallel components of

the communication [Petukhova and Bunt 2020b].

Further exploration of the use of prosody in CPC will require access to good

quality data, that is interactions collected with both good audio quality (to be

able to extract paraverbal elements of the discourse) and annotations (to have

a reference of the quality of the interaction). In a second step, large number of

interactions would need to collected to obtain statistically significant results for

individual consultations and segments.
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Conclusion

Awareness of the importance of good communication is now widespread in

the different medical professional and educational bodies: schools have in-

troduced courses on communication and training is provided to clinicians and

medical teams. A major limitation for the training of CPC is its resource in-

tensiveness: organisational complexity, costs, and time required from trainers,

experts in medical communication, and trainee. Moreover, evidence suggests

that regular training is required to maintain the positive effects. In this respect,

automation and systematisation of the assessment and evaluation of the CPC,

even partially or limited to specific aspects could improve training and facilitate

regular practice.

This thesis arose from the need to find more efficient ways of analysing the con-

sultation which might complement existing methods. In particular, my reading

of the general literature around the consultation showed that most methods fo-

cussed on the content of consultation, with much less emphasis on non-verbal

and para-verbal elements of the communication.
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It became clear that there was potential for an automatable analysis which

might show useful associations between multimodal patterns of speech with

more traditional methods of determining quality in the consultation (RQ1).

I carried out a large scoping review of the literature to see to what extent parts

of this automation had been achieved by other authors. I found little evidence

of work in this area and in particular very little on para-verbal behaviour (RQ2).

I set out to investigate if automatic processing could retrieve and support the

identification of patterns of para-verbal behaviour (RQ3).

To do this I initially intended to collect new data from clinical consultations.

From reviewing the literature and interviews with stakeholders, I compiled a list

of prerequisites which an ideal data recording system suitable for clinical con-

sultations should have. Based on this I designed an easy-to-use system which

could securely collect high quality audio signals alongside video which could

give information on body posture and movement while preserving anonymity.

Unfortunately, for organisational reasons out of my control, these data could

not be collected and only a small number of consultations were recorded. In-

stead, I was fortunate in having access to two previously recorded corpora

which were a rich source of data. One of these compared video with tele-

phone and face-to-face consultation which allowed me to explore not only how

para-verbal behaviour varied between clinicians but also by type of consulta-

tion (RQ3). Additionally, as this same corpus had been analysed for a variety

of quality features based on the RCGP assessment there was an opportunity

to do some exploratory work on how paraverbal features might relate to more

traditional quality assessment.
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The analysis of para-verbal behaviour was conducted on two complementary

aspects of the interaction. The conversational structure of the dialogue was

investigated through the characterisation of speech, silences and turn taking

behaviour. I then complemented this exploration by investigating the prosodic

behaviour of the participants, i.e. the way they spoke during their turns.

The need for a well-defined methodology was emphasised by the review of

studies on clinician-patient interactions, notably on the need for comparable

results and replicable methodologies across studies. The combination of the

exploration of turns and silences, and the precise definition of these terms

based on the conversational speech patterns resulted in a robust methodologi-

cal background, facilitating its reproduction and reuse by follow-up studies and

will facilitate comparisons of results.

The investigation of turn-taking behaviour and the use of prosody was reported

in the relation to:

• The communication of the participants overall, characterising the global

features of communication in the medical consultation;

• Comparing the communication of the patients to doctors, investigating

differences in the way they communicate;

• Comparing the communication occurring during three different modes of

consultations (face-to-face, telephone, and video encounters).

Many elements of the interaction were globally similar, leading to the obser-

vation that some behaviours were generally descriptive of the medical con-

sultations. For example, turn-taking behaviour reflects cooperative dialogues,
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however interestingly, showing notable signs of imbalance between doctors

and patients, the doctors being generally more interruptive and more prone

to keep the floor. With regard to prosodic features, differences characterising

patients’ and doctors’ behaviour were also found, potentially indicative of more

dominant verbal behaviours by doctors.

The comparison of the types of consultation showed notable differences be-

tween behaviours during telephone consultations and video consultations as

compared to face-to-face consultations. General prosodic characteristics were

found to differ across consultation types, in relation with constant elements of

voices: the intensity during the exchanges, the length and variations in voiced

segments, and, to a lesser extent, the stability of the voice. Remote consulta-

tions presented markers of simpler interactions, potentially signalling a loss of

critical elements, such as markers of agreements. This is in line with investi-

gations over the content of such interactions, which identified that fewer topics

were discussed during remote consultations. Another finding of this work was

that the behaviour of participants seems to be influenced by the modality of

the consultation. Patients notably appeared to express less confidence, using

higher tone and lower voice quality, and potentially less emotional cues marked

by less diverse vocal elements during remote encounters.

The final part of the analysis which explored the relationship between prosody

and the assessment of the quality of the communication as based on RCGP

criteria provided interesting results. It showed that aspects of the prosody of

the participants were associated with certain elements of quality in the con-

sultation. Furthermore, the association was centred around similar patterns of

significant elements (features) of the prosody, signalling potential patterns of
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interest in the prosodic behaviour. The magnitude of these results was surpris-

ing and they must be interpreted with caution. Significant limitations must be

considered.

The underlying reasons of these associations are unknown. The direction of

the association itself is unclear. For example, are better rated doctors more

likely to use specific prosody such as tone or types of voice, or do specific be-

haviours signal good patterns of interactions? Conclusions regarding associa-

tions between quality and para-verbal behaviour must be drawn with caution: it

is not clear how speech and behaviour correlate with the quality of the interac-

tion, which specific elements of prosodic behaviours can be related, and more

generally why such associations exist. These results must also be taken in the

light of methodological limitations. The dataset was small, just sixty consulta-

tions. The recruited clinicians were volunteers, many of whom were trainers,

being as such more likely to be attentive to how they communicated and aware

of its importance. The consultations were limited to follow-up consultations

and while this constrained the type of the interaction and created a homoge-

nous set, it limits the generalisability of the results to other types of medical

consultations.

The results of my work can already find some application. The data collection

system I developed can be used to support the collection of medical data and

their exploration using manual or automated methods.

My work could be used to support directing student regarding their commu-

nication skills and what they should pay attention to, e.g. letting the patient

talk more, being attentive to how they interrupt the patient. It may help doc-

tors consider how they use novel consultation methods. The automation of
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the analysis of turn-taking behaviour could be used to quantify and provide

feedback on some characteristics of their communication, and help identify of

interactions of interest (outliers, either good or bad).

Another possible application could be to support the assessment of CPC.

While the provision of specific explanation or feedback would require further

investigation, my work could be used as a screening procedure for examiners,

e.g. as a filter for interactions containing likely good or bad behaviour. Simi-

larly, it could be useful to clinicians trying to improve skills, to demonstrate how

their verbal techniques differ from the norm.

With regard to adding to knowledge in this area, my work expands the existing

literature on the analysis of non-verbal and para-verbal elements of the com-

munication by analysing turn-taking behaviour and prosody. My results charac-

terise behaviour of patients and doctors. It supports the theory that para-verbal

behaviour may be related to concepts and criteria used in the assessment of

clinician-patient communication.

However, this work is a preliminary analysis and much needs to be done to ex-

pand and refine it. Follow-up investigations must be done to better understand

and explain the association between prosodic behaviours and the quality of the

interaction. Further questions relate to patterns of behaviour during the inter-

action. For example: can we isolate specific patterns related to good or bad

assessment of consultation skills; whether and how the prosodic behaviour of

the participants aligns during the interaction (do patients or doctors adapt their

speech to their interlocutor?); and how each of these aspects influence the

quality of the interaction.
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Additionally, there is a clear need for further research on larger data sets. Fur-

ther investigation would need a large number of consultations, hundreds if not

thousands.

Future work could involve collaboration with professional medical bodies that

have a vested interest in finding ways to streamline their current assessment

processes - which heavily depend on experts. Some, such as the RCGP, have

access to a large scale corpus of video assessments which have been graded

for quality.

In short, this thesis has shown that automatic analysis of non-verbal aspects of

the consultation is feasible, provides important indications of how communica-

tion varies by consultation type and suggests some promise in identifying high

and low quality consultations. With further development, this has the potential

to provide teachers, students and assessors with simple to use tools to flag up

potentially problematic consultations for further analysis.
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Appendix A

Appendix 1

A.1 Review - additional material

A.2 Turn taking analysis - additional material

Table A.3: One-way ANOVA - Significance level of features related to turn-
taking behaviour with the type of consultation

Feature S-W K2 σ2 F-value p-value ANCOVA

h_value -/-/- -/-/- - 1.9415 0.153 0.158
inter_simult_tc -/*/- -/*/- - 5.7544 0.005** 0.005**
length -/-/* -/-/* - 10.9558 0.000** 0.000**
nb_group_turns_tc */-/* */*/* * 7.9970 0.001** 0.001**
nb_turns_dur */*/- */*/- - 0.8167 0.447 0.509
nb_turns_tc */*/* */*/* - 1.3876 0.258 0.281
non_inter_simult_tc -/*/* -/-/* - 1.7936 0.176 0.140
overlap_spk_sw */*/* */*/* * 12.1787 0.000** 0.000**
percent_one */-/* */-/* * 0.7755 0.465 0.468
percent_simult -/-/* -/-/* - 6.1300 0.004** 0.004**
ratio_dp */*/* */*/* * 3.0255 0.056 0.059
simult_speech_taking_ctrl */*/- */*/* - 2.5631 0.086 0.056
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Feature S-W K2 σ2 F-value p-value ANCOVA

sw_time -/-/- */*/- - 0.1642 0.849 0.843

Variance (σ2): Bartlett. ANCOVA was performed testing doctors as covariance factor.
Legend: -: non significant, *: significant (0.95), **: significant (0.99), italic : not
significant after Bonferroni correction. Methodology of the statistical analysis is

detailed in section 7.2.1.

A.2.1 General behaviour per type of consultation

A.2.2 Speaker-specific behaviour per type of consultation
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Acronym Full name

ANOVA Analyses of variance

ACTIVE
Assessing Caregivers for Team Intervention through Video
Encounters

BoW Bag of words
BTS Bartlett’s test of sphericity
CRF conditional random fields
CNN Counter-propagation Neural Networks
DT Decision Tree
GEE General Estimating Equations
GRU Gated recurrent units
GT Golden truth
HGRU Hierarchical gated recurrent units
HMM Hidden Markov models
KMO Kaiser-Meyer-Olkin
kNN k-nearest neighbours
KS Kolmogorov-Smirnov Test (KS Test)
LOO Leave-one-out
LIWC Linguistic Inquiry and Word Count
LR Logistic regression
LSA Latent Semantic Analysis
LSM Language style matching
NB Naïve Bayes
NN Neural network
RNN Recurrent neural network
SVM Support Vector Machine
t-tests Student’s t-tests
tf-idf Term frequency-inverse document frequency
VALUE Value, acknowledge, listen, understand, and elicit

Table A.1: List of acronyms for studies reported in the literature review.
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Abbreviation Full name Type

BAC Brief Assessment of Cognition assessment scales

CASES
Comprehensive Analysis of
the Structure of Encounters
System

coding scheme

DPFC
16-item Dental Patient
Feedback on Consultation
skills

questionnaire

DCSQ
Dementia Care Satisfaction
Questionnaire

questionnaire

EmFACS
Emotion Facial Action Coding
System

coding scheme

FACS Facial Action Coding System coding scheme
GDS Geriatric Depression Scale assessment scales

GMIAS
General Medical Interaction
Analysis System

coding scheme

MISC
Motivational Interviewing Skill
Code

coding scheme

MDIA
Multi-Dimensional Interaction
Analysis

coding scheme

NSA-16
16-item Negative Symptom
Assessment

assessment scale

RIAS
The Roter Interaction Analysis
System

coding scheme

STAI State-Trait Anxiety Inventory assessment scale

TEE/EOT
Transcription Orthographique
Enrichie / Enriched
Orthographical Transcription

coding scheme

VR-CoDES
Verona Coding Definitions of
Emotional Sequences

coding scheme

Table A.2: List of acronyms for questionnaires, assessment scales, and coding
schemes reported in the data set table of the literature review.
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Box-and-whisker plots for individual turn-taking features.

F2F: Face to face consultations

Figure A.1: H value. Figure A.2: Amount of inter-
ruptive speech.

Figure A.3: Length of the over-
all interaction.

Figure A.4: Amount of group
turns.
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Box-and-whisker plots for individual turn-taking features.

F2F: Face to face consultations

Figure A.5: Mean duration of
turns.

Figure A.6: Amount of turns
per minute.

Figure A.7: Amount of non-
interruptive simultaneous
speech.

Figure A.8: Distribution of
overlap in speaker switches.
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Box-and-whisker plots for individual turn-taking features.

F2F: Face to face consultations

Figure A.9: Amount of time
with only one person speaking.

Figure A.10: Percentage of
simultaneous speech for the
overall interaction.

Figure A.11: Ratio of speech
between the doctor and the pa-
tient.

Figure A.12: Amount of simul-
taneous speech leading to tak-
ing control of the conversation.
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Box-and-whisker plots for individual turn-taking features. F2F: Face to face
consultations

Figure A.13: Switching time.
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P: patient, D: doctor, S: silence, D+P: group turns

Figure A.14: Amount of
non-interruptive simultaneous
speech by participants.

Figure A.15: Number of turns
per minute for each partici-
pants.

Figure A.16: Mean duration of
turns per participant.

Figure A.17: Amount of
non-interruptive simultaneous
speech for each participant
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P: patient, D: doctor, S: silence, D+P: group turns

Figure A.18: Distribution of
overlap in turn switches per
participant

Figure A.19: Amount of time
during which each participant
spoke without overlapping
speech.

Figure A.20: Participants’
percentage of simultaneous
speech for the overall interac-
tion

Figure A.21: Participants’
amount of simultaneous
speech leading to taking con-
trol of the conversation.
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P: patient, D: doctor, S: silence, D+P: group turns

Figure A.22: Switching time
for each participants
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A.3 Prosody analysis - additional material

A.3.1 Prosodic features - global
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Box-and-whisker plots for individual prosodic features

Figure A.23: Alpha ratio un-
voiced segments, sma3nz -
amean

Figure A.24: Alpha ratio
voiced segments, sma3nz -
amean

Figure A.25: Alpha ratio
voiced segments, sma3nz
- standard deviation (nor-
malised)

Figure A.26: F0 semitone from
27.5Hz sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.27: F0 semitone
From 27.5Hz_sma3nz - mean
falling slope

Figure A.28: F0 semitone
From 27.5Hz sma3nz - mean
rising slope

Figure A.29: F0 semitone from
27.5Hz sma3nz - percentile
range 0-2

Figure A.30: F0 semitone from
27.5Hz sma3nz - percentile
20.0
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Box-and-whisker plots for individual prosodic features

Figure A.31: F0 semitone from
27.5Hz sma3nz - percentile
50.0

Figure A.32: F0 semitone from
27.5Hz sma3nz - percentile
80.0

Figure A.33: F0 semitone from
27.5Hz sma3nz - standard de-
viation falling slope

Figure A.34: F0 semitone from
27.5Hz sma3nz - standard de-
viation (normalised)
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Box-and-whisker plots for individual prosodic features

Figure A.35: F0 semitone from
27.5Hz sma3nz - Standard de-
viation rising slope

Figure A.36: F1 amplitude Log
relative to F0 sma3nz - amean

Figure A.37: F1 amplitude Log
relative to F0 sma3nz - Stan-
dard deviation

Figure A.38: F1 bandwidth
sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.39: F1 bandwidth
sma3nz - Standard deviation
(normalised)

Figure A.40: F1 frequency
sma3nz - amean

Figure A.41: F1 frequency
sma3nz - Standard deviation
(normalised)

Figure A.42: F2 amplitude Log
relative to F0 sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.43: F2 amplitude Log
relative to F0 sma3nz - Stan-
dard deviation

Figure A.44: F2 frequency
sma3nz - amean

Figure A.45: F2 frequency
sma3nz - Standard deviation

Figure A.46: F3 amplitude Log
relative to F0 sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.47: F3 amplitude Log
relative to F0 sma3nz - Stan-
dard deviation

Figure A.48: F3 frequency
sma3nz - amean

Figure A.49: F3 frequency
sma3nz - Standard deviation
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Box-and-whisker plots for individual prosodic features

Figure A.50: Hammarberg
index unvoiced segments,
sma3nz - amean

Figure A.51: Hammarberg in-
dex voiced segments, sma3nz
- amean

Figure A.52: Hammarberg in-
dex voiced segments, sma3nz
- Standard deviation

Figure A.53: HNR dB ACF
sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.54: HNR dB ACF
sma3nz - Standard deviation

Figure A.55: Local jitter
sma3nz - amean

Figure A.56: Local jitter
sma3nz - Standard deviation

Figure A.57: Harmonic differ-
ence H1-H2 sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.58: Harmonic differ-
ence H1-A3 sma3nz - Standard
deviation

Figure A.59: Harmonic differ-
ence H1-H2 sma3nz - amean

Figure A.60: Harmonic differ-
ence H1-H2 sma3nz - Stan-
dard deviation

Figure A.61: Loudness sma3 -
mean
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Box-and-whisker plots for individual prosodic features

Figure A.62: Loudness sma3 -
mean falling slope

Figure A.63: Loudness sma3 -
mean rising slope

Figure A.64: Loudness sma3
percentile range 0-2

Figure A.65: Loudness sma3
percentile 20.0
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Box-and-whisker plots for individual prosodic features

Figure A.66: Loudness sma3
percentile 50.0

Figure A.67: Loudness sma3
percentile 80.0

Figure A.68: Loudness sma3 -
Standard deviation falling slope

Figure A.69: Loudness sma3 -
Standard deviation
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Box-and-whisker plots for individual prosodic features

Figure A.70: Loudness sma3 -
Standard deviation rising slope

Figure A.71: Loudness peaks
per second

Figure A.72: Mean unvoiced
segment length per second

Figure A.73: Mean voiced
segment length per second
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Box-and-whisker plots for individual prosodic features

Figure A.74: Local shimmer
(dB) sma3nz - amean

Figure A.75: Local shimmer
(dB) sma3nz - Standard devia-
tion

Figure A.76: slope unvoiced
segments 0-500 sma3nz -
amean

Figure A.77: slope unvoiced
segments 500-1500 sma3nz -
amean
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Box-and-whisker plots for individual prosodic features

Figure A.78: slope voiced seg-
ments 0-500 sma3nz - amean

Figure A.79: slope voiced seg-
ments 0-500 sma3nz - Stan-
dard deviation

Figure A.80: slope voiced
segments 500-1500 sma3nz -
amean

Figure A.81: slope voiced
segments 500-1500 sma3nz -
Standard deviation
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Box-and-whisker plots for individual prosodic features

Figure A.82: Unvoiced seg-
ments length per second -
Standard deviation

Figure A.83: Voiced segments
length per second - Standard
deviation

Figure A.84: Total Figure A.85: Voiced segments
per second
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A.3.2 Prosodic features
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Table A.4: Prosodic features - description and definition

Feature Type Description

Frequency of the voice fundamental related to its range of variation

F0semi27.5Hz_sma3nz_amean F0 (mean)
F0semi27.5Hz_sma3nz_stddevNorm Voice frequency F0 (coefficient of variation)
F0semi27.5Hz_sma3nz_percentile20.0 Voice frequency 20th percentile of F0
F0semi27.5Hz_sma3nz_percentile50.0 Voice frequency 50th percentile of F0
F0semi27.5Hz_sma3nz_percentile80.0 Voice frequency 80th percentile of F0
F0semi27.5Hz_sma3nz_pctlrange0-2 Voice frequency 20th to 80th range of F0
F0semi27.5Hz_sma3nz_meanRisingSlope Voice frequency slope of rising signal parts of F0 (mean)
F0semi27.5Hz_sma3nz_stddevRisingSlope Voice frequency slope of rising signal parts of F0 (standard de-

viation)
F0semi27.5Hz_sma3nz_meanFallingSlope Voice frequency slope of falling signal parts of F0 (mean)
F0semi27.5Hz_sma3nz_stddevFallingSlope Voice frequency slope of falling signal parts of F0 (standard de-

viation)
jitterLocal_sma3nz_amean Vocal quality deviation from true periodicity of F0 (mean)
jitterLocal_sma3nz_stddevNorm Vocal quality deviation from true periodicity of F0 (coefficient

of variation)

Perceived intensity by the human auditory system

loudness_sma3_amean Energy perceived signal intensity (mean)
loudness_sma3_stddevNorm Energy perceived signal intensity (coefficient of varia-

tion)
loudness_sma3_percentile20.0 Energy 20th percentile of the loudness
loudness_sma3_percentile50.0 Energy 50th percentile of the loudness
loudness_sma3_percentile80.0 Energy 80th percentile of the loudness
loudness_sma3_pctlrange0-2 Energy 20th to 80th range of loudness
loudness_sma3_meanRisingSlope Energy slope of rising signal parts of loudness (mean)
loudness_sma3_stddevRisingSlope Energy slope of rising signal parts of loudness (stan-

dard deviation)
loudness_sma3_meanFallingSlope Energy slope of falling signal parts of loudness (mean)
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loudness_sma3_stddevFallingSlope Energy slope of falling signal parts of loudness (stan-
dard deviation)

shimmerLocaldB_sma3nz_amean Vocal quality Stability of the peak amplitudes of consecutive
F0 periods (mean)

shimmerLocaldB_sma3nz_stddevNorm Vocal quality Stability of the peak amplitudes of consecutive
F0 periods (coefficient of variation)

Spectral features - production of vowels

F1frequency_sma3nz_amean voicing, centre frequency centre frequency of first formant (mean)
F1frequency_sma3nz_stddevNorm voicing, centre frequency centre frequency of first formant (coefficient of

variation)
F2frequency_sma3nz_amean voicing, centre frequency centre frequency of second formant (mean)
F2frequency_sma3nz_stddevNorm voicing, centre frequency centre frequency of second formant (coefficient

of variation)
F3frequency_sma3nz_amean voicing, centre frequency centre frequency of third formant (mean)
F3frequency_sma3nz_stddevNorm voicing, centre frequency centre frequency of third formant (coefficient of

variation)
F1bandwidth_sma3nz_amean voicing, range of frequencies bandwidth of first formant (mean)
F1bandwidth_sma3nz_stddevNorm voicing, range of frequencies bandwidth of first formant (coefficient of varia-

tion)
F1amplitudeLogRelF0_sma3nz_amean voicing, frequency change ratio of the energy of the spectral harmonic

peak of F1 to the energy of the spectral peak
of F0 (mean)

F1amplitudeLogRelF0_sma3nz_stddevNorm voicing, frequency change ratio of the energy of the spectral harmonic
peak of F1 to the energy of the spectral peak
of F0 (coefficient of variation)

F2amplitudeLogRelF0_sma3nz_amean voicing, frequency change ratio of the energy of the spectral harmonic
peak of F2 to the energy of the spectral peak
of F0 (mean)

F2amplitudeLogRelF0_sma3nz_stddevNorm voicing, frequency change ratio of the energy of the spectral harmonic
peak of F2 to the energy of the spectral peak
of F0 (coefficient of variation)
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F3amplitudeLogRelF0_sma3nz_amean voicing, frequency change ratio of the energy of the spectral harmonic
peak of F3 to the energy of the spectral peak
of F0 (mean)

F3amplitudeLogRelF0_sma3nz_stddevNorm voicing, frequency change ratio of the energy of the spectral harmonic
peak of F3 to the energy of the spectral peak
of F0 (coefficient of variation)

Voice harmonics

HNRdBACF_sma3nz_amean Vocal quality Harmonics-to-Noise Ratio (mean)
HNRdBACF_sma3nz_stddevNorm Vocal quality Harmonics-to-Noise Ratio (coefficient of varia-

tion)
logRelF0-H1-H2_sma3nz_amean spectral static balance ratio of energy of harmonic difference between

H1 and H2 (mean)
logRelF0-H1-H2_sma3nz_stddevNorm spectral static balance ratio of energy of harmonic difference between

H1 and H2 (coefficient of variation)
logRelF0-H1-A3_sma3nz_amean spectral static balance ratio of energy of harmonic difference between

H1 and A3 (mean)
logRelF0-H1-A3_sma3nz_stddevNorm spectral static balance ratio of energy of harmonic difference between

H1 and A3 (coefficient of variation)

Temporal features

loudnessPeaksPerSec energy number of loudness peaks per second
VoicedSegmentsPerSec vocalisation number of voiced segments per second
MeanVoicedSegmentLengthSec vocalisation length of voiced segments per second (mean)
StddevVoicedSegmentLengthSec vocalisation length of voiced segments per second (coeffi-

cient of variation)
MeanUnvoicedSegmentLength vocalisation length of unvoiced segments per second

(mean)
StddevUnvoicedSegmentLength vocalisation length of unvoiced segments per second (coef-

ficient of variation)

Spectral features of voiced regions
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alphaRatioV_sma3nz_amean spectral static balance ratio of the energy from 50 Hz-1 kHz and 1-5
kHz (mean)

alphaRatioV_sma3nz_stddevNorm spectral static balance ratio of the energy from 50 Hz-1 kHz and 1-5
kHz (coefficient of variation)

hammarbergIndexV_sma3nz_amean spectral static balance ratio of the strongest energy peak between 0-
2 kHz to the strongest peak between 2-5 kHz
(mean)

hammarbergIndexV_sma3nz_stddevNorm spectral static balance ratio of the strongest energy peak between 0-
2 kHz to the strongest peak between 2-5 kHz
(coefficient of variation)

slopeV0-500_sma3nz_amean spectral slope Spectral slope 0-0.5kHz (mean)
slopeV0-500_sma3nz_stddevNorm spectral slope Spectral slope 0-0.5kHz (coefficient of varia-

tion)
slopeV500-1500_sma3nz_amean spectral slope Spectral slope 0.5-5kHz (mean)
slopeV500-1500_sma3nz_stddevNorm spectral slope Spectral slope 0.5-5kHz (coefficient of varia-

tion)

Spectral features of unvoiced regions

hammarbergIndexUV_sma3nz_amean spectral static balance ratio of the strongest energy peak between 0-
2 kHz to the strongest peak between 2-5 kHz
(mean)

alphaRatioUV_sma3nz_amean spectral static balance ratio of the energy from 50 Hz-1 kHz and 1-5
kHz (mean)

slopeUV0-500_sma3nz_amean spectral slope Spectral slope 0-0.5kHz (mean)
slopeUV500-1500_sma3nz_amean spectral slope Spectral slope 0.5-5kHz (mean)

A3: highest harmonic in the F3 range
Alpha ratio: ratio of the energy between the 50Hz-1 kHz range to the energy in the 1-5 kHz range

Amplitude: change of a periodic variable during a single period.
Bandwidth: difference between the lowest and highest frequencies in a continuous band of frequencies.

F0: fundamental frequency of a speech signal. F0semi27.5Hz: F0, measured using a semitone frequency scale from 27.5 Hz and above
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F1, F2, F3: first, second and third formant frequencies. [i] corresponds to low F1 and high F2, [a] corresponds to high F1 and low F2.

Hammarberg Index: ratio of the strongest energy peak between 0-2 kHz and the strongest peak between 2-5 kHz
H1: first F0 harmonic
H2: first F1 harmonic

HNR: Harmonics-to-Noise Ratio, ratio of the energy in harmonic components to the energy of noise
Jitter: deviation from true periodicity of a signal Loudness: perceived signal intensity from an auditory spectrum Shimmer: stability across

consecutive periods of signal amplitude
Spectral flux: energy spectra of two consecutive acoustic frames

Spectral slope: distribution of energy with relation ot the frequency of a signal (linear regression of a logarithmic power spectrum)
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A.3.3 Prosodic features per participants – global
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Appendix A. Appendix 1

Box-and-whisker plots for individual prosodic features

Figure A.86: Alpha ratio un-
voiced segments, sma3nz -
ameanGT

P: patient, D: doctor, S: silence, D+P:
group turns

Figure A.87: Alpha ratio
voiced segments, sma3nz -
ameanGT

Figure A.88: Alpha ratio
voiced segments, sma3nz
- standard deviation (nor-
malised)GT

Figure A.89: F0 semitone from
27.5Hz sma3nz - ameanGT
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Box-and-whisker plots for individual prosodic features

Figure A.90: F0 semitone from
27.5Hz sma3nz- mean falling
slopeGT

Figure A.91: F0 semitone from
27.5Hz sma3nz- mean rising
slopeGT

Figure A.92: F0 semitone from
27.5Hz sma3nz - percentile
range 0-2GT

Figure A.93: F0 semitone from
27.5Hz sma3nz - percentile
20.0GT

391



Appendix A. Appendix 1

Box-and-whisker plots for individual prosodic features

Figure A.94: F0 semitone from
27.5Hz sma3nz - percentile
50.0GT

Figure A.95: F0 semitone from
27.5Hz sma3nz - percentile
80.0GT

Figure A.96: F0 semitone from
27.5Hz sma3nz - standard de-
viation falling slopeGT

Figure A.97: F0 semitone from
27.5Hz sma3nz - standard de-
viation (normalised)GT
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Box-and-whisker plots for individual prosodic features

Figure A.98: F0 semitone from
27.5Hz sma3nz - Standard de-
viation rising slopeGT

Figure A.99: F1 amplitude
Log relative to F0 sma3nz -
ameanGT

Figure A.100: F1 amplitude
Log relative to F0 sma3nz -
Standard deviationGT

Figure A.101: F1 bandwidth
sma3nz - ameanGT
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Box-and-whisker plots for individual prosodic features

Figure A.102: F1 bandwidth
sma3nz - Standard deviation
(normalised)GT

Figure A.103: F1 frequency
sma3nz - ameanGT

Figure A.104: F1 frequency
sma3nz - Standard deviation
(normalised)GT

Figure A.105: F2 amplitude
Log relative to F0 sma3nz -
ameanGT
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Box-and-whisker plots for individual prosodic features

Figure A.106: F2 amplitude
Log relative to F0 sma3nz -
Standard deviationGT

Figure A.107: F2 frequency
sma3nz - ameanGT

Figure A.108: F2 frequency
sma3nz - Standard devia-
tionGT
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Box-and-whisker plots for individual prosodic features

Figure A.109: F3 amplitude
Log relative to F0 sma3nz -
ameanGT

Figure A.110: F3 amplitude
Log relative to F0 sma3nz -
Standard deviationGT

Figure A.111: F3 frequency
sma3nz - ameanGT

Figure A.112: F3 frequency
sma3nz - Standard devia-
tionGT
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Box-and-whisker plots for individual prosodic features

Figure A.113: Hammarberg
index unvoiced segments,
sma3nz - ameanGT

Figure A.114: Hammarberg in-
dex voiced segments, sma3nz -
ameanGT

Figure A.115: Hammarberg in-
dex voiced segments, sma3nz -
Standard deviationGT

Figure A.116: HNR dB ACF
sma3nz - ameanGT
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Box-and-whisker plots for individual prosodic features

Figure A.117: HNR dB ACF
sma3nz - Standard devia-
tionGT

Figure A.118: Local jitter
sma3nz - ameanGT

Figure A.119: Local jitter
sma3nz - Standard devia-
tionGT

Figure A.120: Harmonic
difference H1-H2 sma3nz -
ameanGT
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Box-and-whisker plots for individual prosodic features

Figure A.121: Harmonic differ-
ence H1-A3 sma3nz - Standard
deviationGT

Figure A.122: Harmonic
difference H1-H2 sma3nz -
ameanGT

Figure A.123: Harmonic dif-
ference H1-H2 sma3nz - Stan-
dard deviationGT

Figure A.124: Loudness sma3
- meanGT
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Box-and-whisker plots for individual prosodic features

Figure A.125: Loudness sma3
- mean falling slopeGT

Figure A.126: Loudness sma3
- mean rising slopeGT

Figure A.127: Loudness sma3
percentile range 0-2GT

Figure A.128: Loudness sma3
percentile 20.0GT
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A.3. Prosody analysis - additional material

Box-and-whisker plots for individual prosodic features

Figure A.129: Loudness sma3
percentile 50.0GT

Figure A.130: Loudness sma3
percentile 80.0GT

Figure A.131: Loudness sma3
- Standard deviation falling
slopeGT

Figure A.132: Loudness sma3
- Standard deviationGT
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Box-and-whisker plots for individual prosodic features

Figure A.133: Loudness sma3
- Standard deviation rising
slopeGT

Figure A.134: Loudness
peaks per secondGT

Figure A.135: Mean unvoiced
segment length per secGT

Figure A.136: Mean voiced
segment length per secGT
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A.3. Prosody analysis - additional material

Box-and-whisker plots for individual prosodic features

Figure A.137: Local shimmer
(dB) sma3nz - ameanGT

Figure A.138: Local shimmer
(dB) sma3nz - Standard devia-
tionGT

Figure A.139: slope unvoiced
segments 0-500 sma3nz -
ameanGT

Figure A.140: slope unvoiced
segments 500-1500 sma3nz -
ameanGT
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Box-and-whisker plots for individual prosodic features

Figure A.141: slope voiced
segments 0-500 sma3nz -
ameanGT

Figure A.142: slope voiced
segments 0-500 sma3nz -
Standard deviationGT

Figure A.143: slope voiced
segments 500-1500 sma3nz -
ameanGT

Figure A.144: slope voiced
segments 500-1500 sma3nz -
Standard deviationGT
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Box-and-whisker plots for individual prosodic features

Figure A.145: Unvoiced seg-
ments length per second -
Standard deviationGT

Figure A.146: Voiced seg-
ments length per second -
Standard deviationGT

Figure A.147: Voiced seg-
ments per secondGT
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A.3.4 Prosodic features per participants – by type of con-

sultation
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Box-and-whisker plots for individual prosodic features

Figure A.148: Alpha ratio un-
voiced segments, sma3nz -
amean

P: patient, D: doctor, S: silence, D+P:
group turns

Figure A.149: Alpha ratio
voiced segments, sma3nz -
amean

Figure A.150: Alpha ratio
voiced segments, sma3nz
- standard deviation (nor-
malised)

Figure A.151: F0 semitone
from 27.5Hz sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.152: F0 semitone
from 27.5Hz sma3nz- mean
falling slope

Figure A.153: F0 semitone
from 27.5Hz sma3nz- mean
rising slope

Figure A.154: F0 semitone
from 27.5Hz sma3nz - per-
centile range 0-2

Figure A.155: F0 semitone
from 27.5Hz sma3nz - per-
centile 20.0
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Box-and-whisker plots for individual prosodic features

Figure A.156: F0 semitone
from 27.5Hz sma3nz - per-
centile 50.0

Figure A.157: F0 semitone
from 27.5Hz sma3nz - per-
centile 80.0

Figure A.158: F0 semitone
from 27.5Hz sma3nz - standard
deviation falling slope

Figure A.159: F0 semitone
from 27.5Hz sma3nz - standard
deviation (normalised)
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Box-and-whisker plots for individual prosodic features

Figure A.160: F0 semitone
from 27.5Hz sma3nz - Stan-
dard deviation rising slope

Figure A.161: F1 amplitude
Log relative to F0 sma3nz -
amean

Figure A.162: F1 amplitude
Log relative to F0 sma3nz -
Standard deviation

Figure A.163: F1 bandwidth
sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.164: F1 bandwidth
sma3nz - Standard deviation
(normalised)

Figure A.165: F1 frequency
sma3nz - amean

Figure A.166: F1 frequency
sma3nz - Standard deviation
(normalised)

Figure A.167: F2 amplitude
Log relative to F0 sma3nz -
amean
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Box-and-whisker plots for individual prosodic features

Figure A.168: F2 amplitude
Log relative to F0 sma3nz -
Standard deviation

Figure A.169: F2 frequency
sma3nz - amean

Figure A.170: F2 frequency
sma3nz - Standard deviation

Figure A.171: F3 amplitude
Log relative to F0 sma3nz -
amean
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Box-and-whisker plots for individual prosodic features

Figure A.172: F3 amplitude
Log relative to F0 sma3nz -
Standard deviation

Figure A.173: F3 frequency
sma3nz - amean

Figure A.174: F3 frequency
sma3nz - Standard deviation

Figure A.175: Hammarberg
index unvoiced segments,
sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.176: Hammarberg in-
dex voiced segments, sma3nz -
amean

Figure A.177: Hammarberg in-
dex voiced segments, sma3nz -
Standard deviation

Figure A.178: HNR dB ACF
sma3nz - amean

Figure A.179: HNR dB ACF
sma3nz - Standard deviation
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Box-and-whisker plots for individual prosodic features

Figure A.180: Local jitter
sma3nz - amean

Figure A.181: Local jitter
sma3nz - Standard deviation

Figure A.182: Harmonic differ-
ence H1-H2 sma3nz - amean

Figure A.183: Harmonic differ-
ence H1-A3 sma3nz - Standard
deviation
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Box-and-whisker plots for individual prosodic features

Figure A.184: Harmonic differ-
ence H1-H2 sma3nz - amean

Figure A.185: Harmonic dif-
ference H1-H2 sma3nz - Stan-
dard deviation

Figure A.186: Loudness sma3
- mean

Figure A.187: Loudness sma3
- mean falling slope
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Box-and-whisker plots for individual prosodic features

Figure A.188: Loudness sma3
- mean rising slope

Figure A.189: Loudness sma3
percentile range 0-2

Figure A.190: Loudness sma3
percentile 20.0

Figure A.191: Loudness sma3
percentile 50.0
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Box-and-whisker plots for individual prosodic features

Figure A.192: Loudness sma3
percentile 80.0

Figure A.193: Loudness sma3
- Standard deviation falling
slope

Figure A.194: Loudness sma3
- Standard deviation

Figure A.195: Loudness sma3
- Standard deviation rising
slope
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Box-and-whisker plots for individual prosodic features

Figure A.196: Loudness
peaks per second

Figure A.197: Mean unvoiced
segment length per second

Figure A.198: Mean voiced
segment length per second

Figure A.199: Local shimmer
(dB) sma3nz - amean
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Box-and-whisker plots for individual prosodic features

Figure A.200: Local shimmer
(dB) sma3nz - Standard devia-
tion

Figure A.201: slope unvoiced
segments 0-500 sma3nz -
amean

Figure A.202: slope unvoiced
segments 500-1500 sma3nz -
amean

Figure A.203: slope voiced
segments 0-500 sma3nz -
amean
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Box-and-whisker plots for individual prosodic features

Figure A.204: slope voiced
segments 0-500 sma3nz -
Standard deviation

Figure A.205: slope voiced
segments 500-1500 sma3nz -
amean

Figure A.206: slope voiced
segments 500-1500 sma3nz -
Standard deviation

Figure A.207: Unvoiced seg-
ments length per second -
Standard deviation
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Box-and-whisker plots for individual prosodic features

Figure A.208: Voiced seg-
ments length per second -
Standard deviation

Figure A.209: total

Figure A.210: Voiced seg-
ments per second
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A.3. Prosody analysis - additional material

A.3.5 Statistical analysis of the correlation of prosodic fea-

tures with categories of consultations and speakers

Table A.5: One-way ANOVA - Individual correlation of prosodic features with
the type of consultation

Feature S-W K2 σ2 F-value p-value ANCOVA

F0semi27.5Hz_sma3nz_amean */*/* */*/* * 17.2386 0.000** 0.000**
F0semi27.5Hz_sma3nz_stddevNorm */-/* */-/* * 3.7820 0.029* 0.061
F0semi27.5Hz_sma3nz_percentile20.0 */*/* */*/* * 10.9077 0.000** 0.000**
F0semi27.5Hz_sma3nz_percentile50.0 */*/* */*/* * 15.2057 0.000** 0.000**
F0semi27.5Hz_sma3nz_percentile80.0 */*/* */*/* * 23.8284 0.000** 0.000**
F0semi27.5Hz_sma3nz_pctlrange0-2 */-/* */-/* * 19.8440 0.000** 0.000**
F0semi27.5Hz_sma3nz_meanRisingSlope */-/* */-/* * 4.2927 0.018* 0.039*
F0semi27.5Hz_sma3nz_stddevRisingSlope */-/* */-/* * 0.9919 0.377 0.32
F0semi27.5Hz_sma3nz_meanFallingSlope */*/* */*/* * 5.69599 0.006** 0.014*
F0semi27.5Hz_sma3nz_stddevFallingSlope */*/* */-/* * 3.6664 0.032* 0.048*
loudness_sma3_amean -/-/* */-/* - 5.8960 0.005** 0.002**
loudness_sma3_stddevNorm */*/* */*/* * 15.5345 0.000** 0.000**
loudness_sma3_percentile20.0 -/-/* */-/* - 3.2275 0.047* 0.062
loudness_sma3_percentile50.0 -/-/* */-/* - 5.6279 0.006** 0.004**
loudness_sma3_percentile80.0 -/-/* */-/* - 8.0367 0.001** 0.000**
loudness_sma3_pctlrange0-2 -/-/* */-/* - 17.5334 0.000** 0.000**
loudness_sma3_meanRisingSlope -/-/* */-/* - 19.6824 0.000** 0.000**
loudness_sma3_stddevRisingSlope -/-/* */-/* * 13.7189 0.000** 0.000**
loudness_sma3_meanFallingSlope -/-/* */*/* * 8.72103 0.000** 0.000**
loudness_sma3_stddevFallingSlope -/-/* */-/* * 16.8811 0.000** 0.000**
jitterLocal_sma3nz_amean */*/* */*/* * 2.8260 0.068 0.087
jitterLocal_sma3nz_stddevNorm */*/* */*/* * 4.7124 0.013* 0.004**
shimmerLocaldB_sma3nz_amean -/*/* */*/* * 10.3575 0.000** 0.000**
shimmerLocaldB_sma3nz_stddevNorm */*/* */*/- * 4.9626 0.010* 0.014*
HNRdBACF_sma3nz_amean */*/* */*/* * 2.59823 0.083 0.091
HNRdBACF_sma3nz_stddevNorm */-/* -/-/* - 0.5467 0.582 0.523
logRelF0-H1-H2_sma3nz_amean -/*/* -/*/* * 0.6816 0.51 0.288
logRelF0-H1-H2_sma3nz_stddevNorm -/*/- */*/- - 0.4444 0.643 0.655
logRelF0-H1-A3_sma3nz_amean */*/- */*/- * 5.3360 0.008** 0.003**
logRelF0-H1-A3_sma3nz_stddevNorm -/-/- -/-/* - 0.4832 0.619 0.627
F1frequency_sma3nz_amean */*/* */*/* * 28.9430 0.000** 0.000**
F1frequency_sma3nz_stddevNorm */*/- -/*/- * 0.0845 0.919 0.944
F1bandwidth_sma3nz_amean */*/* */*/* * 4.4663 0.016* 0.012*
F1bandwidth_sma3nz_stddevNorm */*/* */*/* * 20.2713 0.000** 0.000**
F1amplitudeLogRelF0_sma3nz_amean */*/- */*/- * 10.0058 0.000** 0.000**
F1amplitudeLogRelF0_sma3nz_stddevNorm -/-/- -/-/- - 1.2606 0.291 0.293
F2frequency_sma3nz_amean */*/* */*/* * 21.0840 0.000** 0.000**
F2frequency_sma3nz_stddevNorm */*/- */*/- * 0.5670 0.57 0.546
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Feature S-W K2 σ2 F-value p-value ANCOVA

F2amplitudeLogRelF0_sma3nz_amean */*/- */*/- * 11.6600 0.000** 0.000**
F2amplitudeLogRelF0_sma3nz_stddevNorm -/-/- -/-/- - 1.3405 0.27 0.261
F3frequency_sma3nz_amean */*/* */*/* - 11.9495 0.000** 0.000**
F3frequency_sma3nz_stddevNorm */*/- */*/- * 0.4991 0.61 0.644
F3amplitudeLogRelF0_sma3nz_amean */*/- */*/- * 11.9234 0.000** 0.000**
F3amplitudeLogRelF0_sma3nz_stddevNorm -/-/- -/*/- - 0.01853 0.982 0.988
alphaRatioV_sma3nz_amean -/*/* -/*/* * 3.9797 0.024* 0.024*
alphaRatioV_sma3nz_stddevNorm -/-/- -/-/- - 0.7575 0.474 0.487
hammarbergIndexV_sma3nz_amean */*/* */*/- * 3.4717 0.038* 0.046*
hammarbergIndexV_sma3nz_stddevNorm -/-/- -/-/- - 1.4911 0.234 0.238
slopeV0-500_sma3nz_amean */*/- */*/- * 3.1436 0.051 0.011*
slopeV0-500_sma3nz_stddevNorm -/-/- -/-/- - 0.1469 0.864 0.875
slopeV500-1500_sma3nz_amean */*/* */*/* - 0.3556 0.702 0.603
slopeV500-1500_sma3nz_stddevNorm */-/- */-/- - 1.7351 0.186 0.194
alphaRatioUV_sma3nz_amean -/*/* -/*/- - 4.5598 0.015* 0.010*
hammarbergIndexUV_sma3nz_amean -/*/* -/*/* * 8.7054 0.001** 0.001**
slopeUV0-500_sma3nz_amean -/*/* -/*/* * 0.8020 0.453 0.302
slopeUV500-1500_sma3nz_amean */-/- -/-/- * 1.1982 0.309 0.311
loudnessPeaksPerSec -/*/* */*/* * 0.3816 0.684 0.6
VoicedSegmentsPerSec */*/* */*/* * 2.4791 0.093 0.099
MeanVoicedSegmentLengthSec */*/* */*/* * 11.5483 0.000** 0.000**
StddevVoicedSegmentLengthSec */*/* */*/* * 8.3771 0.001** 0.000**
MeanUnvoicedSegmentLength */*/- */*/- * 7.2839 0.002** 0.001**
StddevUnvoicedSegmentLength */-/- */-/- - 8.5681 0.001** 0.012*

Total (significant) 22 22 42 39 38
Total (Bonferroni) 20 22

F0semitoneFrom27.5Hz was abbreviated to F0semi27.5Hz.
Variance (σ2): Bartlett. ANCOVA was performed testing doctors as covariance factor.

Legend: -: non significant, *: significant (0.95), **: significant (0.99), italic : not significant
after Bonferroni correction.

The significance levels under the Kruskal-Wallis Test were the same, except for:
loudness_sma3_percentile20.0 (0.019*), jitterLocal_sma3nz_amean (0.042*),

hammarbergIndexV_sma3nz_amean (0.056), hammarbergIndexV_sma3nz_stddevNorm
(0.004**), slopeV0-500_sma3nz_amean (0.019*), StddevUnvoicedSegmentLength (0.000**)

Table A.6: One-way ANOVA - Individual correlation of prosodic features with
the role of the participant

Feature S-W K2 σ2 F-value p-value ANCOVA

F0semi27.5Hz_sma3nz_amean -/* -/* - 33.6434 0.000** 0.000**
F0semi27.5Hz_sma3nz_stddevNorm -/- -/- - 0.1688 0.682 0.683
F0semi27.5Hz_sma3nz_percentile20.0 -/* -/* * 23.7183 0.000** 0.000**
F0semi27.5Hz_sma3nz_percentile50.0 -/* -/* - 37.0183 0.000** 0.000**
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Feature S-W K2 σ2 F-value p-value ANCOVA

F0semi27.5Hz_sma3nz_percentile80.0 -/* -/* - 39.8990 0.000** 0.000**
F0semi27.5Hz_sma3nz_pctlrange0-2 -/- -/- - 16.1632 0.000** 0.000**
F0semi27.5Hz_sma3nz_meanRisingSlope -/- -/- * 1.3619 0.246 0.242
F0semi27.5Hz_sma3nz_stddevRisingSlope -/- -/- - 1.6915 0.196 0.189
F0semi27.5Hz_sma3nz_meanFallingSlope -/- */- * 3.5864 0.061 0.061
F0semi27.5Hz_sma3nz_stddevFallingSlope -/- -/- * 1.7657 0.186 0.187
loudness_sma3_amean */* */* * 1.2003 0.275 0.253
loudness_sma3_stddevNorm */* */* * 0.0357 0.850 0.848
loudness_sma3_percentile20.0 */* */* * 1.14627 0.287 0.257
loudness_sma3_percentile50.0 */* */* * 0.9630 0.328 0.312
loudness_sma3_percentile80.0 */* */* * 1.2913 0.258 0.24
loudness_sma3_pctlrange0-2 */* */* * 1.14776 0.286 0.278
loudness_sma3_meanRisingSlope */* */* * 1.0279 0.313 0.31
loudness_sma3_stddevRisingSlope */- */* * 1.5459 0.216 0.207
loudness_sma3_meanFallingSlope */* */* * 3.4634 0.065 0.066
loudness_sma3_stddevFallingSlope */* */* * 1.9650 0.164 0.165
jitterLocal_sma3nz_amean */- */- * 17.1711 0.000** 0.000**
jitterLocal_sma3nz_stddevNorm */* */* * 35.6378 0.000** 0.000**
shimmerLocaldB_sma3nz_amean */- */- * 6.4626 0.012* 0.012*
shimmerLocaldB_sma3nz_stddevNorm -/* */* * 41.3288 0.000** 0.000**
HNRdBACF_sma3nz_amean */* */* * 3.2682 0.073 0.073
HNRdBACF_sma3nz_stddevNorm -/- -/- * 4.3810 0.038* 0.037*
logRelF0-H1-H2_sma3nz_amean */* */* - 21.5325 0.000** 0.000**
logRelF0-H1-H2_sma3nz_stddevNorm -/- -/- * 0.0259 0.872 0.872
logRelF0-H1-A3_sma3nz_amean */* */* - 24.1050 0.000** 0.000**
logRelF0-H1-A3_sma3nz_stddevNorm -/- -/- * 0.05603 0.813 0.814
F1frequency_sma3nz_amean */- */- - 15.0894 0.000** 0.000**
F1frequency_sma3nz_stddevNorm -/* -/* - 57.0983 0.000** 0.000**
F1bandwidth_sma3nz_amean */* */* - 2.1269 0.147 0.149
F1bandwidth_sma3nz_stddevNorm */- */- * 16.8671 0.000** 0.000**
F1amplitudeLogRelF0_sma3nz_amean -/* -/* - 3.7977 0.054 0.050*
F1amplitudeLogRelF0_sma3nz_stddevNorm -/- -/- - 0.03678 0.848 0.843
F2frequency_sma3nz_amean */* */* - 5.6965 0.019* 0.018*
F2frequency_sma3nz_stddevNorm */* */* * 50.5094 0.000** 0.000**
F2amplitudeLogRelF0_sma3nz_amean -/* -/* - 6.8310 0.010* 0.009**
F2amplitudeLogRelF0_sma3nz_stddevNorm -/- -/- - 0.8770 0.351 0.353
F3frequency_sma3nz_amean */* */* * 0.8420 0.361 0.361
F3frequency_sma3nz_stddevNorm */* */* * 30.2964 0.000** 0.000**
F3amplitudeLogRelF0_sma3nz_amean -/* -/* - 5.5161 0.021* 0.019*
F3amplitudeLogRelF0_sma3nz_stddevNorm -/- -/- - 0.0055 0.941 0.941
alphaRatioV_sma3nz_amean -/- -/* - 9.6585 0.002** 0.002**
alphaRatioV_sma3nz_stddevNorm -/- -/- - 1.9666 0.163 0.164
hammarbergIndexV_sma3nz_amean -/* -/* - 0.0896 0.765 0.764
hammarbergIndexV_sma3nz_stddevNorm -/- -/- - 0.7181 0.398 0.4
slopeV0-500_sma3nz_amean -/* */* * 3.9120 0.050 0.040*
slopeV0-500_sma3nz_stddevNorm -/- -/- - 0.8757 0.351 0.353
slopeV500-1500_sma3nz_amean */* */- - 0.0880 0.767 0.766
slopeV500-1500_sma3nz_stddevNorm -/- -/- - 1.6913 0.196 0.196
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Feature S-W K2 σ2 F-value p-value ANCOVA

alphaRatioUV_sma3nz_amean -/- -/- - 0.0003 0.986 0.986
hammarbergIndexUV_sma3nz_amean -/- -/- - 0.01532 0.902 0.9
slopeUV0-500_sma3nz_amean */- */- * 0.0519 0.820 0.806
slopeUV500-1500_sma3nz_amean */* */* - 0.2215 0.639 0.637
loudnessPeaksPerSec */* */* * 0.0038 0.951 0.947
VoicedSegmentsPerSec */- */- * 1.2384 0.268 0.253
MeanVoicedSegmentLengthSec -/- -/- - 0.7440 0.390 0.359
StddevVoicedSegmentLengthSec -/- -/- * 7.4895 0.007** 0.006**
MeanUnvoicedSegmentLength -/- -/* * 5.0988 0.026* 0.024*
StddevUnvoicedSegmentLength -/- -/- * 4.6463 0.033* 0.032*

Significant features 20 21 42 38 27
Significant features (Bonferroni) 29 16

F0semitoneFrom27.5Hz was abbreviated to F0semi27.5Hz.
Variance (σ2): Bartlett. ANCOVA was performed testing doctors as covariance factor.

Legend: -: non significant, *: significant (0.95), **: significant (0.99), italic : not significant
after Bonferroni correction.

The significance levels under the Kruskal-Wallis Test were the same, except for:
F0semitoneFrom27.5Hz_sma3nz_meanFallingSlope (0.034*),

loudness_sma3_meanFallingSlope (0.047*), HNRdBACF_sma3nz_stddevNorm (0.147),
F1amplitudeLogRelF0_sma3nz_amean(0.043*), alphaRatioV_sma3nz_amean (0.034*),

alphaRatioV_sma3nz_stddevNorm (0.007**), slopeV0-500_sma3nz_amean (0.043*),
slopeV500-1500_sma3nz_stddevNorm (0.022*), MeanUnvoicedSegmentLength (0.010**),

StddevUnvoicedSegmentLength (0.009**).

Table A.7: Two way ANOVA - Individual correlation of prosodic features with
the type of consultation and participants’ role

Feature subset speaker subset:speaker

F0semitoneFrom27.5Hz_sma3nz_amean 0.000** 0.000** 0.000**
F0semitoneFrom27.5Hz_sma3nz_stddevNorm 0.041* 0.674 0.182
F0semitoneFrom27.5Hz_sma3nz_percentile20.0 0.000** 0.000** 0.004**
F0semitoneFrom27.5Hz_sma3nz_percentile50.0 0.000** 0.000** 0.000**
F0semitoneFrom27.5Hz_sma3nz_percentile80.0 0.000** 0.000** 0.000**
F0semitoneFrom27.5Hz_sma3nz_pctlrange0-2 0.000** 0.000** 0.000**
F0semitoneFrom27.5Hz_sma3nz_meanRisingSlope 0.034* 0.234 0.218
F0semitoneFrom27.5Hz_sma3nz_stddevRisingSlope 0.106 0.195 0.910
F0semitoneFrom27.5Hz_sma3nz_meanFallingSlope 0.005** 0.046* 0.013*
F0semitoneFrom27.5Hz_sma3nz_stddevFallingSlope 0.006** 0.165 0.054
loudness_sma3_amean 0.000** 0.238 0.216
loudness_sma3_stddevNorm 0.000** 0.816 0.263
loudness_sma3_percentile20.0 0.029* 0.275 0.304
loudness_sma3_percentile50.0 0.000** 0.293 0.217
loudness_sma3_percentile80.0 0.000** 0.203 0.167
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Feature subset speaker Combined

loudness_sma3_pctlrange0-2 0.000** 0.183 0.098
loudness_sma3_meanRisingSlope 0.000** 0.205 0.149
loudness_sma3_stddevRisingSlope 0.000** 0.136 0.140
loudness_sma3_meanFallingSlope 0.000** 0.024* 0.005**
loudness_sma3_stddevFallingSlope 0.000** 0.078 0.158
jitterLocal_sma3nz_amean 0.009** 0.000** 0.000**
jitterLocal_sma3nz_stddevNorm 0.000** 0.000** 0.000**
shimmerLocaldB_sma3nz_amean 0.001** 0.008** 0.037*
shimmerLocaldB_sma3nz_stddevNorm 0.000** 0.000** 0.000**
HNRdBACF_sma3nz_amean 0.061 0.069 0.319
HNRdBACF_sma3nz_stddevNorm 0.657 0.037* 0.085
logRelF0-H1-H2_sma3nz_amean 0.113 0.000** 0.000**
logRelF0-H1-H2_sma3nz_stddevNorm 0.751 0.871 0.063
logRelF0-H1-A3_sma3nz_amean 0.000** 0.000** 0.000**
logRelF0-H1-A3_sma3nz_stddevNorm 0.954 0.815 0.379
F1frequency_sma3nz_amean 0.000** 0.000** 0.000**
F1frequency_sma3nz_stddevNorm 0.792 0.000** 0.000**
F1bandwidth_sma3nz_amean 0.000** 0.080 0.000**
F1bandwidth_sma3nz_stddevNorm 0.000** 0.000** 0.002**
F1amplitudeLogRelF0_sma3nz_amean 0.000** 0.018* 0.000**
F1amplitudeLogRelF0_sma3nz_stddevNorm 0.309 0.848 0.405
F2frequency_sma3nz_amean 0.000** 0.001** 0.000**
F2frequency_sma3nz_stddevNorm 0.411 0.000** 0.000**
F2amplitudeLogRelF0_sma3nz_amean 0.000** 0.001** 0.000**
F2amplitudeLogRelF0_sma3nz_stddevNorm 0.470 0.352 0.371
F3frequency_sma3nz_amean 0.000** 0.241 0.019*
F3frequency_sma3nz_stddevNorm 0.413 0.000** 0.000**
F3amplitudeLogRelF0_sma3nz_amean 0.000** 0.003** 0.002**
F3amplitudeLogRelF0_sma3nz_stddevNorm 0.682 0.942 0.396
alphaRatioV_sma3nz_amean 0.002** 0.001** 0.002**
alphaRatioV_sma3nz_stddevNorm 0.297 0.162 0.273
hammarbergIndexV_sma3nz_amean 0.000** 0.737 0.003**
hammarbergIndexV_sma3nz_stddevNorm 0.408 0.402 0.707
slopeV0-500_sma3nz_amean 0.000** 0.033* 0.012*
slopeV0-500_sma3nz_stddevNorm 0.395 0.352 0.364
slopeV500-1500_sma3nz_amean 0.392 0.768 0.447
slopeV500-1500_sma3nz_stddevNorm 0.706 0.194 0.123
alphaRatioUV_sma3nz_amean 0.000** 0.985 0.209
hammarbergIndexUV_sma3nz_amean 0.000** 0.890 0.159
slopeUV0-500_sma3nz_amean 0.326 0.819 0.183
slopeUV500-1500_sma3nz_amean 0.405 0.640 0.443
loudnessPeaksPerSec 0.778 0.952 0.958
VoicedSegmentsPerSec 0.005** 0.231 0.002**
MeanVoicedSegmentLengthSec 0.000** 0.312 0.004**
StddevVoicedSegmentLengthSec 0.000** 0.003** 0.016*
MeanUnvoicedSegmentLength 0.000** 0.009** 0.016*
StddevUnvoicedSegmentLength 0.000** 0.021* 0.115

Significant features 43 29 31

427



Appendix A. Appendix 1

Feature subset speaker Combined

Significant features (Bonferroni) 34 16 17

Legend: *: significant (p-value<0.05), **: significant (p-value<0.01), italic : not significant after
Bonferroni correction.

A.3.6 Principal components of the PCA over prosodic fea-

tures

Feature Correlation

loudness_sma3_pctlrange0-2 -0.947837
F2frequency_sma3nz_amean -0.942102
loudness_sma3_meanRisingSlope -0.924559
loudness_sma3_stddevRisingSlope -0.924435
loudness_sma3_percentile80.0 -0.919188
loudness_sma3_amean -0.886769
F3frequency_sma3nz_amean -0.883674
F1frequency_sma3nz_amean -0.873468
loudness_sma3_percentile50.0 -0.872152
F2amplitudeLogRelF0_sma3nz_amean -0.863464
F3amplitudeLogRelF0_sma3nz_amean -0.862196
F0semitoneFrom27.5Hz_sma3nz_percentile80.0 -0.841518
F0semitoneFrom27.5Hz_sma3nz_amean -0.820969
F1amplitudeLogRelF0_sma3nz_amean -0.814767
loudness_sma3_percentile20.0 -0.807968
loudness_sma3_stddevFallingSlope -0.804232
F0semitoneFrom27.5Hz_sma3nz_percentile50.0 -0.800938
MeanVoicedSegmentLengthSec -0.791714
F0semitoneFrom27.5Hz_sma3nz_percentile20.0 -0.766326
StddevVoicedSegmentLengthSec -0.727462
loudness_sma3_meanFallingSlope -0.726948
shimmerLocaldB_sma3nz_amean -0.61774
slopeV0-500_sma3nz_amean -0.614562
F1bandwidth_sma3nz_stddevNorm -0.550344
alphaRatioUV_sma3nz_amean -0.48183
jitterLocal_sma3nz_stddevNorm -0.443472
F0semitoneFrom27.5Hz_sma3nz_pctlrange0-2 -0.442273
jitterLocal_sma3nz_amean -0.433115
F1bandwidth_sma3nz_amean -0.424314
slopeUV0-500_sma3nz_amean -0.333442
alphaRatioV_sma3nz_amean -0.33325
F2frequency_sma3nz_stddevNorm -0.323154
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F1frequency_sma3nz_stddevNorm -0.316038
F0semitoneFrom27.5Hz_sma3nz_meanFallingSlope -0.288276
F2amplitudeLogRelF0_sma3nz_stddevNorm -0.252714
loudness_sma3_stddevNorm -0.252559
shimmerLocaldB_sma3nz_stddevNorm -0.232989
VoicedSegmentsPerSec -0.214606
F0semitoneFrom27.5Hz_sma3nz_stddevFallingSlope -0.204381
F0semitoneFrom27.5Hz_sma3nz_stddevNorm -0.195288
F3frequency_sma3nz_stddevNorm -0.169828
F0semitoneFrom27.5Hz_sma3nz_meanRisingSlope -0.166728
F3amplitudeLogRelF0_sma3nz_stddevNorm -0.154536
slopeUV500-1500_sma3nz_amean -0.067612
HNRdBACF_sma3nz_amean -0.059949
HNRdBACF_sma3nz_stddevNorm -0.058725
logRelF0-H1-H2_sma3nz_stddevNorm -0.045522
alphaRatioV_sma3nz_stddevNorm -0.042163
logRelF0-H1-A3_sma3nz_stddevNorm -0.039757
hammarbergIndexV_sma3nz_stddevNorm -0.028848
slopeV0-500_sma3nz_stddevNorm -0.028006
F0semitoneFrom27.5Hz_sma3nz_stddevRisingSlope -0.020069
slopeV500-1500_sma3nz_stddevNorm 0.018269
hammarbergIndexV_sma3nz_amean 0.023785
F1amplitudeLogRelF0_sma3nz_stddevNorm 0.032269
slopeV500-1500_sma3nz_amean 0.192284
logRelF0-H1-H2_sma3nz_amean 0.279939
loudnessPeaksPerSec 0.282361
logRelF0-H1-A3_sma3nz_amean 0.294432
segments 0.435982
StddevUnvoicedSegmentLength 0.50733
hammarbergIndexUV_sma3nz_amean 0.571643
MeanUnvoicedSegmentLength 0.678268

Table A.8: CPA loading matrix for PC1.

Feature Correlation

HNRdBACF_sma3nz_amean -0.649794
F1bandwidth_sma3nz_amean -0.568023
logRelF0-H1-A3_sma3nz_amean -0.486542
hammarbergIndexV_sma3nz_amean -0.459599
F1amplitudeLogRelF0_sma3nz_amean -0.424111
jitterLocal_sma3nz_stddevNorm -0.411566
MeanVoicedSegmentLengthSec -0.385221
F3amplitudeLogRelF0_sma3nz_amean -0.351061
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F2amplitudeLogRelF0_sma3nz_amean -0.344741
segments -0.300842
F0semitoneFrom27.5Hz_sma3nz_percentile20.0 -0.29711
shimmerLocaldB_sma3nz_stddevNorm -0.290692
slopeV0-500_sma3nz_amean -0.267989
F3amplitudeLogRelF0_sma3nz_stddevNorm -0.256819
F1frequency_sma3nz_stddevNorm -0.244869
loudness_sma3_percentile20.0 -0.201286
F0semitoneFrom27.5Hz_sma3nz_percentile50.0 -0.178156
F0semitoneFrom27.5Hz_sma3nz_amean -0.132964
slopeUV0-500_sma3nz_amean -0.121034
loudness_sma3_percentile50.0 -0.117657
loudness_sma3_amean -0.10979
hammarbergIndexV_sma3nz_stddevNorm -0.105987
alphaRatioV_sma3nz_stddevNorm -0.105116
logRelF0-H1-H2_sma3nz_amean -0.099965
slopeV500-1500_sma3nz_stddevNorm -0.089665
logRelF0-H1-A3_sma3nz_stddevNorm -0.076625
F2amplitudeLogRelF0_sma3nz_stddevNorm -0.070245
StddevVoicedSegmentLengthSec -0.069833
F3frequency_sma3nz_stddevNorm -0.056046
loudness_sma3_percentile80.0 -0.053094
VoicedSegmentsPerSec -0.038404
F3frequency_sma3nz_amean 0.010248
F0semitoneFrom27.5Hz_sma3nz_percentile80.0 0.014802
hammarbergIndexUV_sma3nz_amean 0.019932
F2frequency_sma3nz_amean 0.067004
F1amplitudeLogRelF0_sma3nz_stddevNorm 0.0891
slopeV0-500_sma3nz_stddevNorm 0.106858
logRelF0-H1-H2_sma3nz_stddevNorm 0.118002
loudness_sma3_stddevRisingSlope 0.118225
loudness_sma3_pctlrange0-2 0.121802
loudnessPeaksPerSec 0.124301
loudness_sma3_meanRisingSlope 0.141939
F2frequency_sma3nz_stddevNorm 0.142906
loudness_sma3_meanFallingSlope 0.216206
MeanUnvoicedSegmentLength 0.250505
F1frequency_sma3nz_amean 0.252369
loudness_sma3_stddevFallingSlope 0.261136
alphaRatioUV_sma3nz_amean 0.265378
HNRdBACF_sma3nz_stddevNorm 0.275164
slopeUV500-1500_sma3nz_amean 0.355399
F1bandwidth_sma3nz_stddevNorm 0.399002
StddevUnvoicedSegmentLength 0.403644
jitterLocal_sma3nz_amean 0.438002
loudness_sma3_stddevNorm 0.450302
alphaRatioV_sma3nz_amean 0.465664
slopeV500-1500_sma3nz_amean 0.51104
shimmerLocaldB_sma3nz_amean 0.51166
F0semitoneFrom27.5Hz_sma3nz_pctlrange0-2 0.775163
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F0semitoneFrom27.5Hz_sma3nz_stddevNorm 0.785925
F0semitoneFrom27.5Hz_sma3nz_stddevFallingSlope 0.787469
F0semitoneFrom27.5Hz_sma3nz_meanRisingSlope 0.803381
F0semitoneFrom27.5Hz_sma3nz_stddevRisingSlope 0.818883
F0semitoneFrom27.5Hz_sma3nz_meanFallingSlope 0.852097

Table A.9: CPA loading matrix for PC2.

Feature Correlation

alphaRatioV_sma3nz_amean -0.758861
alphaRatioUV_sma3nz_amean -0.623112
slopeUV500-1500_sma3nz_amean -0.532673
slopeV500-1500_sma3nz_amean -0.391818
F0semitoneFrom27.5Hz_sma3nz_percentile20.0 -0.312115
F0semitoneFrom27.5Hz_sma3nz_percentile50.0 -0.273495
slopeUV0-500_sma3nz_amean -0.271259
F0semitoneFrom27.5Hz_sma3nz_amean -0.26914
slopeV0-500_sma3nz_amean -0.234312
F0semitoneFrom27.5Hz_sma3nz_percentile80.0 -0.2178
F1frequency_sma3nz_amean -0.200404
hammarbergIndexV_sma3nz_stddevNorm -0.185915
slopeV0-500_sma3nz_stddevNorm -0.138872
F2amplitudeLogRelF0_sma3nz_stddevNorm -0.108493
loudness_sma3_percentile20.0 -0.08514
HNRdBACF_sma3nz_amean -0.080663
F3amplitudeLogRelF0_sma3nz_amean -0.076788
MeanUnvoicedSegmentLength -0.074799
F2amplitudeLogRelF0_sma3nz_amean -0.072109
logRelF0-H1-H2_sma3nz_stddevNorm -0.062531
loudness_sma3_percentile50.0 -0.056568
loudness_sma3_amean -0.054636
alphaRatioV_sma3nz_stddevNorm -0.047185
loudness_sma3_percentile80.0 -0.038105
F3amplitudeLogRelF0_sma3nz_stddevNorm -0.037138
slopeV500-1500_sma3nz_stddevNorm -0.024964
F1amplitudeLogRelF0_sma3nz_stddevNorm -0.004419
loudness_sma3_meanRisingSlope 0.005228
segments 0.006438
loudness_sma3_pctlrange0-2 0.019679
F1amplitudeLogRelF0_sma3nz_amean 0.024279
loudness_sma3_stddevRisingSlope 0.063539
loudness_sma3_stddevFallingSlope 0.071854
MeanVoicedSegmentLengthSec 0.083703
F1bandwidth_sma3nz_stddevNorm 0.087145

431



Appendix A. Appendix 1

loudness_sma3_meanFallingSlope 0.110233
F2frequency_sma3nz_amean 0.112794
loudness_sma3_stddevNorm 0.12732
F0semitoneFrom27.5Hz_sma3nz_meanFallingSlope 0.134546
StddevUnvoicedSegmentLength 0.164398
F0semitoneFrom27.5Hz_sma3nz_pctlrange0-2 0.166643
VoicedSegmentsPerSec 0.221558
logRelF0-H1-A3_sma3nz_stddevNorm 0.239131
shimmerLocaldB_sma3nz_amean 0.277999
StddevVoicedSegmentLengthSec 0.285891
F0semitoneFrom27.5Hz_sma3nz_meanRisingSlope 0.293447
HNRdBACF_sma3nz_stddevNorm 0.30481
F3frequency_sma3nz_amean 0.314935
loudnessPeaksPerSec 0.349913
F0semitoneFrom27.5Hz_sma3nz_stddevFallingSlope 0.363994
F0semitoneFrom27.5Hz_sma3nz_stddevRisingSlope 0.371075
logRelF0-H1-H2_sma3nz_amean 0.476188
F0semitoneFrom27.5Hz_sma3nz_stddevNorm 0.478461
jitterLocal_sma3nz_stddevNorm 0.487232
F1frequency_sma3nz_stddevNorm 0.550044
hammarbergIndexUV_sma3nz_amean 0.556311
jitterLocal_sma3nz_amean 0.581241
F1bandwidth_sma3nz_amean 0.602024
logRelF0-H1-A3_sma3nz_amean 0.64398
F2frequency_sma3nz_stddevNorm 0.656055
F3frequency_sma3nz_stddevNorm 0.669551
shimmerLocaldB_sma3nz_stddevNorm 0.755989
hammarbergIndexV_sma3nz_amean 0.784418

Table A.10: CPA loading matrix for PC3.
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Appendix B

Material and methods:

complementary information

B.0.1 Additional corpora

Antenatal (INCA-AN)

Type Dyadic, real. Audio, transcripts

Recordings audio: 12

Length 117mins. mean=9.75

Transcripts 15, time-aligned.

This corpus consists of recordings of consultations from the antenatal service:

real world interactions between maternity ward doctors and expectant mothers

in a neo-natal unit at the Rotunda Hospital, Dublin in 2017. The consultation
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Appendix B. Material and methods: complementary information

consisted of follow-up sessions with expectant mothers. Consent was collected

by the local medical team.

Demographic information about the patient was collected: age, private in-

surance status, employment status, "medical card" (general medical services

scheme) status, and the number of missed clinic visits ("did not attend" rates).

Additional clinical data was collected: occurrence of caesarean section and

use of pain killing medication during labour.

The corpus is small, with consultations of typical length for the domain (10

minutes). The quality is fairly good for human listening, but the two speakers

were recorded on the same channel.

This dataset was not annotated with any communication framework or commu-

nication quality metrics.

Emergency-ward (INCA-EW)

Type Multiparty, simulated. Audio, transcripts

Recordings audio: 75 (2 sessions: s1=38, s2=37)

Length 1030mins (s1=553mins, s2=477mins). mean=13.73

Transcripts 61, time-aligned (s1=24 - double annotation, s2=37 - single).

The INCA-EW corpus is a collection of simulated training sessions between

medical personnel in an emergency ward. The interactions with the patient

are limited, happening only in the first minutes with only a few turns before

the patient is incapacitated. The main interaction occurs between two nurses
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and two doctors, with an intermittent external participant on the phone. The

sessions are rather long with a mean duration of 13 minutes. The audio quality

is fairly poor due to the multiple participants recorded on each channel, notably

making it difficult to ear overlapping speech.

The corpus was collected at the medical school in Galway (Ireland) at the start

of this work. Consent was collected directly by the local team and the data

was shared unanonymised. However only very limited identifiable information

exists (students’ first names), which I obfuscated during the anonymisation of

this corpus.

Although I was in contact with the local person in charge of the collection, a

lack of funding prevented advised modifications of the setup that I suggested

and that had also been desired by the local team resulting in recordings mixing

multiple voices (up to three) in a single channel, making this corpus difficult to

process both manually and automatically.

The corpus was transcribed by hired non-expert students from Trinity College

Dublin, which combined with the poor quality recordings resulted in transcripts

of low perceived quality. Following the departure of a first transcriber, a subset

was doubly transcribed but no quality metrics were calculated. The transcripts

are time aligned Clean Verbatim Transcription made using the ELAN software

(see section 6.2.1).

This corpus was not annotated, nor was the quality of the interaction or partici-

pants’ communication assessed, limiting its value for the purpose of my work.
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Table C.1: Tasks table.

Study Framework used Type of material Task performed Performance Datatset
[Birkett
et al. 2017]

Verona coding defini-
tions of emotional se-
quences (VR-CoDES)

semi-structured
textual transcripts

utterances-based clas-
sification of VR-CoDES

Manual: Kappa=0.67 (2
annotators on 5% of
the corpora). Auto-
mated: F-score=0.72,
Kappa=0.45

200 audio recordings of
consultations

[Blomqvist
et al. 2005]

Ad-hoc (interaction
phase, sequence, ele-
ments)

video, audio topic identification, se-
quence annotation

Weighted kappa=0.98
on 5 documents

69 video recordings of
the introduction phase
(1-2 minutes)

[Carnell et
al. 2019]

Linguistic Inquiry and
Word Count (LIWC),
language style match-
ing (LSM), distinction
between biomedical
or psychosocial utter-
ances from RIAS.

Transcripts and
manual annota-
tions (Domain
Topics for 3
stages).

Classification of stu-
dent success for topic
discovery (binary class
- threshold on amount
of information retrieved)
in the 3 stages.

Held-out test folds.
Classifier results be-
tween 5% and 10%
(BRL) above baseline
(always True classifier)
for communication skill
in one domain. No
difference in the other
two.

464 transcripts of stu-
dent interactions with 6
Virtual Patients

[Chakraborty
et al. 2017]

Negative Symptoms
Assessment (NSA-16)
scale

Video (tracking of
limbs) and audio
recording. Lin-
ear and angular
speeds of skele-
ton joints. An-
notations of be-
haviour by psy-
chologists.

Identification of pos-
tures correlated with
NSA-16 items. De-
tection of NSA-16
items. Classification of
participants (healthy,
schizophrenic).

Leave-one-out cross-
validation. Prediction
of subjective ratings
- 61-78% accuracy.
Classification of patient
- 74-87% accuracy.

69 medical semi-
structured interviews
by 1 trained psychome-
trician. (34 hours)
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Table C.1: Tasks table (continued).

Study Framework used Type of material Task performed Performance Datatset
[Chiba et
al. 2018]

None, ad-hoc list of top-
ics

Transcripts from
speech anno-
tated for number
of occurrences of
topics.

Topic identification (3
topics, 15 sub-topics)
from parts of speech
tagging and dictionary
of terms.

Not reported 227 visits to 18 pa-
tients, interactions
recorded during med-
ical examinations and
conversations with
family caregivers.

[Cuffy et al.
2020]

- transcripts Evaluation of commu-
nication quality (global,
utterance, topic)

Pearson’s correlation
scores (Patient’s Satis-
faction): global=0.14,
utterance=-0.07, topic=
0.08

132 video recorded pa-
tient–physician interac-
tions in a primary care
clinic

[Durieux et
al. 2018]

Connectional Silences
taxonomy for the con-
text of palliative care:
emotional, compas-
sionate, invitational.

audio recording extraction of conver-
sational pauses (1000
clips), manual annota-
tion of type of silence

Automated extraction
misidentified 41.3%
of the clips as si-
lences while none
was missed. Manual
annotation required
61% more time than
the semi-automated
method.

354 audio-recorded in-
patient palliative care
consultations

[Fridman et
al. 2021]

Ad-hoc dictionary of
gain-loss terms

transcripts word coding (2 classes:
gain, loss)

manual annotation
Krippendorf α=0.93
(50 documents). Au-
tomated annotation
Krippendorff Alpha
coefficient = 0.97.

286 audio-recorded
face-to-face consulta-
tions (1 or 2 per patient)
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Table C.1: Tasks table (continued).

Study Framework used Type of material Task performed Performance Datatset
[Hart et al.
2016]

- Video recordings Automated classifi-
cation of interper-
sonal motion in video
recordings using
synchrony and mutual-
followership indicators.

Accuracy: 0.72 43 videos of simulated
encounters (22 disen-
gaged, 21 engaged).

[Kocaballi
et al. 2019]

Ad-hoc scheme
adapted from Wait-
zkin’s framework

Video, verbatim
transcripts.

Coding of clinician’s ac-
tivities, chart of per-
formed tasks.

370 activities detected. 31 consultations: au-
dio, video, computer
screen video capture,
notes from an observer.

[Manukyan
et al. 2018]

Adapted definition of
conversational pauses,
Acoustic features
(MFCC + zero-crossing
rate, energy, energy
entropy, and spectral
entropy)

audio, man-
ual annotation
of conversa-
tional pauses
(reference, 60
conversations)

Identification of conver-
sational pauses (ran-
dom forest classifier, 50
trees), extraction and
aggregation of acoustic
features.

Sensitivity=90.5%,
specificity=94.5%, ac-
curacy=94.4%, positive
predictive value=30%

354 audio recordings
of real-world serious
illness conversations
(9770 minutes)

[Mase et al.
2009]

- video, audio,
manually anno-
tated dialogue
(speech, gaze,
gesture).

Patterns extraction,
motifs extraction (se-
quence of patterns)

1569 patterns ob-
served, 18 patterns
selected (covering 45%
of the interview times)

10 Videotaped simu-
lated medical interview
(Performance eval-
uated by a medical
doctor)
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Table C.1: Tasks table (continued).

Study Framework used Type of material Task performed Performance Datatset
[Mayfield et
al. 2014b]

Generalized Medical
Interaction Analysis
System (GMIAS),
Comprehensive Anal-
ysis of the Structure
of Encounters System
(CASES)

Manually an-
notated speech
acts, aggregated
in 3 classes:
information-
giving and re-
questing, other.
Patients’ ratings
of provider com-
munication.

(1) Text analysis:
speech acts clas-
sification (logistic
regression) during 3
types of interaction
across the consultation
(Presentation, Informa-
tion, Resolution). (2)
Prediction of communi-
cation quality.

(1) Accuracy=71.2%,
κ=0.57 (full corpus).
(2) 80% correct eval-
uation (corpus of 5
documents).

40 transcripts of routine
outpatient visits

[Mistica et
al. 2008]

- transcripts, man-
ual annotation
of turns and
pauses. 38 fea-
tures grouped in
11 feature sets.

Prediction of passed
or failed examination
(binary classification)
based on combinations
of features

Best results on all fea-
tures and separating
dataset by station.
Baseline (majority
vote): F-score=0.871,
IB1 algorithm: F-
score=0.882

22 video-recorded con-
sultations of candidates
enacting medical con-
sultation scenarios (1
per station)

[J. Park,
Kotzias,
et al. 2019]

Multi-Dimensional
Interaction Analysis
coding system (modi-
fied, 39 topic labels)

transcripts, evalu-
ations scores

Classification of talk
turns

Talk-turn level
accuracy: Hier-
GRU=61.77%. Visit
level accuracy: Win-
dowed SVM=78.37

279 audio recorded pri-
mary care visits
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Table C.1: Tasks table (continued).

Study Framework used Type of material Task performed Performance Datatset
[J. Park,
Jindal, et
al. 2021]

- transcripts emotion recognition Pearson correlation
coefficients: Human
(one vs rest)=0.60,
RNN=0.60. R-
precision(positive
class) Human
(OVR)=0.47,
RNN=0.58. R-
precision(negative
class) Human
(OVR)=0.44,
RNN=0.45

353 video recorded pa-
tient–physician interac-
tions in a primary care
clinic

[Pearce,
Kumara-
peli, et al.
2010]

[Pearce, Dwan, et al.
2006] method for video
analysis of doctor-
patient-computer
relationship.

audio, video, text
of the medical
notes, manual
annotation of
gaze

Classification of com-
puter activity (doctor
only, shared with pa-
tient): occurrences and
length

Not reported 308 consultations with
associated generated
notes in the computer
medical record

[Porhet
et al. 2017]

Verbal Cues: Enriched
Orthographical Tran-
scription, MarsaTag.
Visual Cues: ad-hoc
annotation set

Audio, seg-
mented tran-
scripts, Part of
Speech tags

Manual annotation:
head movements,
posture, gaze, eye-
brow, hand gesture,
smile. Extraction of
multimodal sequences
leading to feedbacks

manual annotation
k=0.63

13 videos of patient-
doctor interaction (119
minutes)
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Table C.1: Tasks table (continued).

Study Framework used Type of material Task performed Performance Datatset
[Rasting et
al. 2005a]

Emotionally relevant
movements in the
face (EmFACS). Ad
hoc: happiness, social
smiles, sadness, fear,
anger, disgust, con-
tempt, social smiles,
different affects

Video Manual annotation of
expressions. Affect
recognition and pattern
recognition (clinician
reaction to patient
display of affect).

Not reported 12 videos of patient-
doctor interaction

[Sakai and
Carpenter
2011b]

Patient’s evaluation:
20-item State-Trait Anx-
iety Inventory, 15-item
Geriatric Depression
Scale, Dementia Care
Satisfaction Question-
naire

Transcripts,
outcome ques-
tionnaires (anx-
iety, depressive
symptoms, satis-
faction)

Verbal dominance
(number of words),
ratio of first person
singular and plural
pronouns relative to all
words

Not reported 86 videotaped sessions
of physician-patient-
companion triads

[Sen et al.
2017]

14 word features. sen-
timent analysis: Va-
lence Aware Dictionary
for sEntiment Reason-
ing. Patient evalua-
tion: 5 points Likert-
type scales

transcripts, audio
recordings, pa-
tient surveys

number of spoken/u-
nique words, average
positive/negative sen-
timent expressed,
number of questions
asked. Clustering of
conversation features
into "styles". Prediction
of doctor-patient inter-
action rating.

Rating prediction: 71%
accuracy

122 audio recordings of
patient’s visits
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Table C.1: Tasks table (continued).

Study Framework used Type of material Task performed Performance Datatset
[Tanana et
al. 2016]

Motivational Interview-
ing Skill Code V2.1

transcripts, pars-
ing of utterance,
ratings

Prediction of be-
havioural codes (utter-
ances) and summary
elements (session)

Best performing: DSF.
Utterance: κ > 0.60
open and closed ques-
tions, affirm, giving
information, and fol-
low/neutral. Session
level: Intraclass cor-
relation (ICC) > 0.75:
inter-rater agreement,
affirm, facilitate, giving
information, follow/neu-
tral, simple reflections,
and open and closed
questions all were in
the excellent range.
0.60 < ICC < 0.75: sus-
tain talk. ICC < 0.40:
confront, structure, and
advise

341 psychotherapy
sessions in 6 MI clinical
trial (78,977 clinician
and client talk turns)
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Table C.1: Tasks table (continued).

Study Framework used Type of material Task performed Performance Datatset
[Venek
et al. 2017]

speech features (9):
COVAREP toolbox
(v.1.2.0), linguistic fea-
tures: LIWC

Segmented tran-
scripts, audio

Statistical significance
of conversation dy-
namic features, verbal
information (topic iden-
tification) and acoustic
features. Classifica-
tion of suicidal risk (2
classes), classification
of repeater’s behaviour
(2 classes), and com-
bined hierarchical
classification

Hierarchical classifica-
tion accuracy=71.7%.
Repeaters/non-
repeaters accuracy
=67.7%. Suicidal/non-
suicidal accu-
racy=88.3%.

60 audio-recorded
dyadic clinician-patient
interviews.

[Vrana et
al. 2018a]

- transcripts, trust
scores

text-level extraction of
semantic space by par-
ticipant

- (mean patient-
physician commu-
nication similarity
correlation=0.142)

132 video recorded in-
teractions

[Wallace et
al. 2014]

General Medical Inter-
action Analysis System
(GMIAS - 10 classes)

transcripts, pa-
tients’ evaluation
of physician com-
munication.

topic annotation Interannotator
kappa=0.81 to 0.95.

360 physician-patient
visits
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Table C.1: Tasks table (continued).

Study Framework used Type of material Task performed Performance Datatset
[B. M. Wat-
son et al.
2015]

Communication ac-
commodation theory
(CAT), Discursis

Audio and video,
visualisation gen-
erated from tran-
scripts

Categorisation, annota-
tion of communication
strategies, topic track-
ing: immediate topic
repetition (ITR), topic
consistency other
(TCO), and topic con-
sistency self (TCS).

1: significant differ-
ence in categorisation
between effective/in-
effective interactions
(p<0.001), 2: ITR>0 in
effective vs ITR<0 in
ineffective interactions.
extreme TCS values
indicative of effective
interactions. TCO<0 in
3/4 of effective and 1/4
of ineffective interac-
tions.

8 audio video record-
ings of interaction of
trainings with simulated
patient

[Wong et al.
2017]

feedback: 16-items
Dental Patient Feed-
back on Consultation

transcripts,
patients’ demo-
graphic informa-
tion, caregiver
perceived quality
of communication

Topic identification
using word occurrence
and co-occurrence
statistics

13 themes, grouped in
5 using PCA explaining
60.2% of the total vari-
ance (15.3%, 14.4%,
11.9%, 9.9%, 8.8%).

162 video recordings
of clinician-patient
conversations: appoint-
ments for consultation,
oral examination, den-
tal treatment, and
follow-up.
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Table C.2: Patients information.

ID Population Condition Location Age Sex Ethnicity Socio-
economical
information

[Birkett
et al. 2017]

91 breast cancer Edinburgh, Scotland 28 to 85
(mean=58,
SD=11.3)

female - -

[Blomqvist
et al. 2005]

69 p: 22, c:
47

ADHD Sigtuna, Sweden 10-11 p: 18m, 4f
c: 18m, 29f

21% back-
ground
from a
foreign
country
(main
study,
pop=555)

-

[Carnell et
al. 2019]

6 (virtual
avatars+AI
agent)

speech language
pathology

University of Flori-
da/University of
Auckland/University
of Queensland, US-
A/New Zealand/Aus-
tralia

38-73
(mean=55)

2m, 6f Black: 3,
White: 3

[Chakraborty
et al. 2017]

69: 46
patients, 23
controls

schizophrenia
(BAC+NSA-16)

Singapore p: 20-52
(mean
31.2),
c: 19-47
(28.4)

p: 23m 23f,
c: 11m 12f

p: 38 Chi-
nese 5
Malay 3
Indian, c:
19C 3M 1I

p: education:
university 6,
diploma/voca-
tional 25, high
school 15, c:
3U 14D/V 6HS

m: male, f: female, c: control group, p: patients, -: not reported.
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Table C.2: Patients information (continued).

ID Population Condition Location Age Sex Ethnicity Socio-
economical
information

[Chiba et
al. 2018]

18 end-stage of cancer Hokkaido / Kanto
/ Tokai / Kinki /
Tyugoku / Kyusyu,
Japan

>20,
mean=71.9,
SD=12.4

16m, 2f (Japanese)
-

-

[Cuffy et al.
2020]

132 (primary care) large city, Midwest,
USA

18–82
(mean=43.8,
SD=14.0)

32m, 100f Black/African
American

low income

[Durieux et
al. 2018]

231 hospitalised patients
with advanced cancer

New York/San Fran-
cisco, USA

<55:27,
55-70: 45,
>70: 28

51m 49f Black: 13,
Hispan-
ic/Latino:
8, Either
Black or
Latino: 20,
No Black-
/Latino: 80

Education:
≥Bachelors
29, HS/some
college 55,
<High school
16. Finan-
cial security:
secure 38,
partially se-
cure 28,
insecure 33

[Fridman et
al. 2021]

208 early-stage prostate
cancer, low or
intermediate-risk
(Gleason score 6 or 7)

Midwest, USA mean=62 male 88% white 64% college-
educated

m: male, f: female, c: control group, p: patients, -: not reported.
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Table C.2: Patients information (continued).

ID Population Condition Location Age Sex Ethnicity Socio-
economical
information

[Hart et al.
2016]

43 volunteers for analgesic
ointment evaluation

Israel mean=24
yo(18-39)

34m, 9f - Education:
mean=14
years(12-18)

[Kocaballi
et al. 2019]

40 primary care visits Australia - - - -

[Manukyan
et al. 2018]

231 hospitalised patients
with advanced cancer

New York/San Fran-
cisco, USA

<55:27,
55-70: 45,
>70: 28

51m 49f Black: 13,
Hispan-
ic/Latino:
8, Either
Black or
Latino: 20,
No Black-
/Latino: 80

Education:
≥Bachelors
29, HS/some
college 55,
<High school
16. Finan-
cial security:
secure 38,
partially se-
cure 28,
insecure 33

[Mase et al.
2009]

(10) medical interview (sim-
ulated patients)

Nagoya University
Hospital, Japan

- - - -

[Mayfield et
al. 2014b]

415 HIV-infected USA - - - -

[Mistica et
al. 2008]

2 SP acted by qualified
doctors

Australia - 1f 1m - -

m: male, f: female, c: control group, p: patients, -: not reported.
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Table C.2: Patients information (continued).

ID Population Condition Location Age Sex Ethnicity Socio-
economical
information

[J. Park,
Kotzias,
et al. 2019]

279 patients due for a col-
orectal cancer screen-
ing

Michigan, USA range
50-80 (par-
ent study:
mean=59.6)

- (parent
study:
f=63%)

- (par-
ent study:
white=66%)

High
school/GED or
higher=95.7%

[J. Park,
Jindal, et
al. 2021]

350 primary care office vis-
its

USA mean=62 65.6% fe-
male

66.2%
white

-

[Pearce,
Kumara-
peli, et al.
2010]

308 GP consultations Australia: 141 , UK:
167

- Australia:
f=81, m=60
, UK: f=105,
m=62

- -

[Porhet
et al. 2017]

<13 breaking bad news situ-
ations (virtual patients,
doctors and actors)

France - - - -

[Rasting et
al. 2005a]

12 in-patients with var-
ious psychosomatic
disorders (8 anxiety
disorders, 5 depressive
and adjustment dis-
orders, 5 somatoform
disorders)

Germany mean=32.9
(SD = 8.1)

f=9, m=3 - single=8,
divorced=2,
married=2.
9 employed
full-time, 2
in school, 1
housekeeping

m: male, f: female, c: control group, p: patients, -: not reported.
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Table C.2: Patients information (continued).

ID Population Condition Location Age Sex Ethnicity Socio-
economical
information

[Sakai and
Carpenter
2011b]

86 patients,
86 com-
panions

diagnosed with demen-
tia

USA p:
mean=72.93
(SD=8.10),
comp:
mean=62.46
(SD=13.72)

p: f=52,
comp: f=60

p: black=8,
white=78,
comp:
black=5,
white=77

Education
(years) p:
mean=14.52
(SD=3.48)
comp:
mean=15.1
(SD=2.84)

[Sen et al.
2017]

122 cancer patients, stage
3 or stage 4 (late
stage) advanced solid
tumours

USA - - - -

m: male, f: female, c: control group, p: patients, -: not reported.
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Table C.2: Patients information (continued).

ID Population Condition Location Age Sex Ethnicity Socio-
economical
information

[Tanana et
al. 2016]

(341) 6 studies: -,10 first year
college students with
indication of drinking
related problems, 20
students intending
to drink during their
upcoming spring break
trip, 41 alcohol inter-
vention for students
turning twenty-one, 70
adults presenting at
primary care clinics
who indicate drug use,
7 college students
with some indication
of marijuana-related
problems

USA - - - 78 students

[Venek
et al. 2017]

60 adolescents. 30 sui-
cidal (13 repeaters, 17
non-repeaters), 30 non-
suicidal.

Cincinnati Children’s
Hospital Medical
Center Emergency
Department, USA

13 < age <
18

30m, 30f - -

[Vrana et
al. 2018b]

132 primary care USA mean=43.8,
range=18–82

76%
women

Black /
African
American

low-income

m: male, f: female, c: control group, p: patients, -: not reported.
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Table C.2: Patients information (continued).

ID Population Condition Location Age Sex Ethnicity Socio-
economical
information

[Wallace et
al. 2014]

360 Patients with HIV USA - - - -

[B. M. Wat-
son et al.
2015]

1 profes-
sional actor

open disclosure inter-
actions (simulated)

Brisbane, Australia - - (Australian) -

[Wong et al.
2017]

162 (not
unique)

dental visit Hong Kong 4-5: 47, 6-
10: 85, 11-
16: 30

m: 71, f:91 (Chinese) -

m: male, f: female, c: control group, p: patients, -: not reported.453



A
ppendix

C
.

R
eview

:
data

extraction
tables

Table C.3: Clinicians information.

ID Population Speciality Experience Location Age Sex Ethnicity Socio-
economical
informa-
tion

[Birkett
et al. 2017]

2 therapeutic ra-
diographers

- Edinburgh, Scot-
land

- - - -

[Blomqvist
et al. 2005]

1 dentist Sigtuna, Sweden - - - -

[Carnell et
al. 2019]

464 speech lan-
guage pathol-
ogy

students University of
Florida/University
of Auckland/U-
niversity of
Queensland,
USA

- - - -

[Chakraborty
et al. 2017]

1 psychometrician - Singapore - - - -

[Chiba et
al. 2018]

24 specialists in
home medical
care

years of
experience:
mean=18.4,
SD=8.5.
years of
home care
experience:
mean=5.5
SD=4.6

Hokkaido: 14,
Kanto: , Tokai 2,
Kinki 3, Tyugoku
1 - Japan

- 20m, 4f - -

m: male, f: female, c: control group, p: patients, -: not reported, (values in italic): assumed from content.

454



Table C.3: Clinicians information (continued).

ID Population Speciality Experience Location Age Sex Ethnicity Socio-
economical
informa-
tion

[Cuffy et al.
2020]

17 GPs physicians,
or medical
residents in
training

large city, Mid-
west, USA

26–35
(mean=27.1)

8m, 9f variety
of ethnic
groups

low income

[Durieux et
al. 2018]

54 palliative care
clinicians: 52
physicians, 11
nurse prac-
titioners, 26
physician fel-
low, 6 nurses,
3 social work-
ers, 2 chaplain

- New York/San
Francisco, USA

- 46m 54f - -

[Fridman et
al. 2021]

11 8 urologist,
3 radiation
oncologist
(in 1/3 of the
interactions:
10 nurse prac-
titioners, 34
residents, 4
medical stu-
dents)

- Midwest, USA mean=62 - - -

m: male, f: female, c: control group, p: patients, -: not reported, (values in italic): assumed from content.
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Table C.3: Clinicians information (continued).

ID Population Speciality Experience Location Age Sex Ethnicity Socio-
economical
informa-
tion

[Hart et al.
2016]

1 doctor actor Israel - (est. 40-
50)

male white -

[Kocaballi
et al. 2019]

4 primary care
physicians

>5 years of
clinical ex-
perience

Australia - 2 male, 2
female

- -

[Manukyan
et al. 2018]

54 palliative care
clinicians: 52
physicians, 11
nurse prac-
titioners, 26
physician fel-
low, 6 nurses,
3 social work-
ers, 2 chaplain

- New York/San
Francisco, USA

- 46m 54f - -

[Mase et al.
2009]

(10) - medical
students

Nagoya Univer-
sity Hospital,
Japan

- - - -

m: male, f: female, c: control group, p: patients, -: not reported, (values in italic): assumed from content.

456



Table C.3: Clinicians information (continued).

ID Population Speciality Experience Location Age Sex Ethnicity Socio-
economical
informa-
tion

[Mayfield et
al. 2014b]

(45) physicians,
nurse practi-
tioners (NPs),
or physician
assistants (30
with a second
provider, an
NP, or fellow)

- USA - - - -

[Mistica et
al. 2008]

11 - medical
students

Melbourne, Aus-
tralia

- - - -

[J. Park,
Kotzias,
et al. 2019]

59 physicians - Michigan, USA Mean=49.4 male=41.5% - -

[J. Park,
Jindal, et
al. 2021]

84 physicians - USA - - - -

[Pearce,
Kumara-
peli, et al.
2010]

36 GPs - Australia: 25, UK:
11

- Australia:
f=7, m=13
, UK: f=4,
m=12

- -

[Porhet
et al. 2017]

13 students France - - - - -

m: male, f: female, c: control group, p: patients, -: not reported, (values in italic): assumed from content.
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Table C.3: Clinicians information (continued).

ID Population Speciality Experience Location Age Sex Ethnicity Socio-
economical
informa-
tion

[Rasting et
al. 2005a]

- therapists Germany - - - - -

[Sakai and
Carpenter
2011b]

- physician USA - - - - -

[Sen et al.
2017]

40 oncologists USA - - - - -

[Tanana et
al. 2016]

- graduate or
undergradu-
ate students,
clinic-based
social workers

not re-
ported

USA - - - -

[Venek
et al. 2017]

1 trained social
worker

- Cincinnati Chil-
dren’s Hospital
Medical Center
Emergency De-
partment, USA

- - - -

[Vrana et
al. 2018b]

17 physicians second or
third year
medical
residents

USA mean=27.1,
range=26–35

f: 53% 8 India /
Pakistan
(5f). 6 Asia,
other (3f). 2
white (2m).
1 Black (1f)

m: male, f: female, c: control group, p: patients, -: not reported, (values in italic): assumed from content.
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Table C.3: Clinicians information (continued).

ID Population Speciality Experience Location Age Sex Ethnicity Socio-
economical
informa-
tion

[Wallace et
al. 2014]

41 physicians - USA - - - -

[B. M. Wat-
son et al.
2015]

- clinicians - Brisbane, Aus-
tralia

- - - -

[Wong et al.
2017]

- paediatric
dentists, cer-
tificated dental
surgery assis-
tants

- Hong Kong - - - -

m: male, f: female, c: control group, p: patients, -: not reported, (values in italic): assumed from content.
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Appendix C. Review: data extraction tables

Table C.4: Interactions.

ID Type of interac-
tion

Medical interaction

[Birkett et al.
2017]

dyadic breast cancer consultations

[Blomqvist et al.
2005]

triadic, analysis:
dyadic only

introduction phase of dentist visits

[Carnell et al.
2019]

dyadic GP consultations

[Chakraborty
et al. 2017]

dyadic semi-structured interviews

[Chiba et al.
2018]

triadic medical examinations and conversations with family
caregivers

[Cuffy et al. 2020] dyadic patient–physician interactions in a primary care clinic
[Durieux et al.
2018]

dyadic palliative care consultations

[Fridman et al.
2021]

dyadic medical interview (discuss treatment options). 1/3
visits included a discussion with a nurse practitioner
or resident before the interview

[Hart et al. 2016] dyadic presentation and instructions of a drug for an evalu-
ation study (simulated). Engaged scenario: opened
questions. Disengaged scenario closed questions

[Kocaballi et al.
2019]

dyadic GP consultation

[Manukyan et al.
2018]

dyadic palliative care consultations

[Mase et al. 2009] dyadic Simulated medical interview
[Mayfield et al.
2014b]

dyadic (36 with a
second clinician)

routine outpatient visits of HIV patients

[Mistica et al.
2008]

dyadic OSCE examinations: sexually transmitted disease –
genital herpes and bowel cancer (scripted, uncued,
free from)

[J. Park, Kotzias,
et al. 2019]

dyadic, small
fraction triadic
(nurse, family
member)

primary care visits (preventive health discussions.)

[J. Park, Jindal, et
al. 2021]

dyadic elderly patients primary care office visits

[Pearce, Kumara-
peli, et al. 2010]

dyadic GP consultations

[Porhet et al.
2017]

dyadic breaking bad news, real training sessions

OSCE: Objective structured clinical examination
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Table C.4: Interactions (continued).

ID Type of interac-
tion

Medical interaction

[Rasting et al.
2005a]

dyadic intake interviews for in-patient psychotherapy

[Sakai and Car-
penter 2011b]

triadic dementia diagnosis disclosure sessions with the pa-
tient and companion

[Sen et al. 2017] triadic (family
caregiver)

physician-patient visits

[Tanana et al.
2016]

dyadic Motivational Interviewing (substance use disorders)

[Venek et al.
2017]

dyadic interviews, 16 questions (Columbia Suicide Severity
Rating Scale (C-SSRS version 1/14/2009), Suicidal
Ideation Questionnaire-Junior (SIQ-JR version 1987),
Ubiquitous Questionnaire (UQ version 2011).

[Vrana et al.
2018b]

dyadic primary care

[Wallace et al.
2014]

dyadic adherence dialogue in HIV care

[B. M. Watson et
al. 2015]

dyadic discussions about adverse events in patient care,
open disclosure interactions scenarios taken from ac-
tual adverse events

[Wong et al.
2017]

triadic examination: 60, treatment: 71, consultation: 31

OSCE: Objective structured clinical examination
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Table C.5: Data analysis.

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Birkett et
al. 2017]

transcription
(professional,
manual),
stopwords
removal. Rep-
resentation:
Term abstrac-
tion: unigram,
unordered bi-
gram, ordered
bigram Term
set represen-
tations: binary
bag, tf-idf
(95% most fre-
quent words,
nwords=300)

Coarse level coding of
VR-CoDES.

Supervised learning. clas-
sification: NB, LR, SVM
(Gaussian kernel, scale
0:25 √

np where np: num-
ber of predictors), boosted
ensemble DT

CV: 5-fold cross-
validation. T: no

Best representation: unordered
bigram,little difference across
classifiers. Results - BoW:
Gaussian kernel SVM. preci-
sion=0.93, recall=0.86, AUC=0.75,
F-score=0.72, κ=0.45. Results -
tf-idf higher that BoW, more consis-
tent: mean acc=0.94.

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Blomqvist
et al.
2005]

- sequences of interac-
tional elements

manual identification of se-
quences of interaction and
comparison between the 2
patient’s groups

comparison.
PM: Students
t-test adjusted
for gender using
LR. other type
of/unclear focus:
Fishers’ exact
test

ADHD: more initiatives (P=0.002),
focus of the initiative was most fre-
quently unclear (P=0.018). fewer
verbal responses (P=0.090) and
more frequent missing response
(verbal and non-verbal) (P=0.080).
Higher degree of missing response
(P=0.061). Higher degree of non-
coordination - avoidance of re-
sponse, no-response or incongruity
between the verbal and non-verbal
response (P=0.072).

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Carnell et
al. 2019]

transcription (-
), manual an-
notations

doctor’s word fre-
quency: (LIWC) - 9
categories (topics).
Participants’ word
frequency (LSM): ad-
verbs, articles, auxiliary
verbs, conjunctions,
indefinite pronouns,
negations, personal
pronouns, prepositions,
and quantifiers + aver-
age. Type of utterance
(RIAS’ psychosocial or
biomedical, topic direct
correspondence); 6
combined features
(linguistic). topic data
reduction (13 anno-
tated domain topics).
feature binning ([0, 1]:
3 classes, [-1, 1]: 6
classes)

Prediction of student suc-
cess (passing the evalua-
tion) in three stages - bi-
nary classification of stu-
dent’s success (success,
failure): NB, KNN, LR,
SVM, CART, BRL.

B: prior proba-
bility (acc=0.58),
PM: accuracy,
CV: 4-fold

Accuracy per phase. Diet and Eat-
ing Habits, Medical History: no
improvement over B(accDEH =
0.64, accM H = 0.87). History of
Present Illness: CART, KNN, NB >
5% over B (acc=0.53). BRL, LR
>10%. Global LR, NB, SVM > 5%
(B=0.58)

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Chakraborty
et al.
2017]

3D posi-
tion of the
skeleton and
co-ordinates
of 20 joints,
audio: - (task
3 only)

global movement of
upper body limbs
(head, elbows, wrists,
hands): linear/angular
speed/acceleration,
Head movement (lin-
ear/angular speed),
gestures: angular dif-
ference in elbow and
wrist (top 0.1 percent).
Mean+SD for each.
41 non-verbal speech
signals (task 3 only)

Supervised learning. Task
1: linear correlation be-
tween movements and
NSA-16 items. Task
2: prediction of subjec-
tive ratings (binary from
multiclass: unobserv-
able/observable): Linear
SVM with Stochastic
Gradient Descent and
kNN. Task 3 classification
of participants (binary:
patient, control): same as
task 2

Task 1 PM: p-
value<0.05. Task
2 and 3 B: no
(manual GT),
PM: precision,
recall, F-score,
ROC area, accu-
racy, CV: LOO.

Task 1: Negative correlation be-
tween body movement signals and
Reduced Expressive Gestures (8
features/14) and speech items of
NSA-16 (Restricted Speech Quan-
tity (10/14) and Prolonged Time
to Respond(4/14)). Task 2: Re-
stricted Speech Quantity 78.26%
SVM, Reduced Expressive Ges-
tures 73.91% SVM, Impoverished
Speech Content 67.39% SVM, Af-
fect Reduced Modulation of Inten-
sity 63.04% kNN, Prolonged Time
to Respond 60.87% SVM. Task
3: body only: acc=73.91% SVM.
body+speech: acc=86.76% multi-
layer perceptron

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Chiba et
al. 2018]

transcription (-
, doctor only)

Part of Speech tagging
(KH-Coder version 2).
Frequency of nouns,
adjectives, and verbs.
Topic extraction (15
sub-topics, 3 main)

Comparison of occurrence
frequency of topics dis-
cussed between patients’
dying at home and at hos-
pital. Chi-square test

not applicable difference in the occurrence fre-
quency of topics between the two
groups: 8 sub-topics more dis-
cussed at home. p < 0.01: Visiting
24 hours and 365 days (76.9% vs.
23.1%), Predicted sudden deterio-
ration pattern (84.6% vs. 15.4%),
Ease of contacting or consulting
with doctors (88.5% vs. 38.5%),
Current life expectancy (46.2% vs.
7.7%), Decay and death caused by
ageing (76.9% vs. 7.7%). p <
0.05: Calling home care doctors
instead of an ambulance (61.5%
vs. 15.4%), Home care service
based on a long-term care insur-
ance system (76.9% vs. 38.5%),
Medical insurance system and pay-
ment (61.5% vs. 15.4%).

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Cuffy et
al. 2020]

transcription
(professional),
anonymisation

text analysis: word em-
beddings (word to word
co-occurrence matrix)
per participant. Con-
tinuous bag of words
(CBOW, probability of a
word given a context)
and skip-gram (prob-
ability of the context
given a word). Centroid
for each utterance (av-
erage of embeddings).
Extraction of topics: k
number of discrimina-
tive clusters based on
content per participant
over the whole interac-
tion.

Capture of pa-
tient–physician relat-
edness between dis-
course content. Word
embeddings (word2vec)
trained with corpus/"2015
Medline abstracts and
titles" / "2017 Wikipedia".
Comparison per par-
ticipants of 3 models:
all to all (average of all
utterances)/utterance-
based (resident-to-patient,
patient-to-resident)/topic-
based (interaction’s word
clustering). All-to-all:
global use of similar/re-
lated words. Utterance-
to-utterance: participant’s
responsiveness. Topic-
to-topic: topics used by
each participant and how
related are they. Com-
parison of mean cosine
similarity (centroids).

(1) Resident-
Patient Interac-
tion evaluation.
B: no. PM:
comparison of
computed quality
of communication
scores (QCS).
Statistical signif-
icance (Fisher’s
R-to-Z transfor-
mation, p < 0.05)
(2) Physician
conversation
quality (QCS
averaged per
physician). B: no.
PM: Significance
of variations
of QCS. (3)
Resident-Patient
questionnaires
evaluation B: pa-
tient self-reported
metrics, PM:
PCC between B
and QCS

(1) Interactions were ranked simi-
larly using all-to-all and clustering
methods. Utterance-based meth-
ods rank interactions in a similar
manner. (2) No statistical signifi-
cance of variations of quality score
(0.10) for all methods (3) very low
overall linear correlation (-0.16 to
0.15) among all methods

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Durieux
et al.
2018]

- 85 audio features /
0.5s nonoverlapping in-
tervals. 17 audio fea-
tures: 13 Mel Fre-
quency Cepstral Coef-
ficients, zero-crossing
rate, energy, energy en-
tropy, and spectral en-
tropy. 50 ms inter-
vals (with 25 ms over-
lap), 5 statistical aggre-
gators: minimum, max-
imum, mean, median,
SD.

Supervised machine
learning, 2-steps. Binary
classification (speech,
silence), contiguous (>2s).
Classifier: RF, 50 decision
trees. (1) ML binary clas-
sifiers: RF, SVM, CNN.
Raw feature vectors and
PCA. (2) ML+Human
Coders vs HC alone

(1) B: human
coders, PM:
accuracy, sensi-
tivity, specificity,
CV: 10-fold T: no
(2) B: manual an-
notations (golden
truth set by 2
coders), PM: Co-
hen’s Kappa of
HC over detected
silences, task
time, sensitivity
CV: no T: no

(1) accuracyRF = 0.98 (2) . task
time HCvsHM+ML: +61%. Sensitiv-
ity: 100%

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Fridman
et al.
2021]

transcription,
clean-up
(deletion of
punctuation,
description
of noises),
lemmatisation,
stemming.
Manual dic-
tionary of
terms related
to gains or
losses (3 re-
viewers).

3 word counts per
healthcare provider:
total, terms related to
gains/to losses (dictio-
nary based)

(1) word coding: Linguistic
Inquiry and Word Count
(LIWC) software, context
extraction Contextual-
izer software (coding of
negations: negation word
in a 30 words window)
(2) Framing: association
between physician recom-
mendation and physicians’
words, LR (3) relation with
patients’ choice

(1) B: manual
coding PM: accu-
racy, CV: no T: no
(2) not evaluated
(3) not evaluated

(1) gain words: 100% loss words:
80%, Krippendorff’s α = 0.97 (2)
physicians recommending cancer
treatment used fewer loss words
(p = .097). No significant associ-
ation was found over gain words.
Words associated with death were
related to physicians’ recommenda-
tion (treatment: 43%, active surveil-
lance: 58%, both: 60%. (3) As-
sociation between patients’ choice
of cancer treatment and loss words
in the first clinical consultation (p =
.05).

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Hart et al.
2016]

separation
into subject/-
doctor parts of
the frame

velocity of each pixel in
each frame (optical flow
algorithm), total energy
(sum of squared pixel
velocities) per per-
son. cross-correlation
between persons’ ener-
gies, motion synchrony,
kinetic energy cross-
correlation at zero lag,
total / instantaneous
entrainment and lead-
ing/following behaviour,
power spectrum of the
motion, jitter

(1) Exploration: corre-
lation of motions, jitter
as a marker of follower-
ship, dominance (cross
correlation over 20s).
(2) Classification of in-
teractions: scenario
(engaged/disengaged)
LR using synchrony and
asymmetry

(1) Significance.
Motions: cross-
correlation at lag
−5s < τ < 5s.
Jitter and
dominance:
Mann–Whitney
test (2) B: none
PM: accuracy
CV: no, T: no

Motion synchrony higher in en-
gaged scenario (p < 0.001). disen-
gaged scenario: participants follow
each other’s motion in turns, en-
gaged: one-way followership (pa-
tient follows doctor). Jitter higher in
engaged scenario. Dominance du-
ration ratio higher in engaged sce-
nario (p < 0.03) (2) Classification
accuracy = 0.72

[Kocaballi
et al.
2019]

transcription
(research
team).

extraction of activity
networks, temporal
sequencing of activities
and transitions

Visualisations. Tempo-
ral ordering of activities:
heatmap. Network dia-
gram: Fruchterman Rein-
gold centrality

not evaluated highly interactive, fragmented, and
nonlinear process. Central cluster:
discussion about patients’ present
complaint was the most central ac-
tivity and was highly connected to
medical history taking, physical ex-
amination, and assessment. Re-
maining activities were more pe-
ripheral and less connected.

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Manukyan
et al.
2018]

- detection of conver-
sational pauses. 85
audio features/0.5s
nonoverlapping inter-
vals. 17 audio features:
13 Mel Frequency
Cepstral Coefficients,
zero-crossing rate,
energy, energy entropy,
and spectral entropy.
50 ms intervals (with
25 ms overlap), 5
statistical aggregators:
minimum, maximum,
mean, median, SD.

Supervised machine
learning, 2-steps. Binary
classification (speech,
silence), contiguous (>2s).
Classifier: RF, 50 deci-
sion trees. ML binary
classifiers: RF, SVM,
Counterpropagation Neu-
ral Networks. Raw feature
vectors and PCA.

B: manual anno-
tations (3 anno-
tators, 261mins),
PM: accuracy,
sensitivity, speci-
ficity, CV: 10-fold
T: 6 consultations
(260.5mins)

accuracy=94.4%, sensitivity=90.5,
specificity=94.5.

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Mase et
al. 2009]

digitisation of
videos, man-
ual annotation
(dialogue
primitives,
e.g. gaze,
speech, 0.1 s
precision)

patterns of interaction extraction of patterns
(concurrence of primi-
tives), motifs (sequence
of patterns), pattern clus-
ters (frequent patterns
in motifs) from annota-
tions. Feature reduction
(number of patterns): JSD
derived from KLD. Pattern
evaluated with: basic pat-
tern measure (occurrence
wrt expected occurrence)
and characteristic pattern
measure (occurrence
wrt average occurrence).
Motifs evaluated with nor-
malised expected / actual
occurrence. Pattern clus-
ters: distance between
patterns. Clustering:
Ward method. Reduction:
thresholding. 18 patterns
extracted out of 1569, cov-
ering 45% of the interview
times, 13 basic motifs, 3
clusters (memo taking,
doctor utterances, mostly
patient utterance related
events.), 6 sub-clusters.

B: evaluation
from video PM:
Comparison of
human evaluation
of communica-
tion from video
recording and
corresponding
extracted pat-
terns (matched
features, mis-
matched fea-
tures,unknown,
other). CVT/T: no

out of 38 items: 39.5% matched
features, 26.3% mis-matched, 26%
unknown, 13.2% other.

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Mayfield
et al.
2014b]

transcription
(professional
or research
assistant),
coding
(GMIAS: all,
CASES: 50).
Mapping from
GMIAS codes
to information-
giving

Part-of-speech tag-
ging. Unigrams (BoW),
bigrams, part-of-
speech bigrams, role-
specialized N-grams,
adjacent speech - con-
tent similarity, adjacent
speech - hypothesis
label

Speech acts classification
(text analysis): trained
on 40 conversations, L2-
regularised LR

B: manually
coded tran-
scripts, PM:
Cohen’s κ. Re-
production of
the Information-
Giving Ratios. T:
375 conversa-
tions, overfitting:
selection of qual-
ity indicators prior
to experiments.

κ = 0.573, accuracy=71.2%.
Information-Giving Ratio, r = 0.96.
Performances increased with the
size of the training set, gain was
logarithmic. Automated annotation
did not significantly correlated with
outcomes.

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Mistica et
al. 2008]

transcripts
(manual
verbatim, re-
search team,
ELAN)

text analysis: 38 fea-
tures (overall word
count, length of interac-
tion, number of turns,
number of uh and ah,
number of unfinished
words, number of over-
lapping words, length
of overlap (time), transi-
tion pauses, within turn
pauses, all time-based
features, all turn-based
features, number of
turns, longest turn,
single word responses,
number of introduced
content words by each
speaker, number of
times speaker uses
word introduced by
other, number of words
in dialogue, longest
number of words in a
turn)

Outcome prediction (bi-
nary: fail, success). su-
pervised classifier: IB1
(lazy learner) using 11 fea-
ture sets (different cluster-
ing of extracted features).

B: zero-R (ma-
jority vote) PM:
accuracy, pre-
cision, recall,
F-score CV: 10-
fold stratified and
LOO

10-fold - best word based=.919,
all=.872 LOO - best word
based=.919, all=.872

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[J. Park,
Jindal, et
al. 2021]

transcripts
(human-
generated)

utterances extraction
(punctuation based)

2 ML to recognise emo-
tional valence of utter-
ances (3 classes: positive,
negative, neutral): RNN
with a hierarchical struc-
ture, LR (bag-of-words)
objective function : min-
imising the log-loss (cross-
entropy) using gradient-
based search in an end-to-
end fashion

B: LR , LR. PM:
Average and
One-versus-Rest
(OvR) human
valence rating.
Pearson correla-
tion coefficient,
R-precision CV:
10-fold

Pearson correlation coefficients:
human OvR=0.60, RNN=0.60,
LR=0.55. R-precisions (positive
class): 0.47, 0.58, 0.53 (same or-
der). R-precisions (negative class):
0.44, 0.45, 0.42 (same order). RNN
consistently better than LR. RNN
similar to human OvR.

[J. Park,
Kotzias, et
al. 2019]

removal of
potentially
identifiable
information.
word tokenisa-
tion: Natural
Language
ToolKit (NLTK)
tokenizer.
Stopwords
removal (ex-
cept for NN
models)

binary word vec-
tors (vocabulary
size=14800) of each
talk-turn aggregated
into a single talk-turn
vector (bag-of-words,
tf-idf weights). Except
for NN: embedding
layer (GloVe vectors)
and bidirectional set of
gated recurrent units
(size=128), resulting
in talk-turn vectors
(size=256).

Classification of talk-turn
topic labels: indepen-
dent (LR, SVM, GRU),
window-based (Windowed
LR, Windowed SVM), se-
quential (CRF, HMM-LR,
HMM-SVM, HMM-GRU,
Hier-GRU).

B: prediction of
most common
topics. PM: Turn
level: accuracy.
Visit level (aggre-
gated): precision
recall F1 (human
golden truth).
Significance:
dependent t tests
for paired sam-
ples

Turn: Hier-GRU accuracy=61.77%.
sequential models are more accu-
rate than others (P<.01). Visit: Win-
dowed SVM F1=78.37%. Lower
gap in performance between mod-
els. Semantic similarity of discus-
sion topics can be a significant con-
tributor to prediction error

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Pearce,
Kumara-
peli, et al.
2010]

verbal and
body lan-
guage clues,
clinician style
(inclusive or
not)

Automated extraction of
computer use. Un-
sure: gaze, detailed
computer use

observation techniques
and simple descriptive
statistics

Extraction not
evaluated. Sig-
nificance of
observations: Chi
square, NPAR
Man Whitney

20% of consultations without com-
puter use. Computer shapes the
beginning actively (7 %), passively
(10%). 23% of consultations were
patient initiated. inclusive consul-
tations: patient looked more at the
computer screen (number of times,
duration). Triadic (doctor, patient,
computer screen) interactions were
more common.

[Porhet et
al. 2017]

transcription
(manual),
annotation of
non-verbal
behaviours,
audio seg-
mented into
Inter-Pausal
Units

part-of speech (POS),
automated segmenta-
tion and extraction of
sequences (SPPAS).

automatic extraction of
multimodal sequences
leading to feedbacks.
Extraction of significant
rules (types of sequence
X leading to specific feed-
back Y, X =⇒ Y )

B: none, PM:
Confidence score
of extracted
rules (freq(X ∪
Y )/freq(X)).

10 rules identified, confidence
score between 0.36 and 0.12, 5
rules with cs<0.2

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Rasting
et al.
2005a]

compositing of
the two video
streams into
one. analysis
of 15 min of
each interview
(first 10min,
last 5min):
emotion-
ally relevant
movements
in the face
(EmFACS),
TAS-26 scale

facial expressions
of happiness, social
smiles, sadness, fear,
anger, disgust, con-
tempt, different affects

congruence of codings
with the facial expres-
sions of happiness, social
smiles, sadness, fear,
anger, disgust, contempt,
social smiles, different
affects. Evaluation of
facial affect display and
corresponding emotional
reactions of the therapists.
Relation between Patients’
Facial Affective Display
and TAS

Extraction not
evaluated. Corre-
lations: correla-
tion coefficient

Correlations TAS with categories
of facial affect display (patients):
significant negative correlation be-
tween the total score of the TAS-
26/the first TAS-26 subscale ‘prob-
lems in identifying feelings’ and the
facial display of aggressive affects
(anger, disgust, contempt). Corre-
lations TAS with facial affect display
(patients): Anger, Contempt (p <
0.05), Anger, Contempt, Blends,
Surprise, Disgust (p<0.1). Correla-
tions TAS with facial affect display
(therapists): Contempt, Fear(p <
0.05) Contempt, Fear, sadness (p <
0.1).

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Sakai and
Carpenter
2011b]

transcripts text analysis (Linguis-
tic Inquiry and Word
Count)

Measures of verbal domi-
nance and use of pronoun

Observation
of differences
in actual and
perceived ver-
bal dominance
(ANOVA). in-
fluenced of
dementia sta-
tus on verbal
dominance (Inde-
pendent samples
t-tests). differ-
ences in pronoun
use (ANOVA).
Not evaluated.
Bivariate corre-
lations between
observations
and characteris-
tics, hierarchical
regressions
between ob-
servations and
outcomes.

Physicians dominated the conver-
sation (83% of the total words). Pa-
tients 10%, companions 6%. Sig-
nificant difference in the use of
first person pronouns across partic-
ipants (p<.001). Physicians used
fewer singular pronouns, Compan-
ions used fewer singular pronouns
than patients. Physicians used
more plural pronouns. Power in-
dices did not predict outcomes.

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Sen et al.
2017]

transcription Speech Features by
speaker: number of
words spoken, number
of questions asked,
word diversity (unique
word count). Affective
Features: sentiments
expressed (positive,
negative, neutral).
Valence Aware Dic-
tionary for sEntiment
Reasoning (VADER)
+ Natural Language
ToolKit (NLTK)

(1) Comparison of feature
averages between best
rated and other interac-
tions. (2) Classification
of: LR, kNN (k=13). with
and without L1 regularisa-
tion validation (3) unsuper-
vised clustering of features
(k-means) (4) Linguistic In-
quiry Word Count analysis
between best rated doc-
tors group and others doc-
tor group

(1) PM: t-test p-
value, Bonferroni
corrected. Effect
size: Cohen’s
d (2) B: survey
responses PM:
accuracy CV:
5-fold (3) PM:
Silhouette coef-
ficient, Student’s
t-test comparison
(4) PM: t-test

(1) p < 0.05: number of words
spoken by doctor, Doctor unique
word count (2) acc = 71%. (3)
4 styles identified (% words spo-
ken by doctor and Doctor positive
sentiment, % words spoken by pa-
tient and Patient positive sentiment,
Doctor Unique Word Count and Pa-
tient Unique Word Count, number
of unique words spoken by doctor
and Doctor positive sentiment). Not
statistically significant (4) Largest
effect: You, I, and Personal word
categories

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Tanana et
al. 2016]

transcripts part of speech. Text
analysis (n-grams,
word embedding)

Prediction of MISC be-
havioural codes (utter-
ance) and session-level
MISC summary indices.
SL ML, 2 dependency
trees methods. Discrete
Sentence Feature (DSF):
dependency parse tree
and N-grams, RNN Model:
dependency parse tree
and word embedding,
multinomial regression

B: human inter-
rater agreement
(n=63) PM:
utterances: Co-
hen’s kappa.
sessions: two-
way, absolute-
agreement,
single-measures
ICC. CV: 10 fold,
T: yes (n=109,
30%)

Utterances: Varied performances
(better than chance except ad-
vise with permission, advise with-
out permission, and confront). low-
est performance on low frequency
categories. κ > 0.50: open and
closed questions, facilitate, giving
information, affirm and follow/neu-
tral. 0.30 > κ > 0.50: simple
and complex reflections. DSF per-
formed better than RNN (.055 to
.113.). Session: DSF outperformed
RNN. ICC > 0.75: affirm, facili-
tate, giving information, follow/neu-
tral, simple reflections, and open
and closed questions. 0.60 <
ICC < 0.75: sustain talk

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Venek et
al. 2017]

transcription conversation dynamic
features (clinicians,
patients): speech /
pausetime percent-
ages, words per
second, overlap rates.
Verbal information:
LIWC word category
scales (80: linguistic
class, positive emo-
tion and negative
emotion, nonfluen-
cies, assent words).
Acoustic information
features: Fundamental
frequency;Normalized
Amplitude Quotient,
Quasi-Open Quotient,
Parabolic Spectral Pa-
rameter, Maxima Dis-
persion Quotient, Peak
Slope, Liljencrants-Fant
model parameter Rd:,
Formants (F1, F2)

(1) Observational during
Ubiquitous Questionnaire
/ others. (2) Classifica-
tion (2 steps binary: step
1 suicidal / non suicidal,
repeater / non-repeater):
SVM using statistically sig-
nificant features of 1 (37
features: 6 conversational,
14 verbal, 17 acoustic fea-
tures), radial basis func-
tion kernel, step 2 Ad-
aBoostM1 (20 features: 1
conversational, 19 acous-
tic)

(1) PM: ANOVA
(p < 0.05). (2)
PM: acc, F1 CV:
LOO

(2) Using patients’ features:
56.7%. step 1 acc=85%. step 2
acc=34.5%. Using patients’ and
clinician: step 1 acc = 90% step
2 acc = 33.3%. F1 Ubiquitous
Questionnaire: Non Suicidal 0.88
Non repeater 0.53 repeater 0.37,
resp. 0.84 0.68 0.48 on others

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Vrana et
al. 2018b]

transcripts:
separated into
doctor / pa-
tient raw text
files, cleaned
of special
characters
and formatting

text analysis: Latent
Semantic Analysis
(LSA)

detection of patient-
physician communication
similarity using LSA
trained of whole corpus.

B: none, PM:
similarity cor-
relation, GEE
regressions

patient-physician communication
similarity correlation: mean=0.142,
median=0.150, SD=0.185. Physi-
cians differed significantly in
patient-physician communica-
tion similarity. White physicians
exhibited significantly lower se-
mantic similarity with their pa-
tient’s speech than Indian/Pak-
istani or other Asian, resp (mean
r = 0.028, SE = 0.0325 / mean
r = 0.179, SE = 0.024 / r = 0.185,
SE = 0.025). Female physicians
had marginally greater semantic
similarity (p = .082). Female
patients’ speech exhibited greater
semantic similarity (p = .017).
Greater communication similarity
was associated with less trust in
physicians in general (p = .002)
and greater trust in their own physi-
cian (p < .010).

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Wallace
et al.
2014]

transcription turn-taking patterns,
relative frequencies of
speech act transitions

Clustering of physicians
by their communication:
parameters estimation to
capture physician-level
communication character-
istics (speech act usage,
speech act transitions).
Relation with rating over
12 questions. Gradient
descent optimisation,
feature-space reduction
(PCA). Probability of
speech act conditioned on
the preceding speech act,
the speaker pattern and
the participating physician

B: none. PM:
cluster coefficient
estimates, t-test
between group
values

2 clusters of physicians, signif-
icant difference (p < .05) for
questions regarding communica-
tion around HIV-specific issues,
suggestive for the two other sets
of questions. Three reported sig-
nificant patterns: physician issu-
ing commissives within a single
turn, physician issuing directives
within a single turn (positive associ-
ation with evaluation), directive fol-
lowing questions (negative associ-
ation). i.e. advising or making deci-
sions without patient input and pa-
tients appreciate instruction when
solicited, not when unsolicited.

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[B. M.
Watson et
al. 2015]

transcription (-
)

Discursis visual output,
immediate topic repeti-
tion, topic consistency
other, and topic consis-
tency self (automated
extraction). Features
converted to z-scores
relative to the mean
and SD of aggregated
values

Comparison of features
between the 2 types of in-
teractions

no evaluation (z-
value)

-

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.5: Data analysis (continued).

ID Preprocessing Feature extraction Task/method Evaluation tech-
nique

Results

[Wong et
al. 2017]

transcription:
speaker of
utterances
and texts (re-
search team)

word occurrence and
co-occurrence statis-
tics. feature reduction:
PCA on 13 themes
extracted from word
occurrence and co-
occurrence to obtain 5
themes (KMO=0.536,
BTS: p < 0.001), PC1
to PC5 (Disease /
treatment, Treatment
procedure related in-
structions, Preparation
for examination, Pos-
itive reinforcement /
reassurance and Fam-
ily / social history )

Relation of six variables on
each theme with perceived
quality of communication.
t-tests or one-way ANOVA

B: patient’s eval-
uation. PM:
association be-
tween Dental
Patient Feedback
on Consultation
skills (DPFC)
score and ex-
tracted variables
for each themes
(p-value).

p < 0.05: Percentage of related
utterances in total number of ut-
terances, Percentage of time spent
in total time duration. p < 0.01:
Number of related words, Percent-
age of related words in total num-
ber of words, Number of related ut-
terances.

B: baseline, PM: performance metric, CV: cross-validation technique used, T: test set held out and its size, -: not reported. ANOVA: analysis of variance, BoW: Bag of Words,

BRL: Bayesian Rule Lists, CART: Classification and regression trees, CNN: Convolutional Neural Network, GEE: General Estimating Equations, GRU: Gated Recurrent Unit,

HMM: Hidden Markov Model, ICC: intraclass correlations, kNN: k-nearest neighbours, LOO: leave one out, LR: Linear regression, ML: Machine Learning, NB: Naive Bayes,

PCA: Principal Component analysis, PCC: Pearson’s Correlation Coefficient, SVM: support vector machine, tf-idf: Term frequency-inverse document frequency
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Table C.6: Study assessment.

ID Research implica-
tions

Risk of bias Strengths/Limitations

[Birkett et al. 2017] Novelty: Yes, Replica-
bility: partial, General-
isability: high

RL: partial (structured transcripts),
FB: no, SM: no, CR: manual an-
notation of 5% κ = 0.67, 95%
CI=0.58-0.75; Spearman’s ρ = 0 :
98, p < 0 : 001 Overfitting: HO but
no CV, S: ≤50

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: yes.

[Blomqvist et al. 2005] Novelty: Yes, Replica-
bility: partial, General-
isability: medium

RL: yes, FB: no, SM: n/a, CR: man-
ual annotation of 21 phases κ =
0.98, 21 sequences κ = 0.98, 21 in-
teraction elements κ = 0.95. Over-
fitting: n/a, S: ≤100

Spontaneous speech: yes, Conver-
sational speech: yes, Automation:
no, Transcription-free: yes, Content-
independence: no.

[Carnell et al. 2019] Novelty: Yes, Replica-
bility: partial, General-
isability: medium

RL: no, FB: no, SM: no, CR: yes
(prior probability of success). Over-
fitting: CV, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[Chakraborty et al.
2017]

Novelty: Yes, Replica-
bility: partial, General-
isability: low

RL: yes, FB: no, SM: yes, CR: no.
Overfitting: n/a, S: ≤50

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

-: not reported. RL: Real-life interactions, FB: Feature balance, SM: Suitable metrics, CR: Contextualised results. CI: Confidence Interval.
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Table C.6: Study assessment (continued).

ID Research implica-
tions

Risk of bias Strengths/Limitations

[Chiba et al. 2018] Novelty: No, Replica-
bility: partial, General-
isability: low

RL: yes, FB: no, SM: yes, CR: no.
Overfitting: LOO CV, S: ≤100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: video: yes, au-
dio: unclear, Content-independence:
video: yes, audio: unclear.

[Cuffy et al. 2020] Novelty: Yes, Replica-
bility: partial, General-
isability: medium

RL: yes, FB: no, SM: yes, CR: par-
tial (patient evaluation). Overfitting:
-, S: ≥100

Spontaneous speech: yes, Conver-
sational speech: yes, Automation:
yes, Transcription-free: no, Content-
independence: no.

[Durieux et al. 2018] Novelty: No, Replica-
bility: partial, General-
isability: high

RL: yes, FB: no, SM: yes, CR: no
(baseline not assessed). Overfit-
ting: -, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: yes, Content-
independence: yes.

[Fridman et al. 2021] Novelty: Yes, Replica-
bility: low, Generalis-
ability: low

RL: yes, FB: partial, SM: yes, CR:
no. Overfitting: no, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[Hart et al. 2016] Novelty: Yes, Replica-
bility: partial, General-
isability: high

RL: no, FB: no, SM: no, CR: no.
Overfitting: no, S: ≤50

Spontaneous speech: yes, Conver-
sational speech: yes, Automation:
yes, Transcription-free: yes, Content-
independence: yes.

[Kocaballi et al. 2019] Novelty: Yes, Replica-
bility: low, Generalis-
ability: high

RL: yes, FB: no, SM: no, CR: no.
Overfitting: n/a, S: ≤50

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

-: not reported. RL: Real-life interactions, FB: Feature balance, SM: Suitable metrics, CR: Contextualised results. CI: Confidence Interval.
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Table C.6: Study assessment (continued).

ID Research implica-
tions

Risk of bias Strengths/Limitations

[Manukyan et al. 2018] Novelty: No, Replica-
bility: partial, General-
isability: high

RL: yes, FB: no, SM: yes, CR: yes.
Overfitting: yes, S: ≥100

Spontaneous speech: yes, Conver-
sational speech: yes, Automation:
yes, Transcription-free: yes, Content-
independence: yes.

[Mase et al. 2009] Novelty: Yes, Replica-
bility: low, Generalis-
ability: high

RL: no, FB: no, SM: no, CR: yes.
Overfitting: n/a, S: ≤50

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: yes, Content-
independence: yes.

[Mayfield et al. 2014b] Novelty: Yes, Replica-
bility: low, Generalis-
ability: high

RL: yes, FB: no, SM: yes, CR: yes.
Overfitting: no, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[Mistica et al. 2008] Novelty: Yes, Replica-
bility: low, Generalis-
ability: high

RL: no, FB: no, SM: yes, CR: yes.
Overfitting: yes, S: ≤50

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[J. Park, Jindal, et al.
2021]

Novelty: Yes, Replica-
bility: low, Generalis-
ability: high

RL: yes, FB: no, SM: yes, CR: yes.
Overfitting: yes, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[J. Park, Kotzias, et al.
2019]

Novelty: Yes, Replica-
bility: partial, General-
isability: high

RL: yes, FB: no, SM: yes, CR: yes.
Overfitting: yes, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

-: not reported. RL: Real-life interactions, FB: Feature balance, SM: Suitable metrics, CR: Contextualised results. CI: Confidence Interval.
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Table C.6: Study assessment (continued).

ID Research implica-
tions

Risk of bias Strengths/Limitations

[Pearce, Kumarapeli, et
al. 2010]

Novelty: Yes, Replica-
bility: low, Generalis-
ability: medium

RL: yes, FB: no, SM: no, CR: no.
Overfitting: no, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: yes, Content-
independence: yes.

[Porhet et al. 2017] Novelty: Yes, Replica-
bility: low, Generalis-
ability: high

RL: no, FB: no, SM: no, CR: no.
Overfitting: n/a, S: ≤50

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[Rasting et al. 2005a] Novelty: Yes, Replica-
bility: low, Generalis-
ability: low

RL: yes, FB: no, SM: no, CR: no.
Overfitting: n/a, S: ≤50

Spontaneous speech: yes, Conversa-
tional speech: no, Automation: par-
tial, Transcription-free: yes, Content-
independence: yes.

[Sakai and Carpenter
2011b]

Novelty: Yes, Replica-
bility: partial, General-
isability: medium

RL: yes, FB: no, SM: no, CR: no.
Overfitting: n/a, S: ≤100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: yes.

[Sen et al. 2017] Novelty: Yes, Replica-
bility: partial, General-
isability: high

RL: yes, FB: no, SM: no, CR: no.
Overfitting: yes, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[Tanana et al. 2016] Novelty: Yes, Replica-
bility: low, Generalis-
ability: high

RL: yes, FB: no, SM: no, CR: yes.
Overfitting: yes, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

-: not reported. RL: Real-life interactions, FB: Feature balance, SM: Suitable metrics, CR: Contextualised results. CI: Confidence Interval.
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Table C.6: Study assessment (continued).

ID Research implica-
tions

Risk of bias Strengths/Limitations

[Venek et al. 2017] Novelty: Yes, Replica-
bility: partial, General-
isability: low

RL: yes, FB: no, SM: yes, CR: no.
Overfitting: yes, S: ≤100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[Vrana et al. 2018b] Novelty: Yes, Replica-
bility: partial, General-
isability: high

RL: yes, FB: no, SM: no, CR: no.
Overfitting: no, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[Wallace et al. 2014] Novelty: Yes, Replica-
bility: partial, General-
isability: high

RL: yes, FB: no, SM: no, CR: no.
Overfitting: no, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[B. M. Watson et al.
2015]

Novelty: No, Replica-
bility: partial, General-
isability: high

RL: no, FB: no, SM: no, CR: n/a,
Overfitting: n/a, S: ≤50

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

[Wong et al. 2017] Novelty: Yes, Replica-
bility: partial, General-
isability: high

RL: yes, FB: partial, SM: yes, CR:
no, Overfitting: n/a, S: ≥100

Spontaneous speech: yes, Conversa-
tional speech: yes, Automation: par-
tial, Transcription-free: no, Content-
independence: no.

-: not reported. RL: Real-life interactions, FB: Feature balance, SM: Suitable metrics, CR: Contextualised results. CI: Confidence Interval.
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Table C.7: Datasets assessment.

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[Birkett
et al. 2017]

200 consultations.
D: 2m13s-26m19s,
mean=8m46s,
SD=4m55s

audio, textual transcripts:
professionally produced
(manual), Demographic
(age), treatment (radiother-
apy type (3), chemotherapy
(yes/no), degree of cancer
recurrence), fears before
study (16 point scale), self-
reported rating of general
health state (1–100 scale),
living situation (alone or not),
consultation number (1-4),
consultation duration. type:
semi-structured

Behavioural coding: VR-
CoDES (6 cues, 1 concern),
manual

a:No, g:No
(by design),
s:No

Available:
no

English

[Blomqvist
et al. 2005]

69 interactions (1-2
minutes)

audio, video type: conversa-
tional

Interaction phase (i.e.
theme). Interaction sequence
(1 initiative-response). In-
teraction elements: syntax,
source, focus, type, re-
sponse, source of response,
manual

a: no (by
design), g:
no, s: -

Available:
no

(Swedish)

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation
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Table C.7: Datasets assessment (continued).

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[Carnell et
al. 2019]

464 GP consultations
(student, virtual patient)

textual transcripts (-) discovery segments (seg-
ment containing information
critical to the diagnosis);
stages (Diet and Eating
Habits (DEH), History of
Present Illness (HPI), and
Medical History (MH));
discovery proficiency pre-
diction (success, failure);
overall discovery proficiency
(n(studentdiscoveries)/n(totalnumberofdiscoveries)).
no evaluation

a: no , g:
no, s: no

Available:
no

English

[Chakraborty
et al. 2017]

69 clinical interview
(34 hours, mean dura-
tion=30mins)

Videos. type: semi-
structured.

subjective ratings of symp-
toms of schizophrenia (NSA-
16 scale) No evaluation.

a: yes , g:
yes, s: yes

Available:
no

English
(non
native)

[Chiba et
al. 2018]

227 patients visits
(home: mean=12.9,
SD=6.7. Hospital
mean=10.0, SD=4.2).
5415 words

Audio. type: conversational. None. a: no , g:
no, s: -

Available:
no

English
(non
native)

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation
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Table C.7: Datasets assessment (continued).

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[Cuffy et al.
2020]

132 GP consultations transcripts (professionally),
patient questionnaires: gen-
eral trust in the medical
system (prior), trust in the
consultation resident (af-
ter), satisfaction with the
consultation (after). type:
conversational.

not annotated a:
p=yes/d=no
, g:
p=no/d=yes,
s: no

Available:
no

English

[Durieux et
al. 2018]

587 clips from 354 pal-
liative care consulta-
tions (9770 minutes)

audio. type: conversational Type of connectional silences
(emotional, compassionate,
invitational), linguistic fea-
tures (pre/post speakers,
pause length, temporal refer-
ence (past, present, future)
preceding the pause)

a: no, g:
yes, s: yes

Available:
no

English

[Fridman et
al. 2021]

286 transcripts (words:
mean=5348, me-
dian=4880, SD=2921)

audio, transcripts type: con-
versational

providers’ roles in the conver-
sation, patient and physician
IDs, consultation order (1 or
2), speciality of the attending
physician urologist, radiation
oncologist), patients’ choices.
No evaluation

a: no, g: no
(by design),
s: no

Available:
no

English

[Hart et al.
2016]

43 videos (duration:
mean=210s, SD=49s)

video type: structured Not annotated a: yes, g:
no, s: yes

Available:
no

-

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation
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Table C.7: Datasets assessment (continued).

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[Kocaballi
et al. 2019]

40 (pilot=7, study=31) audio, video of electronic
health records screens, an-
notations: times when tools
were used (papers, note-
books, websites), occurrence
of phone calls, interruptions,
new or a regular patient, pa-
tient alone or accompanied
type: conversational

consultation activity (ad-hoc,
adapted from Waitzkin, 1989)

a: -, g: -, s:
-

Available:
no

English

[Manukyan
et al. 2018]

587 clips from 354 pal-
liative care consulta-
tions (9770 minutes)

audio. type: conversational Connectional silences and
speech

a: no, g:
yes, s: yes

Available:
no

English

[Mase et al.
2009]

10 videotaped interac-
tions(about 10 minutes
each)

video, audio type: conversa-
tional

25 primitives (12 shared per
participants+memo-taking for
doctors): speak, gaze to hu-
man, gaze to memo, head
nod, rhythm, and touching
self, memo-taking, "major
nonverbal behaviours in com-
munication psychology re-
search literatures"

a: -, g: -, s:
-

Available:
no

(Japanese)

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation
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Table C.7: Datasets assessment (continued).

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[Mayfield et
al. 2014b]

415 recordings audio, transcripts, patients’
quality indicators: commu-
nication quality (overall),
provider decision-making,
participatory decision-
making, interpersonal style,
interpersonal trust. type:
conversational

Speech acts: 118 287 Giving
Information, 28 576 Request-
ing Information, 92 448 Other.
not evaluated

a: -, g: -, s:
-

Available:
no

English

[Mistica et
al. 2008]

22 (<8mins) video, time-aligned tran-
scripts, examination result:
OSCE marking scheme (17
pass, 5 fail) type: conversa-
tional

a: -, g: -, s: - Available:
no

English

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation
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Table C.7: Datasets assessment (continued).

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[J. Park,
Jindal, et
al. 2021]

353 interactions (210k
utterances)

transcripts (Mental Health
Discussion study by Tai-
Seale et al., Assessment
of Doctor-Elderly Patient
Transactions (ADEPT) study
by Teresi et al.) type: conver-
sational

emotional valence of ut-
terances. Scale: -3 (very
negative) to +3 (very posi-
tive). 14 raters (students),
4 discarded (distributions
of assigned ratings signifi-
cantly different from the other
raters). Each utterance was
rated by 2.3 raters. Evalua-
tion: Intraclass Correlation
Coefficient (ICC), two-way
random effects model ICC:
0.90.

a: -, g: no,
s: -

Available:
no

English

[J. Park,
Kotzias,
et al. 2019]

279 interactions (122
083 talk-turns, me-
dian=408, mean=438,
upper/lower quar-
tiles=312/522)). (sub-
set differs from re-
ported parent study)

transcripts type: conversa-
tional

topic label (27: modified
MDIA coding system. 3 most
frequent topics (BiomedHis-
tory, PreventiveCare, and
MusSkePain)>50% of the
corpus. Not evaluated

a: -, g: -, s:
-

Available:
no

English

[Pearce,
Kumara-
peli, et al.
2010]

308 consultations multi-channel video, screen
capture, key strokes, mouse
coordinates

gaze, computer use, detailed
use of the computer, ver-
bal and body language clues,
clinician style (inclusive or
not). Not evaluated

a: -, g: no,
s: -

Available:
no

English

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation
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Table C.7: Datasets assessment (continued).

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[Porhet
et al. 2017]

13 videotaped interac-
tions (total= 119 min-
utes, mean=15)

audio, video, transcripts
(manual) type: conversa-
tional

transcripts (Transcription
Orthographique Enrichie
/ Enriched Orthographical
Transcription), part-of speech
(MarsaTag), Visual cues
(Head movements: nod,
shake, tilt, bottom, up, side.
Posture change: forward,
backward, other. Gaze:
oneself, interlocutor, other
direction, closed eyes. Eye-
brow expression: frown,
raise. Hand gesture, Smile).
Evaluation. Visual Cues, 5%
of the corpus κ = 0.63

a: -, g: -, s:
-

Available:
no

French

[Rasting et
al. 2005a]

12 interactions (180
min)

videos of each participant
type: semi-structured

EmFACS: emotionally rele-
vant movements in the face,
based on the earlier Fa-
cial Action Coding System
(FACS). Evaluation: test of
the coder, reliability r>0.80.

a: -, g: -, s:
-

Available:
no

German

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation

497



A
ppendix

C
.

R
eview

:
data

extraction
tables

Table C.7: Datasets assessment (continued).

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[Sakai and
Carpenter
2011b]

86 videotaped interac-
tions

audio, video, transcripts, pa-
tient and companion ques-
tionnaires: anxiety (20-item
State-Trait Anxiety Inventory),
depression (15-item Geriatric
Depression Scale), satisfac-
tion with their appointment
(Dementia Care Satisfaction
Questionnaire) 2-3 days after
the session type: conversa-
tional

not annotated a: -, g: -, s:
-

Available:
no

English

[Sen et al.
2017]

122 transcripts (professionals),
audio recordings of the
interactions, patient sur-
veys: wellbeing (Likert-type
scales), physician’s commu-
nication skill (5 questions)
type: conversational

not annotated a: -, g: -, s:
-

Available:
no

English

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation
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Table C.7: Datasets assessment (continued).

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[Tanana et
al. 2016]

341 (1.7 million words,
175,000 utterances,
and 79,000 talk turns)

transcripts (human raters)
type: conversational

modified Motivational Inter-
viewing Skill Code (MISC ver-
sion 2.1): single, categori-
cal behavioural code to each
client and clinician utterance.
MISC behavioural codes and
session-level MISC summary
indices only, no global rat-
ings.

a: -, g: -, s:
-

Available:
no

English

[Venek
et al. 2017]

60 interactions (mean
duration: suicidal:
869s, non-suicidal:
490s)

audio recordings (mono,
SNR=17.2 dB), transcripts,
speech segments (software:
ELAN) type: semi-structured

not annotated a: -(by
design), g:
yes, s: -

Available:
no

English

[Vrana et
al. 2018b]

132 video recorded in-
teractions

video, transcripts (pro-
fessional) questionnaire:
previous history with medical
interactions, trust question-
naire (n=65) type: semi-
structured

not annotated a: no, g:
no, s: no

Available:
no

English

[Wallace et
al. 2014]

360 interactions (me-
dian length=605 utter-
ances)

transcripts (manual), patient’s
questionnaire (physician
communication, Likert scale)

General Medical Interaction
Analysis System (GMIAS),
kappa= 0.81 to 0.95

a: no, g:
no, s: no

English

[B. M. Wat-
son et al.
2015]

8 interactions. Dura-
tion: - (segment≥3min)

Audio, video, transcripts (-).
Type: conversational

effectiveness of interaction
(effective, ineffective). No
evaluation

a: -, g: -, s:
-

Available:
no

(English)

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation
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Table C.7: Datasets assessment (continued).

ID Data set/Subset size Data type Data annotation Data bal-
ance

Data
avail-
ability

Language

[Wong et al.
2017]

162 interactions (2-4
participants). Duration:
-

Audio, video, transcripts
(research team, manual),
questionnaires (DPFC).
Type: conversational

6: Number of related words in
the grouped themes, number
of related utterances contain-
ing the related words, time
spent on related utterances in
a record and percentages of
these three variables in total
number of words, utterances
and time duration of a record.
No evaluation

a: yes
(children),
g: yes, s:-

Available:
no

(Chinese
and/or
English)

D: duration, -: not reported. a: age, g: gender, s: socio-professional class. SD: standard deviation500



Abbreviation Full name

ANOVA analyses of variance
BoW bag of words
BTS Bartlett’s test of sphericity
CFR conditional random fields
CNN Counterpropagation Neural Networks
DT Decision Tree
GRU gated recurrent units
GT golden truth
HMM hidden Markov models
HGRU hierarchical gated recurrent units
JSD Jensen-Shannon Divergence
KLD Kullback-Leibler Divergence
KMO Kaiser-Meyer-Olkin
kNN k-nearest neighbors
LIWC Linguistic Inquiry and Word Count
LR logistic regression
LSM Language style matching
NB Naïve Bayes
RNN recurrent neural network
SVM Support Vector Machine
t-tests Student’s t-tests
tf-idf term frequency-inverse document frequency

Table C.8: List of abbreviation for methods and terms used in studies reported
in the review.
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Appendix C. Review: data extraction tables

Abbreviation Full name

DCSQ Dementia Care Satisfaction Questionnaire
DPFC 16-item Dental Patient Feedback on Consultation skills
GDS Geriatric Depression Scale
MISC Motivational Interviewing Skill Code
NSA Negative Symptom Assessment
STAI State-Trait Anxiety Inventory
TAS Toronto Alexithymia Scale (TAS-26)

Table C.9: List of questionnaires (top) and medical scales (bottom) used in
studies reported in the review.
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Recording speech and body

posture in the CPC

To explore existing solutions, a search was conducted on the different studies

included in the review of the literature on automated processing of CPC (as

detailed in section 2.5).

No specific standard or good practice were mentioned in any of the data collec-

tion performed in the reviewed studies. Data collection was usually performed

with simple audio/video recorders, or using microphones plugged to one or

more computers.

Similarly to that of security, little consideration exists for aspects regarding the

collection of data. While none of the studies considered data safety during the

data collection, only a few considered the quality of the recorded streams when

the stream is not specifically a focus of the study, e.g. speaker segmentation

in the Lab-in-a-box study [Weibel et al. 2015].
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This last study shows an additional problem behind reports on data collection

devices. A complete system is presented: a set of sensors is deployed in a

room (a GP office) and recorded using a computer. While well thought through

in a self-contained system and presented as having a large potential for the sci-

entific community, neither specification nor documentation is provided to repro-

duce the system (hardware/software), basically requiring building the system

from the ground up.

However, different possibilities already exist to safely record and store interac-

tions. Dedicated commercial digital audio recorders offer built-in encryption ca-

pabilities. However, they suffer from serious limitations: recording is restricted

to audio only, the types of microphones available are limited (notably when

looking for microphone arrays), no capacity for extension, and a complex user

interface, confusing and prone to error without proper training of participants.

An alternative is the use of computers with relevant equipment, providing great

flexibility but suffering from the opposite disadvantages: complexity to prepare

and set up (software and hardware), and equally complex to manage.

A first presentation of audio and video recording of CPC interactions must

therefore be done. The collection of data for automated analysis setting further

constraints will be covered alongside the following sections.

D.1 Audio recording

The main requirement for audio recording is simple: capturing the speech of

the participants.
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The quality of the recording has a direct influence on the outcome of the anal-

ysis. For automated processing, the capacity to separate and attribute speech

of both speakers, diarisation, is essential as it is a prerequisite of many further

steps, such as speech recognition and prosody. Data quality has a large impact

on automated data processing. Noise reduction methods and the mitigation of

the artefacts of audio recordings made in real-life situations are common topic

of ongoing studies in the domain of speech recognition, with a number of re-

sources having been created to support this, e.g. the DIRHA-English Speech

dataset [Ravanelli et al. 2015], or the CHIME challenges [Watanabe et al. 2020]

for recordings in domestic environments. Quantifying the impact on ASR, L.

Chen [2009] found a significant reduction in speech recognition accuracy be-

tween recordings of good and poor quality (84.69% vs 74.35% respectively).

Similarly, data quality has a major impact in manual processing (transcription,

annotation, etc.). While humans are good at recognising speech from poor

quality recordings (no significant difference was found for humans transcribers

in the above-mentioned experiment [L. Chen 2009], although an impact was

identified), the quality of audio recordings determines the ease of audio tran-

scription, influencing the time required for the operation and its cost. As a

concrete example, estimates made for the transcription of the VICO subset by

a transcription company led to the doubling of the price-per-minute between

clear and noisy documents. The impact is the same for the different anno-

tations based on the recorded signal (e.g. RIAS), this issue being bypassed

only once the processing switches to derived data, e.g. annotations based on

transcripts or segmentation.

Finally, the improvement of the quality of recordings has benefits beyond the
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consumption of resources. More seriously, the quality of the audio has been

found to affect assessment. Reporting on ratings by judges on the perceived

competency of medical students performing an Occupational English Test (sim-

ulated patient interaction), the audibility of recordings was found to have a

significant impact on the assessment (reported difference of 12% in the candi-

date’s chances [McNamara and Lumley 1997]).

Quality of the recording is impacted by many factors. Internal factors, linked

to the recording system, can be controlled and to a certain degree mitigated

during the design of the study. First and foremost, the recording hardware, e.g.

microphone or camera, is the most influential factor. Other elements, like me-

chanical and electromagnetic noises, can further degrade the signal. On the

other side, external factors are often environmental, e.g. climate control, street

noise, echoes produced in a room. They are as such difficult to control. Like-

wise, the setup of the experiment also influences the quality of the recording.

The position of the speakers has a major influence on the diarisation, e.g. with

speaker localisation and Word Error Rate (WER) being directly influenced by

the proximity of the speakers [Maganti and Gatica-Perez 2006].

Setup factors impacting the quality of audio recordings are the distance of the

users from the device and the proximity between the speakers [Maganti and

Gatica-Perez 2006]. In a survey over different types of microphones [Maganti

and Gatica-Perez 2006], provided an overview of the degradation of the signal

and the performance of speech recognition over a set of 150 recordings of

overlapping speech in a controlled environment. Lapel and microphone-array

achieved comparable performances.
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D.2 Video recording

The video recording of a participant is similarly straightforward. A wide range

of factors impacts the quality of video recordings (e.g. sensor, lighting). The

requirement in the INCA study was the capture of the posture and the point of

attention of the clinician.

In the context of the recording of CPC, a similar requirement exists for the

anonymisation of the video streams.

Face obfuscation (e.g. blurring , mosaicing) can be automated, either through

post-processing (e.g. OpenCV1) or directly available on some devices (e.g.

the Face Tracking Application Programming Interface (API) of the Kinect sen-

sor [Zhang 2012]). In the medical domain, the question of anonymisation of

videos is recurring. Flouty et al. [2018] covered the use of such techniques

to blur faces in videos recorded in operating rooms, reporting a face detec-

tion recall of 93.45% compared to a manual ground truth using a Faster Re-

gion Based Convolutional Neural Networks (R-CNN) model (a deep learning

model) trained on a tailored dataset. The downside is that information about

posture and expressions are generally destroyed or significantly reduced on

the generated data.

Work exists to obtain de-identified videos while retaining main facial features

(pose and expression). In their work, Gafni et al. [2019] proposed a method to

de-identify videos using a feed-forward encoder-decoder network architecture

with a general model not requiring retraining for new participants. This is how-

ever ongoing works in a whole academic domain that would require significant

1https://opencv.org
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work to implement and replicate.

More recently, the efficiency of face-obfuscation methods has been challenged.

In a study on face recognition from still images extracted from anonymised

videos, Ruchaud and Dugelay [2016] demonstrated that they could partially

reverse the process using appropriate tools (de-blackener, de-pixelisation, de-

blurring, de-noising), demonstrating that in certain cases identity of people

could be revealed and privacy was no longer protected. In addition, a large

amount of works has been published recently on face recognition and identi-

fication in adversarial conditions, e.g. work to identify people wearing masks

[Hosni Mahmoud and Mengash 2020], and on methods to do the opposite,

e.g. work to fool automated identification methods [Thys et al. 2019], in what

emerges as a back-and-forth routine in which methods to de-anonymise videos

will rapidly evolve. As such, obfuscation of video stream should be considered

as potentially unsafe, and other methods favoured.

In audio processing, a workaround is to pre-process any features of interest

and to store only them, as secondary data. Reversing the process, i.e. recon-

structing the original signal from a set of features, is impossible in the state of

the current technology when aggregated using statistical functionals, although

speech can be reconstructed from frame-level features (e.g. using MFCC and

fundamental frequency [Milner and Shao 2006]).

While initially explored during the design of the CUSCO recording system, the

capture and obfuscation of the video stream was dropped in favour of another

solution.

The functional requirement was focused on capturing the posture of the par-
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ticipants, with the possible addition of general face orientation. These features

are fairly crude in describing a person, and cannot be used for identification.

At the time of the design of the CUSCO system, an out-of-the-box solution

existed that allowed tracking the posture while preserving anonymity: 3D in-

frared sensors. The capture system is based on a projector and a receiver: an

infrared projector projects a grid of points (an IR map) on the scene, and an in-

frared sensor capture the scene and computes the distance to each projected

point2. The coordinates of each point (vertical position, horizontal position,

depth) are stored in a point cloud. The 3D sensor offers a trade-off: no colour

and a much lower resolution that does not capture fine details, with only the

larger ones emerging (nose, cheeks, eye sockets), de facto anonymising the

captured stream. In exchange for these limitations, it allows to easier capture

of the depth of the different elements (limbs, torso), providing additional infor-

mation on the posture and movements. A comparison with the video stream is

provided in Figure D.1. Compared to the frame taken from the video (on the

left D.1a), the 3D information (on the right D.1b) shows the silhouette of the

person, masking most of the salient aspects that could be used for recognition

- facial traits, clothes, skin and hair colours, etc.

2based on the radius of the point, a point on a surface close to the camera is brighter and
wider, a point on a surface far away is small and dim
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(a) Image of the video stream. (b) Image of the 3D stream.

Figure D.1: Side by side comparison of stills of video and 3D streams.
The face of the researcher was blurred after the capture of the images.
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Background information on the

clinician-patient communication

In order to complement the introduction with key elements for non-expert read-

ers, I would like to provide a general narrative review to the characteristics of

the clinician-patient communication.

In this section of the appendices, I describe the consequences of the interac-

tion on its outcomes and the relation between the participants before conclud-

ing by a presentation of its potential impacts beyond the interaction itself.

I will make a distinction between different types of aspects affecting the com-

munication: personal, relational, communicational, and medical. Personal as-

pects relate to the essential traits of the persons: sex, age, ethnicity, etc. Rela-

tional aspects relate to the way participants behave toward each other, usually

impacted by personal aspects. Communicational aspects relate to elements

stemming from the exchange itself: choice of words, display of emotions, fo-

cus of a participant (shared decision making, patient’s inclusion), etc. Medical
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aspects refers to elements emerging from the medical condition of the patient:

physical or psychological disease (e.g. dementia, suicidal ideation), specific

phase of the illness (e.g. announce of the condition, terminal phase), etc.

General principles of the medical consultation are well known. They have been

theorised in sociological models and they constitute the basis of descriptive

models for analysis encompassing clinician-patient communication (see sec-

tion 2.2). Complex relational and communicational aspects of the interaction

between the patient and the clinician have emerged from a better understand-

ing following the progress of investigations on the different elements affecting

the communication during the consultation and on the factors and biases hav-

ing an influence on it. Additionally, the clinician-patient relationship has also

evolved following societal evolutions, such as the progress of gender and racial

equality, or the accessibility of medical knowledge, genuine or not.

The quality of communication has a major impact on every outcome of the

consultation (see section E.1): its consequences impact medical, personal,

and relational aspects. Research has shown the importance of doctor–patient

communication style on critical aspects of the consultation.

Personal factors influencing CPC reflect factors impacting common interper-

sonal interactions. They can be split in two categories: individual - e.g. age,

sex, and socio-economic background - e.g. social class (low/high income),

education.

The large number of individual and socio-economic factors influencing CPC

makes it a difficult interaction to study. A variety of medical models and tools

are required to cover the different aspects of CPC. The multiple potentially
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confounding factors related to personal attributes (e.g. age, sex) and aspects

of the communication (e.g. use of language, behaviour, rapport building) make

data interpretation more complicated. Additionally, this also makes it is difficult

for a compilation of the literature to compare studies mixing different factors, as

it hard for any specific study to account for all the potential factors of influence.

Moreover, the ongoing evolution of the society and the medical community

has led to a shift of perspective on its goals and content. For instance, a

critical review of the literature by Taylor [2009] documents the evolution of the

considerations underlying the medical consultation and CPC. While more than

a decade old and not systematic in his approach, he notes changes such as

patients’ access to information (although not translated in literacy), increased

inclusion of the patients in care decisions (e.g. perception of risk, choice),

but also institutional changes, such as population health strategies and the

pressure on the allocation of resources. As a result, Taylor [2009] advocates

that the position of the medical consultation as the entry point to healthcare

was strengthened over time. He also highlights a change in power dynamic

that has led to a loss of autonomy for doctors with both the questioning of

authority by the patient and the society, and a more consumerist model of

health caused by a political shift.
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E.1 Impact and consequences of effective com-

munication

Communication is the backbone of the medical interactions. It is essential to

the exchange of information and it serves a number of additional purposes in

a primary care context: diagnosis, identification of (possibly hidden) reasons

for the consultation, psychological and social interactions, shared decision-

making process to name a few.

Clinician-Patient Communication is at the core of the medical interaction.As I

will now explain, effective communication directly influences the adequacy of

clinical interview and its outcome: case history taking, patient’s satisfaction,

doctor-patient relationship, short- and long-term medical outcomes.

E.1.1 CPC and the exchange of information.

Interpersonal skills have a direct impact on the outcome of the medical consul-

tation. Studies have demonstrated the effect of doctors’ communication skills

on concrete outcomes, both while interacting with patients (e.g. a clinical re-

view of communication skills by Maguire and Pitceathly [2002] relate them

to better identification of patient’s problems) and within medical teams (e.g.

an evaluation of trauma communication before and after team communication

training using the Crew Resource Management led to significant improvements

in self-reported and observed exchange of information and role assignment

[Hughes et al. 2014]).

Communication influences the facilitation of the exchange of information. Beck-
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man [1984] found that a majority of the 74 reviewed interviews of inexperienced

clinicians had critical shortcomings: 69% of internals interrupted their patient

in the first 18 seconds on the interview, which potentially led to the incomplete

collection of information and decreased the accuracy of the doctors’ under-

standing of the patients’ issues. Additionally, in 77% of the interviews, the

patient’s reasons for coming to the physician were not fully elicited. Overall,

interruptions were found to disrupt the provision of information: the information

being produced during interruptions being lost and never referred to nor reused

thereafter.

E.1.2 CPC and patients’ satisfaction.

Patients’ satisfaction is also influenced. In Korsch et al. [1968], patients’ satis-

faction and resulting adherence to the treatment were found to be significantly

related to the relationship - clinician’s friendliness, understanding of the pa-

tient’s concerns and expectations - and communication style: clarity of expla-

nations, and use of jargon (recorded consultations, n = 800).

In a study on patients’ expectations using questionnaires before and after GP

consultations (n = 504), S. Williams et al. [1995] found that patients stressed

explanations as more important than support and test and diagnosis. Answer-

ing patients’ expectations and understanding them was found to be directly

related to the patients’ satisfaction.

Based on post-consultation questionnaires and interviews with patients (n =

272) Kenny [1995] found that good interpersonal skills, encompassing commu-

nication skills, accounted for more than half (58%) of the variance in patients’
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satisfaction. Relational markers (warmth, friendliness, empathy, respect), lis-

tening abilities, and the provision of information were identified to be the main

aspects related to higher level of satisfaction.

Finally, communication (0.64; p < 0.001) and the nature and quality of the

doctor-patient relationship p (0.61; p < 0.001) were found to be of the same

importance to patients’ satisfaction than the GP’s professional skills (0.58; p <

0.001), and more important than access and availability of service provision in

a study of determinants of patients’ satisfaction using a postal questionnaire

(random sample with a response rate of 62%, n = 454) [S. J. Williams and

Calnan 1991].

Overall, the evidence supporting the links between CPC and patients’ satisfac-

tion is substantiated by quantitative studies based on rather large cohorts. Mer-

cer et al. [2005] developed the Consultation and Relational Empathy (CARE)

Measure in a study over 3044 patients and 26 GPs in different areas of Scot-

land, confirming the relevance of measuring empathy: 80% of the doctors

found the CARE measure of major importance, and 76% of patients reported

that empathy was very important to the consultation they attended (less for

younger patients, more for patients with psycho-social problems).

E.1.3 CPC and patients’ adherence.

Studying factors impacting patients’ adherence to the medical regimen based

on the assessment of medical consultations of residents by experts and pa-

tients’ feedback (n = 63), Bartlett et al. [1984] identified patients’ satisfaction

with the visit and recall of the regimen as factors. Both satisfaction and most
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notably recall were found to be primarily influenced by the doctors’ interper-

sonal skills, followed secondly by the amount of patient teaching. The provi-

sion of information was therefore identified as a necessity, but not enough on

its own to improve patients’ adherence.

Further developing, M. Stewart et al. [1999] found strong evidence in the litera-

ture that communication affects patient adherence. Clear provision of informa-

tion, patient centred consultation, mutual decision making and agreement, and

showing empathy, positive affect and support were found to be four important

dimensions of communication in this regard.

E.1.4 CPC and the clinician-patient relationship.

Communication has an important role in building the clinician-patient relation-

ship through many aspects: trust, participation, outcome of the interaction, etc.

Trust, or confidence, is essential to the doctor-patient relationship. Trust is

built on the clinician’s interpersonal competence, and the clinician’s verbal be-

haviour was found to be positively associated with trust rating [Fiscella et al.

2004].

On the contrary, communication difficulties can lead to negative consequences.

For instance, in a review of the literature on cultural differences in medical

communication, Schouten and Meeuwesen [2006] observed that interaction

with specific groups of patients can present some difficulties to clinicians who

may be unaware of this. Compared to white patients, patients from ethnic

minorities reported more problems of communication, leading to worse mutual

understanding, less satisfaction with clinicians’ communicative behaviour, and
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less adherence.

Issues in communication have also been linked with malpractice claims. Poor

communication - inadequate explanations of diagnosis, or treatment, ignoring

the patient - has been related to higher claims, whereas good communication

has been found to prevent malpractice claims [M. Stewart et al. 1999]. This

was supported by a study conducted on adults observing consultations and

rating litigious feelings (n = 160) by Lester and Smith [1993].

The communication style of the patient naturally influences the consultation.

Patients’ participation is required so that the clinicians can understand their

problems and expectations. In observing interactions of twenty-five clinicians

with high and low participation patients (n = 150, categorised according to

annotated discourse frequencies of four topics during consultations), Cegala

and Post [2009] noted that clinicians adjusted their communication style to pa-

tients: more active patients led clinicians to adopt greater patient-centred atti-

tudes, notably on exploration of patients’ disease and illness (but no significant

differences were found with regards to ’understanding the whole person’ and

’finding common ground’).

E.1.5 CPC and patient outcomes.

CPC can be related to the patient’s health. In a review on patient outcomes

([M. A. Stewart 1995], updated in [M. Stewart et al. 1999]), medical commu-

nication which notably adopted interventions shifting the balance of power to-

ward the patient (e.g. better understanding, agreement on the medical plan,

offering choice) was found to positively affect physical and mental health: facili-
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tating patients’ description of their experience, empathy and support, provision

of clear information, and shared decision making leading to agreement were

linked with positive health outcomes. This can be explained fairly simply since

these items are notably related to patients’ adherence.

Difference in communication was associated in RCTs with differences in func-

tional and physiologic status (blood sugar control [S. Greenfield et al. 1988

Sep-Oct; Thompson et al. 1990], pain management [Thompson et al. 1990],

and duration of hospitalisation [Thompson et al. 1990]). Once again, the key el-

ements of communication that influenced the interventions (asking questions,

negotiating medical decisions) can be related to patients’ adherence and mod-

ifications of the care plan. The influence of the patient on this aspect is unclear

and would be interesting to investigate (e.g. do more assertive patients, or

patients that generates shared decision do better?).

Lasting impacts of CPC on patients’ outcome can be observed. Direct out-

comes following the interaction mentioned previously are reflected in longer

term consequences. In a systematic review of interventions to improve pa-

tients’ recall, the application of principles of psychological theory to the conduct

of the consultation was found to be potentially effective [P. W. Watson and McK-

instry 2009] for example use of simple communication (simple, specific and

clear terms), asking patients to repeat information, personalising plans, rou-

tines and aide memoirs, adapting to patients’ needs (e.g. elderly, low literacy).

Studying communication between medical residents with patients (n = 63) at a

teaching hospital, Bartlett et al. [1984] found an association between commu-

nication skills (sensitivity to feelings, interchange of information, organisation

of interview) and patient outcomes, although correlations were modest: re-
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call (correlation 0.38), satisfaction (0.24), and mediated by those adherence

(0.19, although not statistically significant). Patients’ recall of medical advice

influences the course of the illness, notably patients’ adherence to the medi-

cal regimen [Bartlett et al. 1984] which in turn has consequences in the long

term, i.e., the ending of the illness or the management of chronic conditions

[M. Stewart et al. 1999].

Increasing patients’ involvement in medical decision making has also long-

lasting effects. In a randomised trial of an intervention (a 20-minute session

to review the patients’ medical record before each of two consecutive consul-

tations with a physician) to encourage patients to negotiate medical decisions,

S. Greenfield et al. [1988 Sep-Oct] reported changes in patients’ behaviour in

people with diabetes, resulting in better blood sugar control and decrease in

functional limitations twelve weeks after the second consultation.

In turn, psychological consequences, mental health, and emotional health can

be affected by communication during medical encounters. In addition to imme-

diate outcome such as patients’ satisfaction [Bartlett et al. 1984], longer lasting

effects are observed. In a RCT, patients-reported anxiety level during the con-

sultation (measured by the State Anxiety scale based on patients’ answers)

was found to be significantly lower during a consultation in which they were

being led to ask more questions [Thompson et al. 1990].

Overall, it is possible to observe a global influence of quality of communication

on the different outcomes of the consultation. Investigating effects of train-

ing patients suffering from chronic disease to negotiate medical decisions with

the doctor, a RCT [Sheldon Greenfield et al. 1985; S. H. Kaplan et al. 1989]

demonstrated an association with improvement in physiological (blood pres-
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sure, blood sugar), behavioural (functional status), and psychological indica-

tors (self perception of overall health status) six to eight weeks after the trial.

Agreement between patients and doctors result in better patient and doctor

reported outcomes [Starfield et al. 1981].

E.1.6 Costs of care.

Although conflicting report exists, effective communication may result in a need

for longer communication, especially on difficult topics [M. Stewart et al. 1999].

While possibly having a small upfront cost, an efficient communication between

patient and medical practitioner may reduce follow-up treatment costs (as ad-

vocated in a perspective paper by [R. S. Kaplan et al. 2016]), due to a lower

rate of complications (Kissane et al. [2017] reports the additional costs caused

by limited health literacy to 3 to 5% of the total healthcare cost in the US). Most

importantly, links between good communication and the improvement in the

patient’s outcome [M. Stewart et al. 1999] accounts for reduced utilisation of

inpatient care and lower rate of hospital admissions, balancing costs of CPC

with the long-term benefits and the averted associated costs.

E.1.7 Limitations of the literature.

The literature on the impacts of CPC is vast, and while a number of aspects

are well documented, a disparity in the strength of the scientific knowledge ex-

ists. Knowledge for prominent aspects, such as consequences on physiologic

status, rely on a large number of studies and on articles using strong method-

ologies (e.g. randomised control trials: [S. Greenfield et al. 1988 Sep-Oct],
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[J. E. Johnson et al. 1988], [Thompson et al. 1990], [Sheldon Greenfield et al.

1985; S. H. Kaplan et al. 1989]), as well as literature reviews. On the other

hand, numerous other aspects such as on the impact of CPC in the interaction

with specific minorities are only documented by a smaller number of studies or

by studies using weaker methodologies (e.g. observational studies).

The majority of the studies are difficult to generalise: they are usually con-

ducted in western countries, older studies do not control cohorts representa-

tivity (e.g. white middle-class patients are predominantly represented).

The complexity of identifying precise behaviours and attitudes in CPC and the

number of contributing aspects makes it extremely difficulty to account for and

control every confounders. This advocates toward the use models, methodolo-

gies and metrics that allow to compare and aggregate results of studies with

a different focus. Illustrating this matter, a review of studies on compassion in

medical encounters [S. Sinclair et al. 2016] concluded a need to set theoreti-

cal background to the concept itself, while requesting for empirical studies to

investigate the factors leading to improved patient-reported outcomes.

E.2 Factors influencing clinician-patient commu-

nication

Given the consequences of communication during medical encounters, I must

now provide an overview of the factors affecting it and characterise their influ-

ence.

While communication is inherently personal, CPC is a complex process in-
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fluenced by a number of external factors. Physical, social and economic

attributes have been shown to impact both doctors and patients.

Differences between sex/genders influence the use of health services. Men

have much lower rate of attendance than women [Corney 1990], [Kapur et al.

2004], especially before the age of 30, and their consultation behaviour differs.

While physical illness was linked to attendance of patients of both sex, psy-

chosocial problems or distress was only a predictor of consultations for women

(based on 12,182 consultations of 738 patients in the UK [Kapur et al. 2004]).

Additionally, sex determines substantial differences in the behaviour of the

practitioners when dealing with patient of each sex [Roter, Lipkin, et al. 1991].

The sex of the practitioner has an impact on the interaction, consultations con-

ducted by female doctors eliciting more talk both from the practitioner and from

the patient, with generally lengthier consultations for female doctors. Female

doctors dedicate more time for history taking, and changes were found on

the overall content of the consultation (more positive talk, partnership-building,

question-asking, and information-giving). Patients of female physicians show

similar differences in the same conversational patterns.

The age of the patient has a major influence on a range of aspects of CPC,

illustrating the wide diversity of what can be influenced.

In a review of the literature, Kiek Tates and Meeuwesen [2001] showed that

doctor-child communication is not a regular dyadic communication, being in-

stead a triadic communication - doctor-parent-child - in which the parent claims

most of child’s turns, to the point that most studies on the topic only investigate

the doctor-parent interaction. Further characterisation in K. Tates et al. [2002]

showed that child participation is determined by the attitude of both adults in
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relation to the spokesperson effect, the parent usually taking over the interac-

tion. Since active child participation is beneficial, there is a need to identify the

distribution of roles in this type of interaction, and to assess differently doctor-

child, e.g. conversational contribution, turn-taking, and semantic control, and

doctor-parent-child interactions, e.g. empowerment of the child, attention and

answers to parent’s concerns.

In contrast, adolescent patients present a different aspect. In a review, Har-

vey [2014] identified numerous obstacles undermining the interaction, leading

the consultation to be under used. A pair of leading factors explains this: ado-

lescents distrust the doctor on their ability to respect the confidentiality of the

exchange, and they present a fear of negative consequences that could stem

from revealing intimate information, e.g. sexual activity, or personal health be-

haviours. Important aspects to monitor in this case are therefore the attention

to proximity and rapport-building, the active diminution of the perception of sta-

tus differences, and the active elicitation of information by the practitioner.

Elder patients were found to have higher satisfaction with communication

[Greene et al. 1994] and acceptance of authority [Haug 1996]. In a study

on the influence of patient age on the content of the consultation with new pa-

tients over a year [Callahan et al. 2000], interactions with elderly persons were

found to be focused on the medication and treatment plans (compliance and

development of further plan), with much less counselling, health education,

and medical and social history taking (while not touched upon, this difference

may be caused by differences in the type of conditions, elderly patients suffer

generally more from long-term problems which may need less history taking

once established). CPC also differs on the quality of its content: information
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given is poorer and there is less concordance in goals, topics and medical top-

ics [Adelman et al. 1991]. While not indicative of integrated ageism, doctors

are less supportive with elderly patients

Ethnicity have generally been linked with disparities in healthcare, a litera-

ture review by van Ryn [2002] found evidence that clinicians behaviour con-

tribute to them. A systematic review [Hall et al. 2015] found evidence of implicit

bias influencing patient-provider interactions and relationship. In the physician-

patient interaction, van Ryn and Burke [2000] found that the ethnicity of the

patient was associated with lower intelligence assessment, less feeling of affil-

iation, and negative medical presumptions (higher likelihood of risk behaviour

and lower adherence with medical advice). Investigations on CPC have found

that black patients receive less information and participate less [Gordon et al.

2006], with doctor-patient racial discordance having a similar effect. Schouten

and Meeuwesen [2006] found in a review of the literature that doctors interact-

ing with patients of ethnic minorities used less social talk and rapport building,

more frequently ignored patients’ comments, and were rated as less friendly

and concerned.

The disabilities of the patient can be critical in CPC. Clinicians have trou-

ble engaging and maintaining involvement with patient with learning disabili-

ties and mental handicap [Kerr et al. 1996]. In CPC, patients with intellectual

disabilities report frustration when the communication with the clinician is de-

ficient, and GPs report concern with communication difficulties affecting their

ability to diagnose, manage, and inform such patients [Ziviani et al. 2004]. Doc-

tors confronted with patients with disabilities often claimed to be ill-trained to

interact appropriately.
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In addition to personal attributes, socioeconomic factors influence clinician-

patient interaction. [Epstein et al. 1985] found an association between lower

socioeconomic status and less effective communication. Lower socioeconomic

status influenced physicians’ perceptions of patients’ personality, abilities, be-

havioural tendencies, and role demands [van Ryn and Burke 2000], which

leads to their biased perception of the patients’ capacity and desire for self-

determination (e.g. lower perceived demand for information and aptitude to

be involved in the treatment plan, [Willems et al. 2005]). During consultations

with patients from lower social classes, agreement on basic aspects of medical

care was less frequent [Epstein et al. 1985]. In a more recent study, Willems et

al. [2005] related patients’ communication with doctors’ communicative style,

in which both medical interactions (information giving, directions) and social

interactions (socio-emotional utterances, partnership building) were affected

during communication with patients from lower social classes.

CPC is influenced by cultural background and social differences [Verlinde et

al. 2012]. In their review on intercultural medical communication, Schouten and

Meeuwesen [2006] found five predictors of communication problems. Three of

them are general to any interaction between person of different cultural back-

ground: linguistic barriers, differences in cultural values, and perceptual biases

- this point being related to the difference of ethnicity mentioned above. The

other two predictors were specifically related to the cultural difference of per-

ception of medical interaction: explanatory models of health and illness, and

patients’ preferences for doctor–patient relationships.

Many other attributes of both doctors and patients have been mentioned to

have an influence: unemployment (people being off-work due to illness are 2.5
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times more likely to consult [Kapur et al. 2004]), type of illness (no chronic

illness, chronic physical illness, chronic psychological illness are predictors

of consultation rate, [Kapur et al. 2004]), geographic location (e.g. the "geo-

graphic decay": patients attendance to preoperative assessment prior to surgery

is linked to their distance from the clinic, [Seidel et al. 2006]), doctor-patient age

difference (identified as a potential influence in Callahan et al. [2000]), doctor’s

experience (less experienced clinicians show less nuanced and more stringent

evaluation of moral dilemma, [Ommen et al. 2014]), presentational aspect (the

way doctors dress was important for more than 60% of the patients, [McKinstry

and Wang 1991]), etc.

The range of attributes influencing the medical consultation demonstrates the

complexity of the human factors in CPC, and advocates for the consideration

of individual patient’s or groups of patient’s characteristics as a principle of

personalised healthcare at the core of the idea of precision medicine.

Understanding the impact and influence of communication in the medical con-

sultation, a presentation of the consultation itself need to be presented.

E.3 Training clinician-patient communication

As seen in the previous chapter, several studies have documented the impacts

of the clinician’s communication skills on different medical and non-medical

outcomes of the clinician-patient interaction, and in return the added value of

training CPC.

The literature - position papers by clinicians and medical communication ex-
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perts, and studies alike - generally agrees on the added value of training com-

munication skills.

It is difficult for clinicians to be aware of their own communication skills, and as

a result self-improvement is unlikely. To illustrate this, Epstein et al. [1985] did

a study to observe self-bias. Using agreement between patients and doctors

about basic aspects of care (symptoms, test results, therapy, and prognosis) as

a marker of effective communication, they collected both participants opinion in

a post-interaction survey. Over 100 interventions, doctor-patient concordance

was of 67%. The study found that doctors were not able to predict patients’

answers, even when including doctors’ reported confidence in their ability to

predict each answer, leading to the conclusion that doctors were unaware that

ineffective communication occurred. While the drop-out rate was high (42%)

and could hide part of patients’ evaluation, complementary studies reporting

on implicit factors influencing the interaction (e.g. ethnicity) tend to support

these conclusions.

Early studies exploring clinical interaction focused on the impact of practical as-

pects. Rainey [1985] compared 30 patients that received standard care to 30

patients who followed an audiovisual education program (procedural and sen-

sory information about radiotherapy) and assessed patients’ treatment-related

knowledge, state anxiety, and total mood disturbance in the first and last weeks

of treatment1. Patients that followed standard care lacked basic information,

did not understand procedures and treatment (e.g. 48% did not understood

how radiation therapy works), and even related jargon used by clinicians (e.g.

1Patients’ knowledge was assessed with the Radiation Therapy Questionnaire, a 21-item
test of basic knowledge about treatment procedures.
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rads). Egbert et al. [1964] compared a similar intervention between 46 patients

who were told about postoperative pain and 51 patients who where not, finding

significant difference in favour of educated patients in drug use (reduction in

postoperative narcotics), medical outcomes (surgeons blinded to the groups

sent educated patients home more than two days earlier in average), and

personal outcomes (postoperative assessment by independent anaesthetists

found that educated patients were more comfortable and in better physical

and emotional condition). B. Starfield et al. [1981] related patient-practitioner

agreement on problems requiring follow-up and the evolution of each prob-

lem across follow-up meetings in ambulatory care. Comparing self reported

patients’ (structured interviews) and practitioners’ (questionnaire) evaluations,

patients expected and reported less improvement with problems that were only

mentioned by them, and clinician-patient agreement was associated with bet-

ter outcome and expectations. In a simple intervention to improve patients’

contribution to communication in a medical office visit, Thompson et al. [1990]

found that patients who were asked to prepare questions to ask their physician

did asked more questions in the visit and reported being less anxious, while

in a follow-up intervention with patients approached using the same procedure

and patients who received a message from their physician encouraging ques-

tions both reported asking more of the questions they had wished to, greater

feelings of control, and higher general satisfaction with the visit and with the

information they received. While these studies used small groups (less that

100) and lack reporting social factors beyond age and sex, they used sound

protocols (randomly group assignation) and statistical analysis.

Though these studies were not about training interventions for clinicians, they
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show the influence of encouraging patients’ education [Egbert et al. 1964;

Rainey 1985] and patients’ participation [Egbert et al. 1964; B. Starfield et al.

1981; Thompson et al. 1990] on clinicians and patients as compared to control

groups in which participants interacted in a traditional way. The interventions

had an impact on patients behaviour (e.g. asking more of the questions that

they wanted to) and resulted in significant observed differences in comparison

with the control groups (e.g. greater feelings of control, higher satisfaction).

Initial interventions to teach communication as a comprehensive skill showed

mixed results in practical outcomes for the patients. In one of the early studies

comparing clinician-patient interactions between a group of trained clinicians

and a control group, Roter [1977] found that patients’ satisfaction with trained

clinicians was lower, with higher negative affects present during the consulta-

tion.

Training programmes have evolved, sometimes derived from other fields such

as transpositions of the Crew Resource Management programme (a training

programme aimed at improving team communication between the two pilots

in a cockpit), and dedicated training programmes have been tested in dif-

ferent medical settings with numerous positive results: training programmes

have been in use in anaesthesia (A review on this topic by Gaba et al. [2001]

reported initial evidence of benefits for patient outcome and clinician perfor-

mance. Hughes et al. [2014] confirmed the significance of improvements in

clinician and team performances gained from training communication by analysing

pre and post interventions surveys2 and observations of interventions3) and in

2modified Human Factors Attitude Survey (HFAS)
3Assessment performed with the Communication and Teamwork Skills (CATS)
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emergency teams (Issleib and Zöllner [2015] reported measurable improve-

ments in personnel satisfaction, patient safety and safety culture, Katinakis et

al. [2016] presented self-reported significant improvement in leadership role,

use of safe process, and correct terminology after two structural trainings).

Beneficial outcomes are observed for a long duration after training, with mea-

sured improvements in personal outcomes for the medical team (e.g. reduced

stress), medical outcome (e.g. patient safety) and communication (e.g. infor-

mation sharing, being able to speak up when concerned with patient safety).

While difficult to substantiate - studies are conducted with small cohorts and

statistical significance of the results is low - training of specific issues in CPC

indicates beneficial impacts (patient trust, satisfaction, compliance, and over-

all health). For instance, reviewing literature published on cultural competency

training (sensitivity to cultural and ethnic bias) Perloff et al. [2006] outlined

many shortcomings: reported strategies vary, clear descriptions of the precise

training methods and content are absent, and studies often do not include spe-

cific measurable objectives. In a review of how the socio-economic status of

the patient impacts CPC, Willems et al. [2005] found that the communicative

style and perception of doctors was influenced by the way patients of differ-

ent social classes communicate. Doctors interacting with patients from lower

social classes used a more directive and less participatory consulting style,

giving less information, less directions, and did less relationship building. Pa-

tients from higher social classes communicated more actively, showed more

affective expressiveness, and elicited more information from their doctor. How-

ever, cultural competence could be improved by training both parties: doctors,

through their awareness of the contextual communicative differences, and pa-
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tients, through their empowerment to express concerns and preferences (e.g.

to take part in the care process). In other instances, such as for training pro-

grammes dedicated to improve trust in the clinician-patient relationship, the

results remain inconclusive (A review by Rolfe et al. [2014] identified 10 Ran-

domised Control Trials (RCT)s with conflicting results with either small or no

significant improvement in trust after interventions). However, the small num-

ber of publications addressing each precise aspect of the clinician-patient re-

lationship can only by accepted as weak evidence due to the heterogeneity

between the studies over their interventions (e.g. training patients, training

clinicians), limitations of measuring tools (e.g. lack of sensitivity combined with

a ceiling effect4), and potential cultural bias (e.g. most studies are done in

North America).

Numerous studies have been performed to determine which are the most rele-

vant factors with respect to improving the quality of CPC, breaking down com-

munication into specific components. Due to the complex nature of the domain,

its size and variability, and the wide range of settings of the different studies,

systematic reviews are needed in order to assess their relevance and appli-

cability to more generalised contexts. Even so, outcomes of such research

synthesis often show inconclusive or even contradictory results (e.g. P. W.

Watson and McKinstry [2009] review of interventions to improve recall of med-

ical advice report equivocal findings in the outcome of different methods. Rolfe

et al. [2014] review of interventions to improve patients’ trust found studies

reporting both low significant improvement and none). Nonetheless, I would

advocate that they provide insightful directions and recommendations based

4An effect observed by Rolfe et al. [2014] and other studies: doctors’ evaluations by patients
are generally high.
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on strong conjectures.

In a number of instances, training of CPC has been found to have direct pos-

itive effect on medical outcomes. Cabana et al. [2014] carried out a RCT

study on primary asthma care providers following training on medical guide-

lines, communication skills and educational messages. After a one-year pe-

riod, parents of children patients reported a greater decrease in days limited by

asthma symptoms and in emergency department visits compared with the con-

trol group. Randomised control trials on CPC interventions - training patients

(sessions to educate the patient [Egbert et al. 1964], information packages to

entice question-asking [Thompson et al. 1990]), or training both doctors and

patients (enticing patients to participate and improving information seeking be-

haviour [S. Greenfield et al. 1988 Sep-Oct]) - have found positive impact on

anxiety, functional and physiologic status, pain management, and duration of

hospitalisation. All three studies were however conducted in the USA on small

cohorts (<30 per group) with either no report of socio-economical variables or

only white middle class cohorts, restricting their generalisability.

Strong evidence exists that communication training is effective in training com-

munication skills, while the association with patient outcomes remains uncer-

tain, as underlined by Gilligan et al. [2018] in a publication of guidelines re-

garding clinician-patient communication skills based on the combination of (1)

the consensus of a panel of experts, and (2) a systematic review of systematic

reviews, meta-analyses and randomised controlled trials. The recommenda-

tion to train CPC is supported by numerous studies, although of intermediate

quality (e.g. small cohorts, limited details on how the training was done). In

their conclusion, Gilligan et al. [2018] summarise their recommendations into
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three points:

1. Communication skills training should be based on sound ed-
ucational principles and include and emphasize skills prac-
tice and experiential learning using role-play scenarios, direct
observation of patient encounters, and other validated tech-
niques.

2. For communication skills training to be most effective, it should
foster practitioner self-awareness and situational awareness
related to emotions, attitudes, and underlying beliefs that may
affect communication as well as awareness of implicit biases
that may affect decision making.

3. Facilitators of communication skills training should have suffi-
cient training and experience to effectively model and teach the
desired communication skills and facilitate experiential learn-
ing exercises.

While generally positive, the literature on the training of CPC presents some

shortcomings. A first is the assessment of interventions: the range of assess-

ment methods and their inherent limitations (e.g. self-assessment) makes it

difficult to compare interventions. Another one concerning high level trainings

(i.e. general trainings of communication skills, not targeted to a specific atti-

tude) is the lack of precise details on the training strategies. Training material is

usually not provided alongside the publication, leading to uncertainties to iden-

tify types of program and procedures, as noted by a recent review of training

programs for clinicians working with patients with cancer [Moore et al. 2018].

With respect to the training of CPC as a process, a major limitation is its re-

source intensiveness, both in time and financial costs, requiring long forma-

tions to be effective [Gilligan et al. 2018] leading to large organisational bur-

dens.
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Additionally, continuous support is required as long-term sustainability of be-

haviour change have been reported to be limited [Gilligan et al. 2018], with little

to no positive impact after long periods as underlined by van Dam et al. [2003]

in a systematic review of intervention in diabetes care.

However, the continuity of training may be maintained with simple training

methods. Even when using passive training tools with low constraints (watch-

ing a CD-ROM training tool), oncologists self-reported an increase in the use

of trained skills (conveying information, identification of empathic opportunities,

addressing emotions that underlie difficult questions) [Skinner et al. 2009], al-

though the metric (self reported perceived helpfulness using a Likert scale),

the small scale of the study (24 doctor in the intervention group), and the de-

mographics (white middle age men) calls for further investigation.

In this respect, automation and systematisation of the assessment of more

complex aspects of CPC could lead to better training, or at least facilitate reg-

ular practice, similarly linked with better general outcomes.

E.4 Additional material on the evaluation of CPC

E.4.1 Additional material on the evaluation of CPC

Developments and context specific frameworks

Attempts have been made to further expand and refine the RIAS. Most notably

to overcome shortcomings and overlooked aspects in the RIAS.
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Generalized Medical Interaction System (GMIAS) The GMIAS [Laws et

al. 2013] is derived from the RIAS framework. GMIAS codes were designed

to be consistent with the RIAS codes, extending them with sub-categories,

notably specific to its original use for anti-retroviral treatment adherence and

related psychosocial considerations: substance abuse, emotions, and patient’s

personal and social contexts. The framework has been used by its authors in

differing contexts: antiretroviral adherence, sexual risk behaviour, and patient-

centredness.

Medical Interaction Process System - MIPS Based on the same premises

as the GMIAS, the MIPS [Ford et al. 2000] is similar to RIAS in its characterisa-

tion of the medical interaction with the intended objective to mitigate some iden-

tified issues. Specifically, the MIPS allows to investigate ambiguities and affec-

tive cues using the visual component of the interaction, based on video record-

ings or direct observation. The MIPS more precisely uses a patient-centred

theoretical grounding. Additions are centred around sequential and parallel

coding. Utterances are annotated using 3 parallel aspects: the speaker, the

form -i.e. the semantic content, 15 content codes (topics), and the mode -

i.e. the process or function of the utterance (e.g. Open question, Facilitates

speech). The schemes provides for the annotation of non-verbal components,

concerning posture and eye contact notably. While the MIPS was inspired by

the RIAS, the correlation between the categories of the two tools is rather low:

a comparison on 40 consultations doubly annotated by two annotators found a

strong correlation for 3 out 40 global categories, and a weak correlation for 7

[Ford et al. 2000].
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Veronica Medical Interview Classification System The Veronica Medical

Interview Classification System is a set of annotation manuals targeting spe-

cific parts of medical interactions (VR-MICS/D for doctors and VR-MICS/P for

patient). Labels are tailored around three concepts: data gathering, relation-

ship building and patient education. Type (e.g. question) and content (so-

cial, psychological, illness management) of utterances are distinguished by

formulation (cues are new informations, statements are already discussed el-

ements), alongside the coding of emotional states. The Verona coding def-

initions of emotional sequences (VR-CoDES) [Zimmermann et al. 2011] is a

system for coding the patient’s expressions of emotional distress in medical

consultations with fairly good reported inter-rater reliability (κ = 0.70). Based

on the patient-centred model of the medical consultation, the framework fo-

cuses on specific sequences of the interaction occurring around the expres-

sion of emotions: the eliciting event, the emotional expression (patient), and

the immediate response (clinician). The framework has been used in many

studies and the authors have monitored its use and compiled potential future

directions to develop the theoretical knowledge of emotional communication in

the consultation Del Piccolo et al. [2017].

Communication aspect specific frameworks

Specialised frameworks focus on specific aspect of the interaction. For in-

stance, the Observer OPTION and *RATE measurement scales are based on

patient’s inclusive models, and specifically the three tier-model. The scales

have been grouped in a set offering different scoring methods with a global

focus on improving patient engagement:
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Observer OPTION Instruments (OPTION 12 and OPTION 5) aims to study pa-

tient involvement in shared decision making. OPTION 5 reduced the number

of categories with the objective to focus on the construct of shared decision

making. Tested on 79 audio-recordings of patient-physician-consultations, in-

traclass correlation coefficients (ICCs) for inter- and intra-rater reliability was

high for global scores (0.82 and 0.83 respectively), but rather inconsistent for

each classes (between 0.45 and 0.86) [Kölker et al. 2018].

Dyadic OPTION [Melbourne, K. Sinclair, et al. 2010] is an evolution of the OP-

TION scale for the patient and the clinician, with a specific attention to reduce

interpretative difficulties for shared decision-making behaviours. The dyadic

OPTION scale uses an internal subjective assessment (the perception of the

clinician) and an external tool, e.g. expert observers. While it is presented

as a useful complement the Observer OPTION in a study investigating OSCE

interactions [Melbourne, Roberts, et al. 2011], the small scale of the study (6

patients) based on simulated interactions limits its relevance. It has however

been used in a few recent studies (30 since 2017).

Extensions to the existing set of tools are being developed to study new as-

pects (consideRATE for serious illness conversations) and (coopeRATE for pa-

tient concerns and goal setting), investigating clinician’s behaviour and actions

during the consultation.
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E.5 Evaluation of CPC

E.5.1 Simulated interactions

Simulated interactions use an actor to replace the patient. They offer a more

controlled setting while retaining the complexity of a real interaction. Simu-

lated patients can be fellow students - a common practice in academic set-

ting for trainings and assessments, or a professional actor following precise

instructions - usually for studies on specific aspects of the interaction. While

not explicit in the literature, a distinction will be made in this work between

the different types of actors, expanding the distinction between simulated and

standardised patients by Atkins et al. [2016]:

Acted patient a person portraying a patient. This can range from fellow med-

ical students (e.g. acting as an patient with specific needs, see section

5.1.2) to professional actors.

Simulated patient a person portraying a specific patient following a precise

script usually including every detail essential to the interaction studied:

symptoms, condition, traits, medical, personal, and social history, com-

munication style, behaviour, emotions, etc.

Standardised patients while including simulated patient, the definition also

encompasses real patients who have been briefed to present their own

illness in the same standardised way as a simulated patient.

The idea of constraining the interaction by using a controlled patient ("pro-

grammed patient") was first formalised in 1964 by Barrows and Abraham-
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son [1964], who proposed the method for the appraisal of students. Since then,

simulated patients have become common in the evaluation of clinicians’ skills,

replicating similar conditions as a real situation in a reproducible interaction.

Hybrid approaches exist merging external roles with the patient. Uncommon

nowadays, the use of patient-instructors, introduced by Stillman et al. [1978],

merges the roles of the instructor with the acted patient, intervening during the

interaction to correct the student in training scenarios. More frequently, the

acted-patient can also be an assessor. Comparing the evaluation by standard-

ised patients to external observation, Luck and J. W. Peabody [2002] found that

the two were similar, with a fairly strong agreement (κ = 0.81), concluding that

proficient standardised patients compare well with independent evaluation. As

such, they advocate that appraisal by standardised patients can also be used

as a reference ("golden truth").

Following earlier comments on factors impacting CPC and its assessment, it

must be noted that studies using standardised patients of different background

to identify specificities of interactions with such populations have been per-

formed successfully. For instance Blake et al. [2006] studied consultations

with female adolescents simulating risk-taking patients. Additionally control-

ling both for adverse effect on the adolescent doing the acting (anxiety) and for

the quality of their evaluation, they did not find negative consequences for the

adolescents themselves in comparison with a control group.

However, this method has drawbacks due to its simulated nature. Atkins et

al. [2016] underlined crucial sociolinguistics differences compared to real in-

teractions. When the simulated nature is known by all parties, part of the

cognition is set to maintain the illusion, a portion of the evaluation of commu-
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nication skills (or presentational skills) is then done on the ability to adapt to

such a context. Simulated consultations present major differences in their con-

tent: talk is no more contextualised, the timing and problem-solving aspect of

the exercise brings major differences (e.g. raising of new topic by the doc-

tor, limited conversational exchanges during the closing phase). In addition,

for the evaluation of interaction skills, simulated consultations are impacted by

three major aspects that differ in acted interactions: the specificities of the talk,

the "frame" (the way a person relates to another and "make her talk real" to

her), and the amplification of features of talk in high-stake evaluation, leading

to higher perceived clumsiness or inappropriateness. Concerning the medi-

cal consultation itself, the power is shifted away from the doctor/student to the

external assessor. The performance of the doctor intertwines with that of the

actor, leading to a potential bias to stress the use of visible (e.g. voiced) rela-

tional cues (e.g. marks of empathy and compassion) to the assessor. Finally,

Atkins et al. [2016] also notes that an incentive to "play the game of the sim-

ulation" is possible, for which the students adapt their communication to the

exercise rather than to required consultation skills.

E.5.2 Self-evaluation

Self-evaluation, in the sense of self-rating and self-audit, has been a common

continuous learning procedure for clinicians [D. A. Davis et al. 2006]. However,

self-evaluation suffers from limitations. When compared with other methods, a

review of studies associating the two found only weak association between

physicians’ self-rated evaluation and external evaluation [D. A. Davis et al.
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2006] - clinicians with low skills or high confidence having the worst accuracy

in self-evaluation (i.e. comparing physicians’ self assigned rates-with exter-

nal observations). The same effect is translated in practical situations, where

doctors have poor accuracy in estimating patients’ satisfaction, e.g. evaluating

patient satisfaction following a consultation [McKinstry, Colthart, et al. 2006],

and different evaluation methods are needed.

E.5.3 Patient’s evaluation

Patients’ evaluation is done after the interaction, usually collected by a re-

searcher or using forms. Common patient evaluation scales include the Gen-

eral Practice Assessment Questionnaire (GPAQ, and GPAQ-R taking into ac-

count periodic revalidation required by the British General Medical Council,

[Roland et al. 2013]), a questionnaire containing 46 questions about the pa-

tient’s experience with healthcare (e.g. contacts with the practice, recent con-

sultations) including eleven to assess the GP during the consultation (five as-

sessing GP medical competences, three assessing communication, three as-

sessing trust). The Patient Satisfaction Questionnaire (PSQ and especially its

short form PSQ-18, [Marshall and Hays 1994]) uses a series of questions re-

lated to the interview, divided in seven categories covering general aspects

of the consultation (general satisfaction, communication, interpersonal man-

ners, medical skills, etc.) and the interaction more generally (financial aspects,

equipment, etc.). In contrast, some questionnaires focus on communication

during the consultation. The Consultation And Relational Empathy measure

(CARE, [Mercer et al. 2005]) is dedicated to the assessment of patients’ per-
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ception of empathy during the encounter. Particular attention was set to its

validity across socio-economic status. The CARE questionnaire includes 10

items that can be summarised into a single measure which can reliably esti-

mate the perceived GP empathy (when aggregating N>50 measures). Finally,

the Patient Enablement Instrument (PEI, [Howie et al. 1998]) is a set of six

questions that measure enablement as contrasted with satisfaction, looking at

patients’ centredness, empowerment, and their ability to understand and cope

with their illness. All questionnaires (GPAQ, CARE, PSQ) use a 5-points Likert

scale for the answers, except for the PEI that uses a 3-points Likert scale.

The outcome of a patient’s evaluation is impacted by the same factors impact-

ing CPC. Based on a large cohort (<11000 patients), Campbell et al. [2001]

found that younger age, non-white ethnicity, and lower socioeconomic status

are associated with less favourable evaluation. Conversely, a perspective of

the literature suggested that women express higher satisfaction levels than

men [Elderkin-Thompson and Waitzkin 1999]. Investigating the reasons be-

hind lower satisfaction of specific groups leads to a better understanding of

goals and expectations of persons with such background, and the specifici-

ties of the interaction. As an example, reviewing the issue for patients from

lower socioeconomic status, Verlinde et al. [2012] underlined that these pa-

tients found that doctors failed to explain things in a way they could understand

and spent less time with them.
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E.5.4 External evaluation

External observations of competence - using standardised patients, evaluation

scales, methodological frameworks, e.g. conversational analysis and analyt-

ical frameworks - offer powerful methods to study or assess the interaction.

External observations can be performed on interactions with real patients or

on simulated interactions. As mentioned above, external observation of sim-

ulated interactions is often used in educational contexts, for training purposes

(see section 5.1.2) and as a standard approach in the evaluation of students

for the validation their consultation skills and abilities (structuring of the con-

sultation, communication skills, medical knowledge). One such example is the

RCGP marking scheme, in figure 2.1, used for the RCA, a replacement to the

CSA due to the COVID-19 pandemic providing guidelines for the evaluation of

video recordings of real consultations.

External observation of real interaction is a common iteration in a research

context, and most studies on CPC are based on the analysis of real interac-

tions, usually recorded. These studies cover the full scale of investigations in

the domain: patient’s speech (semantic analysis of interaction with patients

with aphasia [Horton 2007]), clinician’s speech (investigating daily nursing as-

signments [Ozaku et al. 2006]), physicians notes (comparing to the content of

consultation [Langewitz et al. 2009]), potential aspects of frameworks (relation

between speech patterns and RIAS [Roter, S. M. Larson, et al. 2008]), etc.

External observations have limitations. This method suffers from being ex-

pensive and resource intensive to implement. To assess an interaction (e.g.

performance of a student) a professional must attend the whole interaction or
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watch a full recording, this task usually taking a few days to assess a cohort.

Similarly, to study a specific aspect, recordings must be first transcribed before

being analysed, a long and costly process.

Another major imitation of external observation for the evaluation of medical

consultations is the (non-) agreement between assessors. Without a proce-

dure, assessors disagree among themselves on critical points ([Morrison and

Cameron-Jones 1972], [Wass et al. 2003]): aspects of interest of CPC, the im-

portance and relative significance of the different elements of CPC, and even

their conclusion. Evaluating oral examinations of the RCGP, [Wass et al. 2003]

used the generalisability theory5 to estimate intercase and pass ⁄ fail reliability

coefficients that are independent of the scoring scale. They attributed score

variance to: 41% candidates, 32% oral content, and 27% examiners and gen-

eral error. To mitigate this issue, the evaluation must be conducted by multiple

professionals, multiple times, or both for better results, to compute a reliable

meta-score. For instance, the examination policy of the RCGP uses 13 cases

("the minimum number felt required to make an accurate and reliable evalua-

tion to delineate passing candidates"), with "different examiners are assigned

to each consultation" [General Practitioners 2021].

5The generalisability theory is a theoretical framework that partitions scores into their un-
derlying sources of variation. In this theory, the observed universe (the studied element) can
be split into facets of the measurement, each associated with various sources of measurement
error.
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