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a b s t r a c t 

Recognising a speaker’s identity by the sound of their voice is important for successful interaction. The skill 

depends on our ability to discriminate minute variations in the acoustics of the vocal signal. Performance on 

voice identity assessments varies widely across the population. The neural underpinnings of this ability and 

its individual differences, however, remain poorly understood. Here we provide critical tests of a theoretical 

framework for the neural processing stages of voice identity and address how individual differences in identity 

discrimination mediate activation in this neural network. We scanned 40 individuals on an fMRI adaptation task 

involving voices drawn from morphed continua between two personally familiar identities. Analyses dissociated 

neuronal effects induced by repetition of acoustically similar morphs from those induced by a switch in perceived 

identity. Activation in temporal voice-sensitive areas decreased with acoustic similarity between consecutive 

stimuli. This repetition suppression effect was mediated by the performance on an independent voice assessment 

and this result highlights an important functional role of adaptive coding in voice expertise. Bilateral anterior 

insulae and medial frontal gyri responded to a switch in perceived voice identity compared to an acoustically 

equidistant switch within identity. Our results support a multistep model of voice identity perception. 
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. Introduction 

Effective communication and interaction rely on our ability to dis-

riminate small acoustic variations in the vocal signal. This skill allows

s to differentiate between subtly different speech sounds over time and

o make sense of the linguistic message. Independently of deciphering

he speech content, this ability also helps us interpret a myriad of so-

ially impactful information carried by the speaker’s voice such as the

peaker’s identity, geographical origin, and emotional state. The abil-

ty to recognise the identity of a familiar speaker is present shortly after

irth (e.g., Beauchemin et al., 2011 ) and has a long evolutionary history

 Belin, 2006 ). The fact that many species have developed the ability to

ecognise an individual’s identity purely based on the sound of a con-

pecific’s voice, underlines the biological importance of this skill. De-

pite its importance, the ability of identifying a person from their voice

s characterised by large individual variability (e.g., Mühl et al., 2018 ;

avan et al., 2019 ). The neural underpinnings of this behaviour and its

ariability between individuals are thus far poorly understood and are

he aims of the current study. 

Much of what we know about the neural correlates of person identi-

cation is based on the systematic investigations of the ability to recog-

ise faces and when this ability goes wrong. A face recognition im-

airment, called prosopagnosia, is predominantly due to right hemi-
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phere damage (e.g., Bodamer, 1947 ; Hecaen et al., 1952 ; De Renzi and

pinnler, 1966 ; Warrington and James, 1967 ; Yin, 1970 ; Benton and

an Allen, 1972 ; De Renzi et al., 1994 ). While voice recognition is much

ess well explored, some advances regarding the neural underpinnings

ave been made in understanding voice recognition. The first studies

o describe a selective voice recognition impairment, coined phonag-

osia, showed that just as with face recognition disorders, phonag-

osia is more common after damage to the right hemisphere ( Assal and

ubert, 1979 ; Van Lancker and Canter, 1982 ). This observation has

een confirmed subsequently and is independent of a face recognition

mpairment ( Van Lancker and Kreiman, 1987 ; Neuner and Schwein-

erger, 2000 ). Phonagnosia has been observed despite intact musical

nd language skills ( Luzzi et al., 2018 ) adding further support to the

otion that voice identity recognition is subserved by a dedicated neu-

al network. Roswandowitz et al. (2018) conclude that the most likely

rea to mediate voice identity recognition, based on the overlap of le-

ions in most patients with acquired phonagnosia, is the right inferior

arietal lobule. 

In contrast to these clinical reports, neuroimaging research suggests

hat the temporal voice areas (TVAs), located bilaterally along the up-

er banks of the superior temporal gyri and sulci, are crucial for voice

rocessing ( Belin et al., 2000 ; Kriegstein and Giraud, 2004 ; Lewis et al.,

009 ; Bestelmeyer et al., 2011 ; Pernet et al., 2015 ; Agus et al., 2017 ).
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he TVAs consist of an interconnected bilateral system of “voice

atches ”, which reliably emerge when contrasting vocal with non-vocal

ounds ( Pernet et al., 2015 ). Bestelmeyer et al. (2011) demonstrated be-

avioural importance of the right TVA in voice/non-voice discrimina-

ion using repetitive TMS. The precise role of the temporal voice patches,

pecifically for voice identity perception and recognition is still unclear.

In one of the first fMRI studies on speaker identity, von Kriegstein

t al. (2003) measured brain responses during two identification tasks

hat directed attention either towards determining the speaker or the

erbal content of the sentences. The right anterior STS (a part of the

VA) and part of the right precuneus showed increased activations

uring the speaker identification task compared to the linguistic task,

hereas the left middle STS was more active in the reverse contrast (see

lso Imaizumi et al. (1997) and Belin and Zatorre (2003) for conver-

ent findings). In later studies that manipulate the acoustic content of

oices, the TVAs have been shown to code their acoustic representations

e.g., Andics et al., 2010 ; Latinus et al., 2011 ; Bestelmeyer et al., 2012 ;

atinus et al., 2013 ; Bestelmeyer et al., 2014 ). Aglieri et al. (2018) then

stablished that the degree of functional connectivity between the TVAs

nd voice-sensitive regions in prefrontal cortex covaries with voice

emory performance. However, voice-induced BOLD activation in the

VAs did not predict voice memory abilities directly ( Watson et al.,

012 ). A missing link in the current literature is a clear connection

etween the magnitude of the neural activation in the TVAs and be-

avioural performance on an unrelated identity assessment (i.e., unre-

ated to the task in the scanner). Such a link might allow us to paint a

learer picture regarding the function of these voice patches. 

Theoretically, the processing of the acoustic properties of a voice

nd the processing of the identity representation of that voice are

wo distinct stages of identity perception ( Belin et al., 2004 ). Us-

ng adaptation paradigms and voice morphs of learned identities,

ndics et al. (2010) and Latinus et al. (2011) attempted to neurally

issociate these two processing stages. Andics et al. (2011) showed that

ncreasing acoustic similarity to the preceding voice led to an adaptation

ffect, i.e., a reduction in signal, in bilateral middle and posterior STS

nd in right ventrolateral prefrontal regions. Voice identity processing

n the other hand, involved bilateral STS, anterior temporal pole and

eft amygdala. Thus, bilateral STS, as part of the core voice perception

etwork, showed sensitivity to both acoustic and identity processing.

owever, as Latinus et al. (2011) point out, the morphs included in the

dentity contrast also differed acoustically in Andics et al.’s experiment.

n contrast, a voice learning study by Latinus et al. (2011) demonstrated

hat the right middle and superior STS responded to acoustic change,

ut only right posterior inferior frontal gyrus/precentral gyrus and left

ingulate gyrus were sensitive to changes in perceived identity. Latinus

t al.’s finding suggests that the TVAs are not involved in the higher

rder perception of voice identity when acoustic distance is controlled.

ore recent neuroimaging studies have highlighted the importance of

xtratemporal regions, in addition to the core network, in the recogni-

ion of speaker identity, particularly, inferior frontal areas and anterior

nsula (e.g., Aglieri et al., 2021 ; McGettigan et al., 2013 ; Zäske et al.,

017 ). 

Adaptation paradigms are a powerful tool to explore the perceptual

epresentation of certain stimulus attributes and probe how these may

e coded in the brain. Behaviourally, adaptation refers to a process dur-

ng which continued stimulation results in biased perception toward op-

osite features of the adaptor ( Grill-Spector et al., 1999 ). Adaptation

an reveal neural populations tuned to respond to specific stimulus at-

ributes by isolating and subsequently distorting the perception of these

ttributes ( Grill-Spector et al., 1999 ; Winston et al., 2004 ). These at-

ributes can range from simple features such as pitch to higher-level,

bstract features such as the identity of a speaker. In the latter case,

orphing techniques are often employed to demonstrate these afteref-

ects (e.g., Zäske et al., 2010 ; Latinus and Belin, 2011 ; Bestelmeyer and

ühl, 2021 ). Neurally, fMRI adaptation to a specific stimulus feature is

ypically accompanied by a decrease in the hemodynamic response (also
2 
eferred to as repetition suppression). Again, fMRI adaptation paradigms

re often used to probe the sensitivity of neural populations to a specific

timulus dimension (i.e., to reveal functional specificity of neural pop-

lations). 

While adaptation is ubiquitous in perception and has been used ex-

erimentally for many decades, its functional role is still debated. A

ange of explanations have been offered, most of which involve coding

fficiency ( Wainwright, 1999 ; Clifford et al., 2007 ; Wark et al., 2007 ;

ebster, 2011 ). For example, adaptation may continuously recalibrate

erceptual norms to maintain a match between coding and environment

 Webster, 2011 ). It may also enhance coding by reducing the sensi-

ivity to continued stimulation, which in turn enhances sensitivity to

hange ( Webster, 2011 ). Recently, Bestelmeyer and Mühl (2021) have

emonstrated that adaptive coding of voices contributes to our ability

o discriminate and recognise voices. In two experiments we showed

hat larger aftereffect sizes, measured at the most ambiguous morph be-

ween two familiar identities, were linked with better voice perception

bility. We also showed that this effect was specific to voices and was not

elated to general auditory abilities or how much a person may adapt

enerally to other sound categories. The data clearly support a func-

ional role of adaptive coding in voice expertise. Our results mirrored

hose from the face literature ( Dennett et al., 2012 ; Rhodes et al., 2014 ;

hodes et al., 2015 ; Engfors et al., 2016 ) in which face identity after-

ffects positively correlated with face memory tests but not non-face,

bject memory tests. While there are some reports on the relationship

etween BOLD signal and the behavioural performance on a given voice

ask in the scanner (e.g., Andics et al., 2010 ; Aglieri et al., 2021 ), the

elationship of the performance on an independent voice assessment with

OLD signal changes to voice identity have not been systematically in-

estigated. Previous results in the face literature have suggested that

easuring sensitivity with repetition suppression might be more suit-

ble to uncover the relationship between face perception and its neural

ases (e.g., Goh et al., 2010 ; Jiang et al., 2013 ; Hermann et al., 2017 ). 

The aims of this study were twofold. First, we critically examined

 theoretical framework which proposes the functional distinction be-

ween core and extratemporal regions for voice processing ( Belin et al.,

004 ). To this end, we created continua consisting of seven morphs with

qual physical (i.e., acoustic) distances between utterances of two famil-

ar speakers. We embedded these short, morphed nonsense syllables in

n unbroken, balanced sequence to study the adaptation effects due to

coustic similarity between morphs. We predicted a decrease in fMRI

ignal, or repetition suppression, with acoustically more similar morphs

n bilateral TVAs. The design of the stimulus sequence also allowed us to

xplore activation patterns in response to equidistant changes in acous-

ics. These changes could result in a switch in perceived identity or could

e within a perceived identity. In other words, we compared identical

hifts in acoustics within and across the category boundary of the two

dentities. When comparing pairs of 30% physical change within and

cross the category boundary we predicted that pairs which crossed the

ategory boundary will activate areas of the extended voice perception

etwork, such as bilateral insulae and inferior frontal gyri, compared

o pairs that consisted of an equal physical shift but stayed within the

ame identity (see Rotshtein et al. (2005) for an equivalent methodolog-

cal approach in the face literature). 

Second, we were interested in the relationship between individ-

al differences in voice perception ability and repetition effects as re-

orted in our recent behavioural study ( Bestelmeyer and Mühl, 2021 ).

e therefore administered the Bangor voice matching test (BVMT;

ühl et al., 2018 ) to our participants and used the scores as a covari-

te in our analysis of the repetition suppression effect. We predicted

hat individuals with better performance on the voice matching test will

e more sensitive to subtle changes in the acoustics of the voice and

ill therefore show less repetition suppression with the repetition of in-

reasingly similar voices compared to individuals at the lower end of

he performance spectrum. Previous literature has found evidence that

he TVAs might be involved in early identity-specific processes (e.g.,
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chall et al., 2015 ). In contrast, patient work and some neuroimaging

esearch has shown that the TVAs are not involved in coding the repre-

entation of identity. This latter research reports areas belonging to the

xtended voice perception network. Patient work highlights the right

nferior parietal lobule and neuroimaging research suggests the involve-

ent of inferior frontal regions (including insulae) for processing of

peaker identity. We therefore predicted that the repetition suppression

ffect mediated by the voice test performance could involve the voice

atches or the extended voice network. We also tested whether this rep-

tition suppression effect to identity is specifically mediated by voice

iscrimination ability or whether it could relate to individuals’ general

uditory discrimination skills (PROMS; Law and Zentner, 2012 ). To this

nd we administered a control assessment on general auditory abilities

uch as pitch and rhythm matching (PROMS; Law and Zentner, 2012 ).

e did not expect the repetition suppression effect to voice identity to

ovary with the scores of this general auditory abilities test. 

. Methods 

.1. Participants 

The experiment consisted of two sessions. In a first session, we

creened 135 volunteers (93 females; mean age = 21.36; S.D. = 3.19)

rom our student cohort for their suitability to take part in the MRI

xperiment. Of these participants, based on MRI safety and task per-

ormance, 43 individuals met all criteria and responded to our invita-

ion to be scanned (session 2). Three of these participants had to be ex-

luded due to excessive movement or poor task performance in the scan-

er. The reported analyses are based on 40 participants (27 females; 4

eft-handed; 1 ambidextrous; mean age = 20.98; S.D. = 2.40) with self-

eported normal hearing, without history of neurological problems or

egular intake of medication. All five adextral volunteers had previously

articipated in an unrelated MRI study on verbal fluency and were con-

rmed to be left-brain dominant for language ( Johnstone, Karlsson and

arey, 2020 ). All participants were reimbursed with course credit for

heir time. Informed consent was obtained from all individuals and the

tudy protocol was approved by the ethics committee at Bangor Univer-

ity. 

.2. Materials and procedure (session 1) 

We first invited participants from specific year groups of the Psy-

hology degree to participate in a screening session. Volunteers were

RI safety screened and completed a behavioural test battery consist-

ng of a speaker familiarity task, a speaker categorisation task, the voice

est (BVMT; Mühl et al., 2018 ) and a general auditory ability test (Brief-

ROMS; Law and Zentner, 2012 ). The tasks were administered in that

ame order and the full session lasted 90 minutes (see SFig. 1 for a

chematic illustration of the four tasks). Each one of the behavioural

asks took approximately 10-15 minutes to complete and were con-

ucted with headphones (Beyerdynamic DT770 Pro (250 Ω)) in our lab.

ound levels were set to 75 dB SPL (C). 

.3. Familiarity task 

First, we created a task that assessed the familiarity of our partic-

pants with the two identities used in the scanning protocol and two

oils. We obtained recordings (16-bit, 44.1 kHz sampling rate, mono)

f four female university lecturers uttering sixteen different nonsense

yllables in a sound attenuated booth (e.g., “aba ”, “ada ”, “hod ”; see

ühl et al. (2018) for details on how stimuli were recorded and cre-

ted). We used nonsense syllables to support recognition from the sound

f the speaker’s voice alone (rather than additional paralinguistic fea-

ures such as accent or speech rate). All 64 stimuli were edited in Cool

dit Pro and normalised in energy (root mean square; RMS). These Psy-
3 
hology lecturers were of similar age and regularly taught several hours

er week across the year groups we recruited from. 

During this task participants listened to these non-sense syllables and

ere asked to press one of four keys to indicate the correct identity.

dentity labels were displayed at the top of the screen throughout the

ask. The 64 trials were presented randomly with a response window of

our seconds. The participant received auditory feedback in the form of

 bell sound for correct identification and a buzzer for incorrect iden-

ification. Once the participant had responded, the next syllable was

resented within one second. To ensure that participants recognised the

peakers, only participants with an overall success rate of above 75% on

his four-alternative forced choice task were considered for the scanning

ession. 

.4. Categorisation task 

For the categorisation task, which we administered in both ex-

erimental sessions, we morphed two female identities on the same

ve syllables ( “aba ”, “aga ”, “hid ”, “hod ”, “udu ”). Each of the five

orphed continua consisted of seven morph steps that corresponded

o 5%/95%, 20%/80%, 35%/65%, 50%/50%, 65%/35%, 80%/20%,

5%/5% of SpeakerA/SpeakerB and were created using Tandem-

TRAIGHT ( Kawahara et al., 2008 ) in MatlabR2013a (The Mathworks,

nc). The waveforms and spectra of a morphed continuum are illus-

rated in SFig. 2(A). Tandem-STRAIGHT performs an instantaneous

itch-adaptive spectral smoothing of each stimulus for separation of

ontributions to the voice signal arising from the glottal source (includ-

ng f0) versus supralaryngeal filtering (distribution of spectral peaks, in-

luding the first formant frequency, F1). Voice stimuli were decomposed

y Tandem-STRAIGHT into five parameters: fundamental frequency (f0;

he perceived pitch of the voice), frequency, duration, spectrotemporal

ensity and aperiodicity. Each parameter can be manipulated indepen-

ently. For each recording of a specific syllable, we manually identified

ne time landmark with three frequency landmarks (corresponding to

he first three formants) at the onset of phonation and the same num-

er of landmarks at the offset of phonation. Morphed stimuli were then

enerated by re-synthesis based on the interpolation (linear for time;

ogarithmic for F0, frequency, and amplitude) of these time-frequency

andmark templates (see also Schweinberger et al. (2014) for a discus-

ion of the voice morphing technique). All stimuli were RMS normalised

efore and after morphing. 

Participants were asked to perform a two-alternative forced choice

ask by labelling each morph as belonging to Speaker A or B by pressing

ne of two corresponding buttons. The task consisted of five repetitions

f each of the five morphed continua. The seven morph steps within

ach continuum were randomised. Each trial consisted of a response

indow of three seconds followed by a fixation cross for two seconds.

he categorisation task in session 1 consisted of 175 trials. 

.5. Bangor voice matching test (BVMT) 

The BVMT presents two different nonsense syllables per trial

 Mühl et al., 2018 ). The two syllables can either be spoken by the same

50% of trials) or by two different speakers. The test consists of 40 trials

or each speaker sex. During each trial participants make same/different

peaker decisions. 

.6. Brief-PROMS 

This sound perception test consists of four subtests that tap into

eneral auditory skills such as rhythm perception ( Law and Zent-

er, 2012 ). Each trial follows the same structure: participants listen to

wo identical melodies, followed by a third that can be the same or

iffer slightly in melody, tempo, rhythm, or tuning (depending on the

ubtest). Participants then make a same/different decision, including

evels of confidence involving, “definitely same ”, “probably same ”,
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probably different ”, “definitely different ” and “don’t know ”. While

ata were collected in the lab, this test was delivered via an online plat-

orm. The test can be accessed via this link ( https://www.uibk.ac.at/

sychologie/fachbereiche/pdd/personality_assessment/proms/take- 

he-test/brief-proms/ ) and takes 30 minutes to complete. 

.7. Image acquisition and fMRI paradigm (session 2) 

All scans were acquired with a Philips 3 Tesla Achieva MR scanner

sing a 32-channel SENSE head coil. The scanning session consisted of

hree experimental runs, a voice localiser, and an anatomical scan. For

he experimental runs, we used T2 ∗ -weighted functional scans (TR = 2s,

E = 30ms), with interleaved ascending sequence of 35 slices, no slice

ap. FOV was 240 × 240 × 105mm, with a voxel size of 3 mm 

3 , an

cquisition matrix of 80 × 78, a flip angle of 77°, and 370 volumes per

un. We acquired three of these functional runs, with each one lasting

2:34 minutes. 

We employed a continuous carry-over design (CCO; Aguirre, 2007 )

o measure the effects of one stimulus upon the next using a first-

rder serially balanced sequence of stimuli known as type-1-index-1

 Nonyane and Theobald, 2007 ). In this sequence each stimulus is pre-

eded and followed by itself and every other stimulus an equal number

f times and was defined by eight stimulus types (seven morph steps plus

ne null event [silence]) totalling 65 stimuli. A sample CCO sequence

an be seen in SFig. 2(B). We presented a CCO sequence of 65 stim-

li five times per run (one CCO sequence per syllable). With every new

resentation of a full CCO sequence, we randomised the assignment of

timulus type to the numbers 1 to 8 in the CCO sequence (i.e., the silent

vent was stimulus 8 during the first full sequence but then was assigned

o stimulus 6 during the second presentation of the full sequence and so

n). Each trial lasted one TR (2s) and each full CCO sequence of stim-

li was divided by nine TRs of silences (18s). Participants were asked

o perform a two-alternative forced choice task in which each morph

ad to be categorised as either Speaker A or B using an MRI compati-

le response box (fORP; Current Designs, Inc.). We asked participants to

espond as quickly as possible (see SFig. 2(C) for illustration of the cat-

gorisation task in the scanner). This categorisation task was the same

s in session 1 except for differences in total trial numbers and a shorter

esponse interval (response within TR of 2 seconds). 

Following the experimental runs, participants completed a “voice

ocaliser ” scan ( Belin et al., 2000 ; Pernet et al . , 2015 ). Imaging param-

ters were the same as for the experimental scans, with the exception

hat we acquired 310 volumes for the localiser (10:34 minutes). Dur-

ng this block design, participants passively listened to various sounds.

timuli were presented in 60 blocks (each lasting 5 TRs), consisting of

0 vocal sound blocks (e.g., words, vocal expressions, humming), 20

nvironmental sound blocks (e.g., objects, instruments, animal sounds)

nd 20 silent blocks. This localiser allows identification of the temporal

oice areas (TVAs) using the vocal versus non-vocal contrast. All stim-

li were presented binaurally using the electrostatic NNL headphone

ystem with passive noise attenuation of 30dB at 1kHz and enhanced

earing protection (NordicNeuroLab, Inc.). Sounds were presented at an

ntensity of 80dB SPL(C) while EPIs were acquired (see SFig. 2(C)). We

sked participants to keep their eyes closed during all functional runs.

ll tasks, except the brief PROMS, were implemented in Psychtoolbox-3

 Brainard, 1997 ; Kleiner, Brainard, & Pelli, 2007 ) for Matlab. 

We also acquired a whole brain anatomical scan. This T1-weighted

can had the following parameters: field of view (FOV): 240 × 240 × 175,

oxel size: 1 mm 

3 ; 175 slices, with an acquisition matrix of 240 × 224,

R = 12 s, TE = 3.5 ms and a scan duration of 5:38 minutes. 

.8. Image analysis 

Analysis of all MRI data was conducted using SPM12 (The Wellcome

rust Centre for Human Neuroimaging, University College London;

vailable at https://www.fil.ion.ucl.ac.uk/spm/software/spm12/ ) with
4 
atlab 2020b. Pre-processing of the data consisted of AC-PC alignment

f the anatomical images (and application of the orientation change to

ll functional images acquired in the same session). Functional scans

ere corrected for head motion (trilinear interpolation) by aligning all

cans to the first scan of the last run and a mean image was created.

he anatomical scan was co-registered to the mean image. Functional

nd anatomical data were transformed to Montreal Neurological Insti-

ute (MNI) space after segmentation of the anatomical scan. Normalised

ata were spatially smoothed by applying a Gaussian kernel of 8mm full

idth at half maximum (FWHM). 

The analysis of the carry-over, or repetition suppression, effect fol-

owed Aguirre (2007) and employed a parametric modulation analysis

 Büchel et al., 1998 ) at the first level. For each morph we calculated

he physical difference between that stimulus n and the one immedi-

tely following it (n + 1). The physical difference was calculated as the

bsolute difference in morph step between n and n + 1, e.g., if the 65%

peaker B morph step was followed by a 20% Speaker B morph step,

he absolute physical difference between both was 45% (see Fig. 1 A).

he design matrix of this first-level analysis contained the voice onset

vents of all n + 1 trials as the first regressor which was followed by the

hysical differences as parametric regressor. We also included the onsets

f all first sounds of each CCO sequence, the silent null events within

locks (which were skipped in the calculation of the physical differ-

nce) and the six movement parameters in our model. Onsets of first

ounds in each sequence were modelled as a separate regressor because

o sound preceded it and therefore no carry-over effect could be com-

uted. Second-level analysis of the physical difference regressor con-

isted of a one-sample t-test allowing for the evaluation of positive and

egative correlations. We used a family-wise error (FWE) corrected vox-

lwise threshold of p < .05 for this whole brain analysis (height thresh-

ld of T = 5.17, extent threshold k = 20 voxels). 

In an additional second level analysis of the carry-over effect, we

ntered the voice test score (BVMT % correct) for each participant

s a covariate. We performed a region of interest analysis to inves-

igate the effects of voice perception skill on the size of the carry-

ver effect. The regions of interest (ROI) were defined a priori and

re based on previous literature as reviewed in our introduction (and

chematically illustrated in SFig. 3). We have one functionally and two

tructurally defined ROIs. The first ROI involved bilateral TVAs based

n our voice localiser obtained from our sample of participants. We

sed an FWE-corrected voxel-wise threshold of p < .05 for this whole

rain analysis to generate the ROI (height threshold of T = 5.59, ex-

ent threshold k = 20 voxels; left TVA: -60 –22 –1; t(38) = 13.40,

 = 397; right TVA: 60 -16 –1; t(38) = 14.10, k = 677). This thresh-

lded contrast was saved as a binary image. The additional two masks

ere structural masks. These masks were made using the WFU Pickat-

as ( http://fmri.wfubmc.edu/software/pickatlas ) and were based on the

europsychological literature (bilateral inferior parietal lobule, includ-

ng supramarginal and postcentral gyrus ( Roswandowitz et al., 2018 )),

nd previous neuroimaging literature (bilateral inferior frontal gyri and

nsulae ( Andics et al. 2010 ; Latinus et al. 2011 )). Statistical significance

or the ROI analyses was set at a threshold of p < .001 with FWE-

orrection of p < .05 at the cluster level. We ran the same analysis

ith the control test score of the general auditory abilities assessment

PROMS). 

To investigate the brain regions sensitive to a change in identity

ather than acoustic representation of the voice, we ran another general

inear model. This model included the onset regressors for trials in which

he second voice differed 30% in acoustics from the first voice. This

coustic change was either within the same identity or meant a change

n perceived identity by crossing the category boundary (see Fig. 1 B for

llustration of within and across identity trials). Trials included in this

odel were the 5% and 35% (%Speaker B) morphs ( “within identity ”

rials) and the 35% and 65% (%Speaker B) morphs ( “across identity ” tri-

ls). We only included one speaker in the “within trials ”. This is because

he carry-over sequence meant that there were fewer “across identity ”

https://www.uibk.ac.at/psychologie/fachbereiche/pdd/personality_assessment/proms/take-the-test/brief-proms/
https://www.fil.ion.ucl.ac.uk/spm/software/spm12/
http://fmri.wfubmc.edu/software/pickatlas
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Fig. 1. Paradigm and behavioural data. (A) Illustration of the calculation of the “physical ” difference regressor (or carry-over effect). The physical difference regressor 

is calculated based on the absolute difference in morph step between two consecutively presented stimuli. To investigate the effect of identity change we analysed 

“within identity ” trials and “across identity ” trials (both with identical acoustic shift of 30%). (B) Behavioural results of the identity categorisation task within the 

scanner with clear category boundary between two voice identities. Error bars represent standard error of the mean (SEM); see also SFig 4 for direct comparison 

of performance on the categorisation task in sessions 1 and 2. (C) Histogram illustrating the wide distribution of scores on the Bangor voice matching test in the 

scanned sample of participants. (D) Histogram illustrating the distribution of scores on the general auditory perception test in the scanned sample of participants. 
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rials than “within identity ” trials. The design matrix included within

nd across identity trials as the first two onset regressors. We also in-

luded an additional 8 regressors in the model: the remaining sound

nsets, the within-block silent events, and all movement regressors. At

he second level we performed a one-sample t-test over the across >

ithin identity contrast from the first level analyses to isolate the ar-

as that responded to a switch in identity. Statistical significance for

his whole brain analysis was set at a threshold of p < .001 with FWE-

orrection of p < .05 at the cluster level. Note that a separate analy-

is in which “same identity ” trials of both speakers were used, and trial

umbers down-sampled to match the number of “within identity ” trials,

esulted in very similar activations. 

Lateralization indices (LI) were computed with the LI-Toolbox plu-

in for SPM12 ( Wilke and Schmithorst, 2006 ) to quantify the asymme-

ry of functional activation. This toolbox implements a bootstrapping

lgorithm to avoid commonly cited issues with computing LIs ( Wilke &

idzba, 2007 ). It relies on the basic computation LI = (Left – Right) /

Left + Right) with Right and Left representing the effect sizes of the

ight and left clusters peak voxel. Six bilateral ROIs were created in

FU pickatlas with a dilation factor of 3 (bilateral superior temporal

nd supramarginal gyri, superior and middle orbitofrontal gyri, supple-
 a

5 
entary motor areas, putamen, precuneus, IFGs/insulae). A negative

I-value indicates right hemispheric dominance, and a positive value

ndicates left hemispheric dominance. 

. Results 

.1. Behavioural results 

Results of the behavioural data acquired in the scanner is summa-

ized in Fig. 1 B and illustrated in comparison to the data acquired in

he categorisation task in session 1 in SFig 4. Performance across the

wo sessions is identical despite the addition of scanner noise in ses-

ion 2. In each session, the response data were averaged as a function of

he seven morph steps, and a psychophysical curve (based on the hyper-

olic tangent function) was fitted to the mean data (see Bestelmeyer and

ühl (2021) for similar behavioural results). Participants more fre-

uently categorized the first three morph steps as belonging to Speaker

 and the last three morph steps as belonging to Speaker B, while the

0% morph was perceived as the most ambiguous. Despite an equal

coustic change of 30%, behavioural responses are maximally different

cross the category boundary of the two identities. 
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Table 1 

Significant clusters for the analyses illustrated in Fig. 2 . 

Peak voxel Cluster 

Analysis Anatomical definition coordinates T-value size 

x y z 

(A) Physical Difference 

(carry-over effect) Left middle temporal gyrus -63 -40 5 10.31 875 

Left superior temporal gyrus -51 -16 2 10.06 

Left middle temporal gyrus -57 -13 -4 9.99 

Right middle temporal gyrus 60 -4 -13 9.66 805 

Right superior temporal gyrus 63 -19 -1 8.62 

Right middle temporal gyrus 66 -25 -7 8.27 

Left putamen -21 8 2 9.59 279 

Left posterior orbitofrontal cortex -15 8 -19 5.74 

Left supplementary motor area -3 -7 53 7.44 166 

Right supplementary motor area 9 -7 56 6.79 

Left postcentral gyrus -39 -40 53 7.27 301 

Left postcentral gyrus -30 -34 41 6.95 

Left inferior parietal lobule -51 -28 35 6.21 

Left superior frontal cortex -24 -10 50 6.94 146 

Left precentral cortex -36 -10 50 6.30 

Left precentral cortex -36 -16 56 6.28 

Right precuneus 12 -52 38 6.91 235 

Left precuneus -6 -55 44 6.60 

Left precuneus -12 -58 56 6.47 

Right putamen 24 5 2 6.83 119 

Right hippocampus 33 -10 -16 6.76 

Right medial orbitofrontal gyrus 6 44 -10 6.15 46 

Left medial orbitofrontal gyrus -6 38 -10 5.37 

(B) Voice Test 

(covariate effect) Left inferior frontal gyrus -51 2 20 4.10 49 

(within bilateral ROI) 

Right supramarginal gyrus 66 -22 23 5.77 62 

(within bilateral ROI) 

(C) Identity representation 

Across ID > Within ID Medial superior frontal 9 17 47 5.26 222 

Right insula 33 26 -1 4.87 125 
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The distribution of the scanned participant’s test scores on the voice

atching test (BVMT) and the general auditory ability test (PROMS) is

llustrated in Fig. 1 C and D, respectively. Test scores did not significantly

orrelate (Pearson’s r = -.099; p = .54) and the distributions of scores

id not differ significantly from a normal distribution (Kolmogorov-

mirnov: both statistic < .14). The absence of a correlation between

he two test scores suggests that each test taps into a distinct auditory

bility. 

.2. fMRI results 

Significant clusters for all analyses are illustrated in Fig. 2 A-C and

re summarised in Table 1 . 

(A) Repetition suppression effect of the physical difference between

onsecutive morphs 

The repetition suppression, or carry-over effect, of the physical dif-

erence between morphs is illustrated in Fig. 2 A. Parametric modulation

nalysis of the carry-over regressor showed significant positive corre-

ations between physical difference and BOLD signal in bilateral mid-

le temporal gyri (left: t(39) = 10.31, k = 875; right: t(39) = 9.66,

 = 805; lateralization index (LI) = -.01), bilateral supplementary mo-

or area (with peak maximum in the left: t(39) = 7.44, k = 166;

I = –.06), bilateral precuneus (with peak maximum in the right:

(39) = 6.91, k = 235; LI = .01), bilateral medial orbitofrontal gyrus

with peak maximum in the right: t(39) = 6.15, k = 46; LI = -.18), left

ostcentral gyrus (t(39) = 7.27, k = 301) and left superior frontal gyrus

t(39) = 6.94, k = 146). Subcortical clusters of activation in bilateral

utamen (not illustrated; left: t(39) = 9.59, k = 279; right: t(39) = 6.83,

 = 119; LI = .04) covers parts of amygdalae and hippocampi. 

(B) Effect of individual differences on the magnitude of the repetition

uppression effect 
6 
The results of the covariate analysis (ANCOVA) involving three

egions of interest ((1) bilateral TVAs, (2) bilateral inferior frontal

yri/insulae and (3) bilateral inferior parietal lobule) are illustrated in

ig. 2 B. We found negative correlations, as illustrated by the scatterplots

blue), between the amount of repetition suppression and the voice test

core (BVMT) in the left inferior frontal gyrus (t(38) = 7.20, k = 297;

orrelation within 6mm sphere around peak cluster: r = -0.52; p < .001)

nd right supramarginal gyrus (t(38) = 5.77, k = 62; correlation within

mm sphere around peak cluster: r = -0.65; p < .0001). In other words,

articipants with lower scores on the BVMT showed more repetition

uppression in these areas. No significant activations were observed in

ilateral TVAs. 

An identical ANCOVA with the general auditory ability test (PROMS)

s covariate showed no significant clusters in any of the regions of in-

erest (scatterplots in purple of Fig. 2 B are illustrated for the same co-

rdinates as the voice test). 

(C) Regions showing sensitivity to a change in perceived identity 

Results of this analysis are illustrated in Fig. 2 C. Here we contrasted

airs of stimuli with a 30% change in the acoustic signal that meant a

hange in the identity of the speaker (i.e., across identity trials) against

airs with a 30% change in acoustics that were perceived as the same

dentity (i.e., within identity trials). This contrast revealed regions that

re sensitive to identity change while keeping acoustic change constant.

ignificant activation was found in medial frontal gyrus (t(39) = 5.26,

 = 222) and a cluster covering right insula (t(39) = 4.87, k = 125) and

FG. Activation in the left insula/IFG was marginally significant (-30 23

; t(39) = 5.65, k = 80; p = .065). LI for bilateral insulae/IFGs was -.02.

. Discussion 

Our aim was to disentangle regions of the voice identity network

hat process acoustic change from regions that deal with changes in the
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Fig. 2. Evidence for regional dissocia- 

tion of responses to physical changes and 

changes in the representation of identity. 

(A) Results of a whole brain analysis show- 

ing activation maps of significant correla- 

tions between the physical difference be- 

tween consecutive stimuli and BOLD sig- 

nal illustrated on an inflated cortical sur- 

face. Positive correlations (i.e., increased 

repetition suppression for more similar 

consecutive stimuli) are evident in areas 

that overlap with bilateral voice-sensitive 

areas (shown with black outline along the 

bilateral upper banks of the superior tem- 

poral gyri). Plots of parameter estimates 

(arbitrary units) are illustrated and ex- 

tracted from a 6mm sphere around each 

of four peak clusters in the bilateral tem- 

poral voice areas, precuneus and right or- 

bitofrontal cortex. (B) Illustration of ar- 

eas in the extended voice perception net- 

work where amount of repetition suppres- 

sion based on physical difference between 

morphs covaries with test scores on an in- 

dependent and standardised voice assess- 

ment (ANCOVA; region of interest analy- 

sis). Scatterplots and regression lines be- 

tween estimates of BOLD signal and the 

voice test scores are shown in turquoise. 

Separate ANCOVA with general auditory 

ability score (PROMS) did not reveal any 

significant clusters in the regions of inter- 

est (scatterplots in purple). Shaded area 

represents 95% confidence intervals. (C) 

Results of a separate whole brain analy- 

sis showing regions that are sensitive to 

a change in identity (across ID > within 

ID trials; green). Parameter estimates for 

“Across ID ” and “Within ID ” trials are il- 

lustrated for significant clusters. Results 

are overlaid on a T1 averaged template for 

Fig. 2 B and 2 C. Error bars in Fig. 2 A and 

2 C represent SEM. 
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ognitive representation of voice identity. To this end, we created con-

inua consisting of seven morph steps with equal physical distances be-

ween utterances of two familiar speakers. We examined correlations be-

ween MRI signal and physical distance between morph steps and found

hat MRI signal linearly decreased with linearly increasing physical sim-
7 
larity between two consecutive stimuli. This repetition suppression ef-

ect was particularly strong in bilateral temporal voice-sensitive areas

TVAs), precuneus and putamen. This effect was mediated by an individ-

al’s voice perception performance on an independent voice assessment

erformed outside the scanner. Individuals with better voice matching
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kills showed less repetition suppression than individuals with lower

cores. In other words, individuals with greater sensitivity to physical

ifferences between voices showed less repetition suppression. This co-

ariation was specific to individual differences in voice identity discrim-

nation as measured by the voice matching test, rather than differences

n our participants’ general auditory skills (as measured with a control

ssessment). This result highlights the important functional role of rep-

tition suppression in voice expertise and further suggests that human

oice perception is a highly specialised auditory ability. Our balanced

timulus sequence also allowed us to explore the activation patterns in

esponse to changes in perceived identity while controlling for acoustic

istance. Here we contrasted pairs of stimuli that differed physically by

0%. This 30% in physical difference could either reach across the cat-

gory boundary and result in a change in perceived identity or it could

emain within the category boundary and be perceived as the same iden-

ity. In response to a change in perceived speaker identity, while the

coustic change was controlled, we found effects in bilateral insulae and

edial frontal gyrus. Taken together, our findings support a multi-step

rocess of speaker identification, whereby the bilateral TVAs may deal

ith “structural ” encoding of the voice and bilateral insulae and medial

rontal gyrus process the higher-level representation of identity. 

Using a carry-over design, we have shown that voice identity per-

eption of familiar voices involves separable stages that do not engage

natomically overlapping regions. One stage involves general acous-

ic processing, and another stage deals with the high-level, cognitive

epresentation of voice identity. This finding is line with neuroscien-

ific and cognitive models of voice perception that predict low-level

coustic features to be handled by belt and parabelt of auditory cor-

ex while higher-level representations of identity are dealt with sep-

rately ( Belin et al. (2004) ; see also Schirmer and Kotz (2006) for a

odel on speech prosody). Schirmer and Kotz (2006) propose a multi-

tep model of speech prosody, another prominent paralinguistic aspect

f the voice. In this case, higher-level representations of vocal emotion

re processed by right inferior frontal regions. Our findings support and

xtend this model by reporting that additional regions are involved in

he processing of acoustic information including a large cluster along

he superior temporal gyri ranging towards the temporal pole and in-

olving subcortical structures (e.g., cluster covering putamen and hip-

ocampus/amygdala). 

However, other neuroimaging studies on voice identity have not

hown as clear a separation between processing stages as our study.

oth Andics et al. (2010) and Latinus et al. (2011) report at least some

verlap in regions dealing with the acoustic-based and higher-level iden-

ity representation of voices. These two studies diverge on the location

f the overlap between acoustic and identity-based representations. In

ndics et al. (2010) , bilateral STS showed sensitivity to both acoustic

nd identity processing while Latinus et al. (2011) showed minor over-

ap between both stages in the right posterior inferior frontal cortex.

ll studies differ in how participants learned the voices (e.g., bimodally

r just the voice). Our study is the only one with personally familiar

peakers and therefore reports areas based on naturally acquired iden-

ity representations. While both familiar and unfamiliar voice recog-

ition relies on the extraction of identity-specific features, the under-

ying mechanisms for unfamiliar and familiar speaker recognition are

hought to diverge (e.g., Van Lancker and Kreiman (1987) ; Kreiman and

idtis (2013) ; Maguinness, Roswandowitz, von Kriegstein (2018) ). Our

se of familiar speakers was also accompanied by better speaker recog-

ition scores. Taken together, these differences may have contributed

o us observing a clear separation of these processing stages. 

Our finding is in line with previous research on voice emotion

 Bestelmeyer et al., 2014 ) and gender ( Charest et al., 2013 ) percep-

ion whereby the higher-level representation of emotion or gender in-

olves very similar regions as reported in the current study. This in-

olvement of the insulae and inferior frontal gyri in higher-level rep-

esentations of identity, emotion and gender is apparent despite differ-

nces in how the contrast was computed. We employed a similar ra-
8 
ionale, in terms of the morphing technology and analysis strategy, to

otshtein et al. (2005) who showed a dissociation of physical and cog-

itive representations of face identity. While the in-scanner task and

timulus presentation were different to ours, Rotshtein et al. also report

he involvement of bilateral IFGs for identity switch trials. These areas

ay be part of a supramodal, or modality independent, network for the

bstract representation of person identity. That said, detailed cytoarchi-

ectonic mapping of the human anterior insula is still missing and the

recise role of the insula in our study and the aforementioned studies

annot be ascertained. We know that the insula is an integration hub

hich receives sensory input from all modalities ( Nieuwenhuys, 2012 ).

here is also neuroimaging evidence for considerable functional hetero-

eneity of the anterior insula with functions ranging from sensory and

ffective processing to high-level cognition (e.g., Alain et al., 2018 ). This

eterogeneity includes a response to a wide range of tasks and stimu-

us types (e.g., emotional awareness, error awareness, attention to pain)

ut without consistent coactivations of other areas ( Craig, 2009 ). It is

herefore plausible that the anterior insulae along with the medial su-

erior frontal region support person identity recognition via domain-

eneral mechanisms and may respond whenever a categorical response

o a stimulus is required. In fact, some researchers propose that the an-

erior insulae are a correlate of stimulus awareness or consciousness

 Craig, 2009 ).We report strong repetition suppression effects in response

o acoustic similarities in areas that overlapped with the TVAs, but we

lso found repetition suppression effects in areas outside the core voice

erception network. These regions were right medial orbitofrontal cor-

ex, bilateral precuneus and putamen. We know that the putamen is

xtensively and reciprocally connected to the superior temporal gyrus

 Yeterian and Pandya, 1998 ; Cho et al., 2013 ) and is thought to play

 role in sequencing, not only of motor behaviour but also of temporal

hanges in sound ( Kotz et al., 2009 ; Geiser et al., 2012 ). The putamen

eems to be an important structure for the extraction of regular audi-

ory patterns ( Kotz et al., 2009 ) and has been shown to be active in

peech sound categorisation tasks (e.g., Feng et al., 2019 ). Adaptation

n subcortical areas, such as the putamen, may be due to top-down feed-

ack from higher-level areas ( Friston, 2012 ). The activation in putamen

nd precuneus, as reported here and in Bestelmeyer et al. (2014) , points

o the existence of an extended network of both cortical and subcorti-

al structures being involved in the processing of acoustic features in

oices. 

The degree of repetition suppression showed a similar pattern across

he aforementioned brain regions and depended on the degree of simi-

arity between two consecutive stimuli. Repetitions of identical stimuli

aused the largest amount of suppression with increasingly dissimilar

orphs resulting in increasing release from adaptation. This physical

ifference contrast covaried significantly with voice perception skill,

btained with an independent voice assessment, in left inferior frontal

yrus and right supramarginal gyrus. This coupling of behavioural re-

ults and functional activation patterns has not been reported before in

n individual differences approach with neurotypical participants, using

 standardised voice test ( Mühl et al., 2018 ). Here participants who were

etter at discriminating between unfamiliar voices showed less repe-

ition suppression to voice identity. In other words, participants who

ere more sensitive to subtle acoustic changes between voices showed

verall less repetition suppression. Thus, the voice sensitive neurons of

oorer voice recognisers may be less selective or tuned more broadly,

nd thereby showing increased repetition suppression to similar voices.

ur finding is in line with Goh et al. (2010) who also reported a link

etween neural selectivity as approximated by fMRI adaptation and be-

avioural face discrimination performance in the right fusiform face

rea. This link is predicted by a computational model of face process-

ng ( Jiang et al., 2006 ; see also Jiang et al., 2013 ) and underlines the

unctional importance of adaptation. 

Schirmer and Kotz’s (2006) model does not directly predict an effect

f individual differences in voice or general auditory perception ability

n prosody perception. It does however acknowledge the likely contri-
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ution of additional factors (e.g., context, individual significance) on

ll three stages of the processing hierarchy. Our study hypothesised and

upports an influence of individual differences in voice discrimination

bility at the lower end of the processing hierarchy. Whether individ-

al differences affect the model’s “cognition stage ” remains to be tested.

hile the model incorporates these, potentially complex and heteroge-

eous, contributions they have not yet been extensively studied. 

The core idea of face and voice perception models is that person iden-

ity is processed along a hierarchical pathway (e.g., Belin et al., 2004 ).

ur results are in line with this notion. We found that the physical dif-

erences of a voice are processed in separate areas from the higher-level

epresentation of voice identity in an analogous way to that reported

n the face literature (e.g., Winston et al., 2004 ; Rotshtein et al., 2005 ).

e also showed that individual differences in voice perception ability,

s measured by an independent task to that performed in the scanner,

s linked to the level of repetition suppression to physical differences

n voices. Individuals with better voice discrimination scores on an in-

ependent voice assessment showed less repetition suppression. These

esults highlight an important functional role of adaptive coding in voice

xpertise. 
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