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Abstract: Corrosion is the leading cause of failure for Offshore Wind Turbine (OWT) structures and
it is characterized by a low probability of detection. With focus on uniform corrosion, we propose
a corrosion detection and prognosis system coupled with a Decision Support Tool (DST) and a
Graphical User Interface (GUI). By considering wall thickness measurements at different critical
points along the wind turbine tower, the proposed corrosion detection and prognosis system—based
on Kalman filtering, empirical corrosion models and reliability theory—estimates the Remaining
Useful Life of the structure with regard to uniform corrosion. The DST provides a systematic approach
for evaluating the results of the prognosis module together with economical information, to assess
the different possible actions and their optimal timing. Focus is placed on the optimization of the
decommissioning time of OWTs. The case of decommissioning is relevant as corrosion—especially in
the splash zone of the tower—makes maintenance difficult and very costly, and corrosion inevitably
leads to the end of life of the OWT structure. The proposed algorithms are illustrated with examples.
The custom GUI facilitates the interpretation of results of the prognosis module and the economical
optimization, and the interaction with the user for setting the different parameters and costs involved.

Keywords: corrosion; fault detection and prognosis; offshore wind turbine

1. Introduction

Offshore wind energy is a fast-growing sector: in 2021, it enjoyed its best ever year
(despite a second year of the COVID-19 pandemic) with a 21.1 GW commissioned world-
wide, which represents three times more than the previous year. This brings the world’s
total offshore capacity to 57 GW, which represents 7% of global installations. Moreover,
the annual global offshore market is expected to grow from 21.1 GW in 2021 to 31.4 GW in
2026, which would result in more than 90 GW of offshore capacity to be added worldwide
from 2022–2026 [1].

In comparison with onshore wind, Offshore Wind Turbines (OWTs) benefit from two
main advantages for more reliable power generation: (i) higher mean wind speeds and
(ii) steadier wind supply. Moreover, technology improvements and the growing maturity
of the industry have driven down the total installed cost and Levelized Cost Of Electricity
(LCOE) for offshore wind: between 2010 and 2019, the global weighted average LCOE of
offshore wind fell 29%, from USD 0.161/kWh to USD 0.115/kWh [2].

Innovations in this industry are mostly achieved at the level of improved design and
operations, to drive the LCOE down further, both by novel floating turbine designs [3,4]
and improved offshore turbine foundations [5].

Nevertheless, Operation and Maintenance (O&M) costs for offshore wind farms are
considerably higher than those for onshore wind due to the harsher and highly corrosive
marine environment and higher costs for access to the wind site for performing maintenance
(which is heavily influenced by weather conditions and the availability of skilled personnel
and specialised vessels) [2].
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In this context, further reducing the LCOE for offshore wind and improving its re-
liability becomes essential. The highly corrosive marine environment makes corrosion
management and structural health monitoring a fundamental strategy for this purpose. In-
deed, corrosion is a main root cause for offshore structure failure [6,7], which has the lowest
probability of detection, and the biggest economical consequence in the event of failure.

Corrosion can be defined as deterioration due to electrochemical reactions between
the metal and its environment. Uniform corrosion, also known as general corrosion, is
defined as an evenly distributed loss of material (metal) thickness of a sheetlike, exposed
surface as a function of time. It is the most frequent type of corrosion at the wind turbine
base (in the splash zone), as it is augmented by the presence of both oxygen and moisture.

Although in practice some corrosion protection solutions are initially installed in
offshore structures, the highly corrosive offshore conditions can still damage these solu-
tions [8]. Hence, an improper corrosion protection follow-up and inadequate corrosion
management on offshore structures can result in structural degradation, which highly
impacts the achievable lifetime of OWTs and, consequently, the LCOE.

To support a systematic corrosion assessment and management of OWTs, an integrated
system/solution that is able to handle corrosion monitoring data and to transform and
visualize the data into actionable information is therefore required for the offshore wind
energy industry. However, to the authors’ knowledge, as discussed in previous works [8,9],
tools and solutions that can serve the aforementioned purpose are still very limited and not
mature yet.

To remedy this gap, we propose in this paper a system that integrates a corrosion
detection and prognostics system coupled with a Decision Support Tool (DST) and a
Graphical User Interface (GUI). This integrated system, developed in the framework of the
WATEREYE project [10], focuses on the atmospheric and splash zones of the wind turbine
tower. In these zones, uniform corrosion is monitored through measurements of the wall
thickness obtained by ultrasound sensors: fixed smart sensors in the splash zone, and a
mobile platform in the atmospheric zone (i.e., a drone that positions a corrosion sensor on
the internal side of the wall of the wind turbine) [11].

The proposed prognosis method (combining a corrosion degradation model with
online measurement data) is based on Bayesian Filtering, and allows for recursive updat-
ing of the degradation model parameters and uncertainty computation of the estimated
Remaining Useful Life time (RUL), in order to resolve the complexity of corrosion and,
in particular, the high uncertainty of corrosion rates.

The RUL estimation (with regard to uniform corrosion) supports the decision making
regarding the end of service life of the OWT, namely, life-time extension, re-powering or
decommissioning. In this paper, we present an approach where the uniform corrosion RUL
estimation (including its uncertainty) serves for the optimization of the decommissioning
time of OWTs, considering the various costs involved and the risk related to failure.

Notably, the case of decommissioning is relevant, as corrosion (especially in the splash
zone of the tower) makes maintenance (mainly focused on coating repair) difficult and
very costly, and corrosion inevitably leads to End Of Life (EOL) of the OWT structure.
Additionally, wind turbine decommissioning is still a largely unexplored topic mainly
due to the lack of experience [12], despite the huge impact that decommissioning has on
the LCOE.

Given the important challenges posed by the natural difficulties and constraints of
the offshore environment, the required decisions in a wind turbine EOL scenario become
more critical offshore, and the decommissioning planning should be completed years (e.g.,
a decade) in advance [13]. In this sense, the proposed method aims at providing a long-term
to mid-term (i.e., scale of years) view of the optimal decommissioning time that enables
improved preparation and planning of decommissioning. Short-term (i.e., scale of weeks)
optimization of tasks (e.g., scheduling of tasks) may be addressed based on more detailed
costs information and less uncertain weather forecast (e.g., [14]).
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1.1. Main Contributions

The scientific contributions detailed in this paper are threefold: (1) the development
and application of a methodology capable of remotely estimating the current and future
corrosion both at the component level (i.e., some important locations, the tower, splash-zone,
and tower-platform junction) and system level, (2) the improvement of two objective cost
functions based on the total cost of ownership (TCO) and the levelised cost of energy (LCOE)
taking into account the stochastic remaining useful life (RUL) estimates and risk aversion,
(3) the development of a custom graphical tool for predictive maintenance decision support,
which determines the economically best time for decommissioning wind turbine towers due
to corrosion. This decommissioning time is obtained by the optimisation of the improved
objective cost functions.

1.2. Paper Organisation

The remainder of this paper is organized as follows. The architecture overview of
the developed tool is discussed in Section 2. The methodology and developed algorithms
for corrosion detection and prognosis, and DST are presented in Section 3 and Section 4,
respectively. Section 5 presents the design and implementation details of the GUI. Finally,
the main conclusions are presented in Section 6.

2. Overview of the Developed System

The architecture of the developed system is graphically illustrated in Figure 1. This
system works as follows. First, the corrosion detection and Remaining-Useful-Life (RUL)
estimation are performed at different critical points along the tower. This estimation is
based on Kalman filtering and an empirical corrosion model and it consists of a corrosion
detection phase followed by a corrosion prognosis phase. Later, the local RUL estimates
are aggregated to obtain a system-level RUL estimate, with a definition of system failure
based on reliability theory.

Figure 1. Overview of the corrosion detection and prognostic system coupled with the decision
support tool.

Next, the system-level prognosis information is processed by the DST, which provides
a systematic approach for evaluating the results of the prognosis module together with
economical information and the long-term forecast of the produced energy to assess the
various possible actions and their optimal timing. For this purpose, we consider a risk-
based economical optimization.

Finally, the capability of the GUI that was developed previously [9] has been extended
to enable to present the results of the corrosion detection and prognosis module and the
economical optimization. This extended GUI facilitates the interpretation of results using
3D visualization of the corrosion status along the wind turbine tower, and 2D graphics
presenting the evolution in time of historical data and the prognostics results. This GUI
also facilitates the interaction with the user for setting the different parameters and costs
involved in the economical optimization.
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3. Corrosion Detection and Prognosis

In this section, we first present the proposed methodology for the corrosion detection
and prognosis on wind turbine structures. Later, the algorithms for the local corrosion
detection and prognosis, and the system-level prognosis are discussed.

3.1. Methodology

The corrosion detection and prognosis are based on wall thickness measurements,
obtained via the ultrasound technique [11], and the depletion of the Corrosion Allowance
(CA). Corrosion allowance (CA) is the additional material thickness that the manufacturer
includes that may be corroded away without causing structural issues, as even without it,
enough material thickness is available to guarantee structural stability. The initial material
thickness is the reference thickness. When the corrosion allowance is corroded away,
the critical, minimal thickness of the material remains. See, e.g., [8] for a more in-depth
explanation.

For primary steel structures (structures where failure has significant consequences,
such as tower or flanges) the CA can be calculated as:

CA = Vcorr(TD − TC) (1)

where Vcorr is the maximum expected corrosion rate, TC is the expected useful design
lifetime of the coating and TD is the design lifetime of the structure [15].

For the prognosis module, the End-Of-Life (EOL) for a given location in the tower is
defined as the date on which a wall thickness smaller than the critical wall thickness, which
is equal to the nominal wall thickness of which half of the corrosion allowance, is reached,
where the corrosion allowance (CA) is completely lost over the full-service life without
decommissioning phase (see [16]).

Indeed, this criterion is followed as the fatigue calculations for the design of wind
turbine support structures are based on this critical wall thickness. This implies that a wall
thickness smaller than the critical wall thickness can consequently lead to the appearance
of catastrophic structural failures, depending on the chosen design philosophy (i.e., on the
safety factors used for the fatigue design, see [16]). Note that this critical wall thickness
should be provided by the manufacturer of the WT tower structure, as it is a parameter
linked to the structural design of the tower to ensure mechanical stability.

Note that the corrosion prognosis of the wind turbine structure proposed in this work
follows a distributed approach [17]: the system-level prognostics problem is decomposed
into several independent local prognostics sub-problems that are solved in parallel. These
local prognostic results (corresponding to the above mentioned EOL assessment for dif-
ferent locations in the tower) are regarded as component-level prognosis, which are then
merged to obtain the system-level prognostics solution by means of reliability theory. This
distributed approach facilitates the prognosis: the algorithms are simplified, providing
scalability, efficiency, and flexibility for adding or removing measurement locations.

3.2. Local Detection and Prognosis

In this subsection, we discuss an approach for corrosion detection and corrosion
prognosis for a fixed location of the wind turbine structure. We assume here that for this
fixed location, the wall thickness is measured at least once per month using ultrasound
sensors (either with fixed ultrasound sensors or with a sensor attached to a drone), in order
to obtain sufficiently accurate estimates in the face of various noise sources (including
measurement noise).

3.2.1. Corrosion Detection

Ultrasound sensors provide a way to measure the thickness of the steel part of a WT
wall structure, but not the thickness of the coating. Since the wall thickness of the steel
remains unchanged until the coating is fully degraded (after which corrosion starts), it is
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important to detect this onset of corrosion both reliably (no false positives) and early (few
false negatives). By doing this, corrosion prognosis will be performed more accurately.

The approach we recall here (see [18]) does not assume that the initial wall thickness
at the start of the commissioning of the wind turbine is known. Indeed, due to engineering
tolerances the actual wall thickness might deviate from the design sufficiently to have
either false positives right from the start or very late corrosion onset detection. Instead, we
estimate the initial wall thickness by combing all measurements (e.g., by taking the mean)
over a relatively short period of time after the start of commissioning where we may assume
that the coating has not been fully degraded. In addition to the potential improvement in
accuracy, it avoids the need of manually providing an initial wall thickness estimate.

Based on the estimated initial wall thickness w0, we set a threshold wthreshold such that
we consider corrosion to be detected once the wall thickness estimation drops below this
threshold. More specifically, we set wthreshold := w0− dtolerance, where dtolerance is a suitably
chosen length (e.g., 1 mm), which can be tuned if either the measurement noise or historical
measurement data of the ultrasound sensor is known.

The crucial aspect of this approach is the estimation of wall thickness given wall
thickness measurements. Indeed, due to measurement noise, simply taking the last wall
thickness measurement as the estimated wall thickness is an unreliable method, since
a single measurement value might well be smaller than wthreshold without the onset of
corrosion. To obtain reliable results, one can employ a well-known paradigm called
Bayesian filtering (e.g., Kalman filtering) to obtain an estimate that also takes into account
previous measurements. Here, recent measurements have the most influence on the
estimated wall thickness to be able to adapt to changes (in this case, the onset of corrosion),
while the use of multiple measurements (in fact, all measurements) provides reliability.

3.2.2. Corrosion Prognosis

In the previous subsection, we recalled that Bayesian filtering is a means of providing
a more accurate estimation of the current wall thickness compared to simply taking the last
measurement value. In fact, Bayesian filtering allows one to not only provide an estimate
of the current state, but also an estimate of the future states. The reason for this is that
Bayesian filtering does not only keep track of the current wall thickness estimate, but it
keeps track of a representation of the state of the system within some model which can be
extrapolated into the future. More specifically, Bayesian filtering requires as input a model
of the system over time, which may have unknown empirical constants. For example,
consider the Pourbaix corrosion model [19] for bare steel:

w(t) = w0 − A · tp (2)

where w(t) is the wall thickness at time t ≥ 0, w0 is (as before) the initial wall thickness,
and A and p are empirical constants. In this case, Bayesian filtering does not directly
keep track of an estimation the current wall thickness wcurrent, but instead keeps track
of the current estimates of A, t, and p, from which w(t) can be computed (we assume
here that w0 is fixed and provided by the corrosion detection method described above).
Bayesian filtering uses its current state estimate (Acurrent, tcurrent, pcurrent) at the current
time tcurrent to compute to a preliminary (called a priori) estimate (A′next, t′next, p′next) of the
next state, where A′next := Acurrent and p′next := pcurrent since A and p are constants and
t′next := tcurrent + 1 (one unit of time later). Next, the value w′next := w0 − A′next · t′next

p′next

is combined with the next measurement at time tnext (the way to perform this computing
depends on the type of Bayesian filtering), taking into account process and measurement
noise estimates, to obtain a final (called a posteriori) estimate (Anext, tnext, pnext) for the
next state.

Various types of Bayesian filtering methods exist. For example, Kalman filtering [20] is
a fast and optimal method in case the state transition function (i.e., the function mapping
a state to the a priori estimate of the next state) is linear, the measurement function (i.e.,
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the function mapping a state to its most likely measurement value) is linear, and the
process noise and measurement noise are Gaussian. Extensions such as unscented Kalman
filtering exist for addressing the case where the state transition function and measurement
function are not necessarily linear. In [21], a performance comparison is made of corrosion
prognosis algorithms resulting from using a linear corrosion model as the underlying state
model and Kalman filtering compared to using an involved corrosion model, called the
bimodal corrosion model [22], as the underlying state model and unscented Kalman filtering.
In [18], this comparison was extended to include a corrosion prognosis algorithm using
the Pourbaix corrosion model and unscented Kalman filtering. Indeed, there is a natural
balance between model complexity and the ability to estimate the parameters of the model
accurately given the amount of measurements available. In particular, it was observed
in [18] that the prognosis algorithm that is based on the Pourbaix corrosion model (which
in terms of complexity resides in between the linear corrosion model and the bimodal
corrosion model) obtains highest accuracy, where the remaining useful life α-λ-accuracy
metric was used.

Corrosion prognosis is achieved by extrapolation, i.e., by iteratively computing a priori
estimates of next states. In the example, since A and p are constants, this amounts to using
the formula w(t) = w0 − Acurrent · tpcurrent . Moreover, Bayesian filtering keeps track of a
probability distribution describing for each possible state the likelihood that state is the
actual state of the system. In this way, we can compute, e.g., a 90% confidence interval for
the current state and future states (for the latter assuming non-dominant process noise).
The probability distributions computed at all monitored positions locally is used as input
to the system-level prognosis step described in the next section (see Section 3.3).

Figure 2 illustrates corrosion prognosis at a particular point in time. The (simulated)
wall thickness measurements (red dots) together with the Pourbaix corrosion model obtains,
using Bayesian filtering (in this case unscented Kalman filtering), an estimate of the current
state and indirectly an estimate of the current wall thickness (green line). Prognosis
(purple line) is obtained by extrapolating the current state. By extrapolating the probability
distribution of the current state, we obtain a probability distribution of the remaining useful
life (bottom plot, assuming a given EOL wall thickness threshold) and the confidence
interval in the top plot. The (simulated) ground truth is plotted for reference.

Figure 2. Output of the corrosion prognosis algorithm based on the power-law corrosion model on
(simulated) measurement data, along with the ground truth for reference.

3.3. System-Level Prognosis

The output of the Local Prognosis described in the previous subsection is a probability
distribution of the RUL for a given measurement location on the tower (i.e., local RUL).
It is assumed that the measurement locations are not close to each other, so that each
local RUL estimation represents the status of a part or component of the monitored tower.
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Note that the locations may belong to areas characterized by different corrosivity (e.g.,
the atmospheric or splash zones) and/or different critical wall thicknesses.

This subsection presents the computation of the system-level RUL, which is derived
through reliability theory. In the following, we refer to the failure probability distribution
f (t), its cumulative distribution function Q(t) called unreliability (representing the proba-
bility that the component fails at or before time t), and the complementary function of Q(t)
is called reliability R(t) (i.e., R(t) + Q(t) = 1). Note that the information provided by the
local prognosis (i.e., the probability distribution of the time of failure) corresponds to f (t),
which is called the RUL if it is referenced with respect to the present time tp or EOL if it is
referenced with respect to a fixed time (EOL = RUL + tp).

In the reliability theory, a system is modelled as the interconnection of n components.
The most common configuration of components is in series (i.e., the system is good if
all n components are good) or parallel (i.e., the system is good if at least one component
is good). However, other configurations are possible, such as k-out-of-n or weighted k-
out-of-n. For the latter, each component has its own positive integer weight, such that
the system is considered good if the total weight of good components is at least k [23].
Note that k-out-of-n is a special case of the weighted k-out-of-n (wherein the weight of
each component is 1), 1-out-of-n is equivalent to a parallel connection, and n-out-of-n
represents a series connection. The algorithm for computing the system reliability R(t) for
a weighted k-out-of-n system is described in [23]. Note that for the computation of the
system R(t), it is assumed that the components are independent.

Clearly, the structure to be chosen for the system depends on the application (preserv-
ing a close relation to a physical meaning) and the definition of system failure. The series
connection gives the most strict definition of system failure (the system fails if any compo-
nent fails), resulting in the most conservative system-level RUL estimate. From a structural
point of view, this system failure definition may be too restrictive and a more relaxed
definition may be more appropriate for some purposes and partially redundant designs.

Therefore, we propose a flexible structure for defining the system reliability, namely,
the system may consist of subsystems, which at the same time may consist of other subsys-
tems, and so on (in a nested way). The reliability of a given (sub)system is then modelled
by a weighted k-out-of-n structure. This is better expressed as a tree structure (see an il-
lustration in Figure 3), where each parent node has a k value, and child nodes have an
associated weight w. The leaves of such a tree correspond to the components, whose
un-reliabilities Q(t) are associated with the local RULs of the measurement locations. In
addition to flexibility, the proposed structure allows for a systematic and easy calculation
of the system reliability R(t) departing from the algorithms described in [23].

Figure 3. Tree structure for computing the system-level reliability.

This structure supports as many branches and depth levels as necessary. However,
a subsystem or component may only have one parent, since the principle of independence
of components (and subsystems) must be preserved. Note that the actual tuning of the
model requires a structural study of the tower. The user may define the structure of this
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tree according to a structural study of the tower, or they may choose the default option
series configuration, which leads to a strict definition of system failure.

Examples of reliability studies for structural applications may be found in references
1–12 of [24]. Here, we present a rationale to illustrate the suitability of this flexible structure
for computing the system reliability (see Figure 4). For a given measurement location,
the prognosis module estimates the local RUL due to (uniform) corrosion, which character-
izes the status of a delimited area of the tower. We may then define a section of the tower,
for which we can measure at multiple locations, and consider the tower as an arrangement
of sections with different weights or contributions to the system reliability. These weights
may be related, for instance, to structural properties such as load levels.

Figure 4. Illustration of computation of system reliability for the tower.

Figure 5 illustrates the computation of the system-level unreliability Q(t) for a system
with five components (i.e., measured locations). The component-level unreliabilities Q(t)
were obtained through the algorithms described in Section 3.2 for simulated corrosion
processes started at month ‘January 2010’ and described by (2) with different parameters
and noise levels. The shown prognosis data correspond to the estimated EOL for the
components at month ‘January 2038’. The system-level unreliability Q(t) is presented
for two different definitions of system failure: 3-out-of-5 and series configurations (for
which the tree structures definitions of Figure 3 are straight forward). From Figure 5,
it can be seen that indeed, the series configuration leads to the most conservative EOL,
with a 50th percentile at month ‘2040-01’ instead of the ‘August 2040’ obtained for the
3-out-of-5 configuration.

In the following section, the system-level prognosis distribution, resulting from the
algorithms above described, is handled by the Decision Support Tool.
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Figure 5. Component-level Top pane: Component system Unreliabilities Q(t) (top pane, 5 compo-
nents each depicted with a separate colour (including: blue, purple, orange, green, and red) and
Bottom pane: Resulting system-level unreliability Q(t); with two timeseries: the series weighting
of all component level unreliabilities (blue line) versus a weighting of the risk of failure of 3 out of
5 components (orange line), using the k-out-of-n: Good System Method. (blue line:) 5-out-of-5 (series
connection) gives a 50th percentile at month ‘January 2040’; (orange line:) 3-out-of-5 gives a 50th
percentile at month ‘August 2040’.

4. Decision Support Tool

This section presents the design of the Decision Support Tool (DST). More precisely, it
presents the proposed economical optimization algorithm.

4.1. Economical Optimization

Unlike other turbine components, for practical reasons, the tower as a whole cannot
be replaced, as related costs are prohibitively high, and often comparable to those of a new
installation. Therefore, the RUL with regard to structural corrosion of the turbine tower is
directly linked to the RUL of the wind turbine as a whole.

Most of the maintenance optimization algorithms in the literature start from the
assumption that a component can be replaced or restored to an initial fault free condition
(e.g., [25–30]). This is not the case for corrosion of the tower. Maintenance actions are
mainly focused on repairing the corrosion protective coating, which are local solutions,
very costly and even not practical in the case of an imminent failure in the splash zone.
The corrosion allowance may not be restored to its initial condition, and eventually, severe
corrosion can lead to the EOL of the turbine.

In this sense, the economical optimization should consider the complete lifetime
and economic value of the asset, as the fault phenomena under study affect directly
the total lifetime of the wind turbine. With focus on the optimization of the time of
decommissioning, we describe below the proposed economical optimization based on an
objective cost function that meets this evaluation criterion.

A first common metric, widely used in the wind energy sector, is the Levelized Cost
of Electricity (LCOE). It corresponds to the ratio of lifetime costs to lifetime electricity
generation, both of which are discounted back to a common year using a discount rate [2].
The lifetime costs may be classified as capital costs (CCAPEX), operational and mainte-
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nance costs (COPEX), and decommissioning costs (CDECEX) [31], resulting in the following
expression for the LCOE:

LCOE(tD, tF) =
∑n

t=1
CCAPEX(t)
(1+rC)

t + COPEX(t,tD ,tF)

(1+rO)t + CDECEX(t,tD ,tF)

(1+rD)t

∑n
t=1

E(t,tD ,tF)

(1+rE)
t

(3)

where E is the produced energy, and rC, rO, rD, and rE are the discount rates for CCAPEX,
COPEX, CDECEX, and E respectively, which the end-user may define separately or set to
a common discount rate r. Note that t corresponds to a time duration in months, as this
is the time resolution set for the prognosis module. tD is the time of decommissioning,
and tF is the actual time of failure (i.e., the structural end-of-life, for which an estimate is
provided by the prognosis module). Here, n is the evaluation horizon for the LCOE, namely,
the maximum structural lifetime of the wind turbine. In this analysis, we assume that the
structural lifetime is the only active stochastic process, and all other effects of ageing are
lumped in maintenance costs or income variations.

The discount rates are usually available (and provided by the user) as effective annual
rates (r̃). Therefore, the need arises to transform them into an effective monthly rate r by
means of the following formula:

r = 12
√

r̃ + 1− 1 (4)

Alternatively to the LCOE, another possible metric is the Total Cost of Ownership
(TCO), which is the estimation of the lifetime costs of an asset, over an evaluated period of
time. In our methodology, the Net present value discounting method is used. We discount
the TCO down to year zero, to compensate for inflation, deflation, and wage or market
price changes. As the income for produced electricity (IE) depends on the decisions made
related to maintenance, we have included it as a term in the TCO metric, calculated as:

TCO(tD, tF) =
n

∑
t=1

CCAPEX(t)
(1 + rC)

t +
COPEX(t, tD, tF)

(1 + rO)
t +

CDECEX(t, tD, tF)

(1 + rD)
t − IE(t, tD, tF)

(1 + rE)
t (5)

where the negative sign in the equation before the last term containing IE indicates it is an
income, in contrast to the other terms, which are all positive cost. Consequently, an optimal
economic result aims at minimizing this function.

The proposed objective cost function may be based on these metrics, according to the
end-user choice

CT(tD, tF) =

{
LCOE(tD, tF)

TCO(tD, tF)

or
(6)

where the notation CT(tD, tF) indicates the dependence of this cost function on tD and tF.
We aim at optimizing the decommissioning time tD, given the time of failure tF pro-

vided by the prognosis module. As tF is a stochastic variable (described by a probability
distribution), the uncertainty propagation on the CT should be considered for the optimiza-
tion. Indeed, in a deterministic scenario, with known time of failure tF and known economic
scenarios, the optimum minimal date tD can be directly found; this is not, however, the case
in a stochastic framework. Figure 6 illustrates this concept: the CT vs tD graph consists of a
series of lines describing a given percentile of CT(tD), hence the ambiguity in the definition
of the optimal tD.
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Figure 6. Propagation uncertainty on CT due to the stochastic nature of tF.

Therefore, before the optimization, we require a function fc such that

CT(tD, tF)
fc−−−→ CT̃(tD) (7)

so that the optimal decommissioning time tD can be found as

arg min
tD∈[tp , n]

CT̃(tD) (8)

with tp denoting the present time. A possible choice for fc is, for instance, the expected
value of the stochastic cost function CT(tD, tF):

CT̃(tD) = fc(CT(tD, tF)) = E{CT(tD, tF)} (9)

From a statistical point of view, this optimization is reasonable. It represents the
minimization of expected outcome of a large population of evaluations of the cost function
CT(tD, tF) (each one corresponding to a different realization of the stochastic variable tF).
However, there is a chance that, for one evaluation (i.e., one realization of tF), the cost
function is higher than its expected value. Aiming for the expected mean value thus entails
an economical risk. This is illustrated in Figure 6: the cost CT(tD, tF) may be higher than its
expected value (see, for example, the 75th percentile).

Risk aversion theory [32] states that the valuation of an uncertain outcome depends not
only on the expected mean outcome, but also on the personal (or company) risk-aversion
factor and the distribution of potential gains or costs. To account for this, we propose an
alternative function fc that includes a risk aversion factor cRA as follows:

CT̃(tD) = fc(CT(tD, tF), cRA) = Pk{CT(tD, tF)} (10)

with k = 50 + 45 cRA (11)

where Pk{CT(tD, tF)} is the k-th probability distribution percentile, and cRA belonging to
[0, 1] is a factor that reflects the risk aversion.

The augmentation of the objective cost function, modified through the risk aversion
term cRA, can be seen as a relative risk aversion tariff (hedging premium) that the decision
maker (or company) is willing to pay, to avoid the risk of a less economically favourable
scenario in case of a structural failure at tF (reference scenario without decommissioning
action, which has a higher -assumed- incurred cost).

The hedging premium is the amount of money the asset management team should
forfeit if they want to mitigate the potential impact of the risk. This premium is equal
to fc(CT(tD, tF), cRA)− fc(CT(tD, tF), 0). In this domain (wind turbine decommissioning)
and for scenarios with high uncertainty, a high premium corresponds to earlier decommis-
sioning, leading to a forfeit of potential future income.

In the following subsection, we detail the terms in (3) and (5), culminating the formu-
lation of the optimization problem.
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4.2. Definitions for Economical Optimization

The following definitions concerning the terms in (3) and (5) are inspired by [25,31].

• Capital costs (CCAPEX(t))
This cost involves the wind turbine investment CWT(t) (i.e., all costs related to the
initial investment for bringing the wind turbine to an operable status), including
the investment for implementing the monitoring and prognosis software and hard-
ware CMP(t)

CCAPEX(t) = CWT(t) + CMP(t) (12)

These costs may be considered as a single payment or spread in time following an
amortization formula, taking into account loan interest rates. Note that CCAPEX(t)
is a fixed cost that does not depend on tD or tF, and so it does not contribute to the
optimization of tD. However, it does serve for the interpretation of the results.

• Operational costs (COPEX(t, tD, tF))
This cost term encompasses all ongoing expenses that are inherent to the operation of
the wind turbine (such as operation, maintenance, inspection, insurance, leasing and
taxes costs). With regard to the impact of the failure, we split this cost as

COPEX(t, tD, tF) = COP(t, tD, tF) + CF(t, tD, tF) (13)

where COP(t, tD, tF) is a monthly recurring cost that continues until the decommis-
sioning or failure date, defined as:

COP(t, tD, tF) =

{
COP(t, tF)

0
if t ≤ tD

otherwise
(14)

COP(t, tF) =

{
COP H(t, tF)

COP F(t, tF)

if t < tF

otherwise
(15)

where COP H(t) reflects the costs before the failure, and COP F(t)—the incurring costs
of preserving the asset, once the failure takes place, until the decommissioning (e.g.,
additional inspections). CF(t, tD, tF) is a one-time-incurred cost that lumps all costs
related with the failure. It is defined as

CF(t, tD, tF) = CF(t, tD)δ(t− tF) (16)

CF(t, tD) =

{
CF(t)

0
if t < tD

otherwise
(17)

with

δ(t− tF) =

{
1
0

if x = 0
otherwise

(18)

Notably, the use of the delta Dirac function δ(t− tF) reflects the fact that if the decom-
missioning takes place before the failure, there are no costs associated to it. The cost
CF(t) includes both direct and indirect losses due to the failure occurrence. Direct
losses CF D(t) include, for instance, fines due to inoperability of the asset and inspec-
tions or corrective actions that need to take place because of the failure. Indirect losses
CF I(t) include environmental, human, and financial losses. Note that the production
losses are included as part of E(t, tD, tF), which is defined below.

• Decommissioning costs (CDECEX(t, tD, tF))
This one-time cost summarizes all costs related to the decommissioning of the wind
turbine.

CDECEX(t, tD, tF) = CDEC(t, tF)δ(t− tD) (19)
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with CDEC(t, tF) denoting the cost of decommission being defined as:

CDEC(t, tF) =

{
CDEC H(t)
CDEC F(t)

if t < tF

otherwise
(20)

which reflects the possible difference in costs depending on the occurrence of the
failure (i.e., CDEC F(t) 6= CDEC H(t)). Note that the time dependency of these costs
allows for penalizing actions that take place during months where the accessibility to
the wind turbine is difficult due to, for example, weather conditions or logistics.

• Produced energy (E(t, tD, tF))
The produced energy is defined as:

E(t, tD, tF) = EN(t)cL(t, tD, tF) (21)

with EN(t) denoting the expected produced energy in a failure-free condition (e.g.,
estimated from historical production data or from a wind resource characterization
of the site including the expected turbine efficiency and possibly the reduction of
production due to wake effects), and cL(t, tD, tF) denoting a function that reflects the
impact of the failure and the decommissioning being defined as:

cL(t, tD, tF) =

{
1
0

if t < min(tD, tF)

otherwise
. (22)

• Income for produced energy (IE(t, tD, tF))
This income is defined as:

IE(t, tD, tF) = cE(t)E(t, tD, tF) (23)

with cE(t) denoting the price of energy per unit.
Note that the remaining value of the asset after decommissioning is not included
explicitly as a separate income term, as it is not recurrent, it is highly uncertain and
difficult to estimate years in advance. However, it can be included indirectly by the
users of the methodology, by merging this remaining value as an income term (thus, a
negative modifier) to the decommissioning term CDEC(t, tF).

4.3. Simulation

This section illustrates the economical optimization algorithm described in the previ-
ous subsections, with the corrosion prognosis used as an input for the DST estimated as
discussed in Section 3.

The illustrative examples presented here are based on fictitious data. We assume
that: (i) the corrosion prognosis module has estimated the system-level EOL distribution
presented in Figure 5 (for the series configuration); (ii) the ground truth for the EOL is at
month 2040-01 (i.e., year 30, assuming a construction date of 2010-01); (iii) the EOL of the
turbine is driven by the tower corrosion (i.e., other components of the wind turbine are
operating correctly, and related OPEX costs are lumped in the maintenance costs).

The economic assumptions are centralized in an Economic parameter table, which is
accessible both for visualization and editing through the DST software interface that is
presented in Section 5. For the example presented here, we assume the economic parameters
presented in Appendix A.

Figure 7 presents the LCOE as a function of the decommissioning time tD for the
assumptions and scenario described above. It can be seen from this figure that a higher
risk aversion term cRA leads to a more conservative optimum for tD. Similar results were
obtained for the TCO metric. The results are summarized in Table 1.
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Table 1. Summary of results for different risk aversion levels.

TCO Metric LCOE Metric

Risk Aversion
Factor

Optimal
Decom. Date

Est. TCO
[ke/MWpeak]

1
Optimal
Decom. Date

Est. LCOE
[e/MWh]

cRA = 0 September 2039 −5543.47 July 2039 42.50
cRA = 0.7 November 2038 −5284.50 January 2039 43.31

1 a negative value is equivalent to gross profit.

The benefit of the corrosion prognosis is that an estimation of the EOL is available
(which we assumed has a ground truth equal to January 2040). The results of Table 1
show that the decommissioning dates resulting from the economic optimization using this
estimation of the EOL, typically fall before the ground truth EOL, but close to it, which
result in an optimal decision that optimizes the TCO and LCOE, at the cost of an upfront
investment for installing the monitoring and prognosis system. Without prognosis insight,
the decommissioning time tD may be chosen in an sub-optimal way: either (long) before
the ground truth EOL (reducing the operational lifetime and hence the income) or even
after it (with a failure that already manifests before tD).

Under most sets economic assumptions, this leads to a more opportune TCO and
LCOE, yet under some scenarios, the upfront investment might not be completely countered
by the (discounted) additional end of life benefits and avoided costs. Either way, having
a monitoring system in place, at least for a few representative turbines in a wind turbine
park, allows for data-driven decision making rather than performing a predetermined,
blind execution of a long term decommissioning plan or making frequent on-site quality
control visits.

Figure 7. LCOE as function of the decommissioning time tD, with system-level EOL distribution (t f )
as presented in Figure 5 (for the series configuration). The blue points indicate the economical optima
for different values of the risk aversion term cRA: from bottom right being low cRA to top left being
high cRA (inferring earlier decommissioning advice).

This is further illustrated in Table 2, where the ground truth EOL is used to calculate
the True TCO and LCOE for a tD corresponding to a premature or too late decommissioning
(scenarios A and B, corresponding to a lack of prognosis information), compared to the
(risk-averse optimal) values obtained with the economic optimization presented above
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(scenarios C1 and C2). Note that the scenarios A and B do not include the cost related
to implementing the monitoring and prognosis solution (i.e., CMP(t) = 0 in the capital
costs CCAPEX(t)), so for this scenario and these economic assumptions, the additional
investment costs were compensated by the prolonged income over the lifetime. From the
results, the lower TCO and LCOE obtained for scenarios C1 and C2 illustrate how the use
of prognosis information can lead to a better expected economic outcome.

The results from the DST can thus support a maintenance team or owner to convince
other involved parties about the beneficial economic consequences of a certain course of
action, tailored to each wind turbine. This analysis enables the comparison of expected
optimal and minimal costs for each action (decommissioning dates), thereby empowering
maintenance teams to make informed decisions.

Table 2. Summary of economic outcomes, using (known) ground truth.

Scenario Planned Decom. True TCO
[ke/MWpeak]

1
True LCOE
[e/MWh]

A: No prognosis info. Early decom. 2032-07-01 (early) −4089.81 44.19
B: No prognosis info. Failure before decom. 2040-01-01 (failure) −5544.12 44.36
C1: With prognosis info, using TCO or LCOE metric
with cRA = 0

2039-07-01 (maximizing
expected mean) −6031.34 41.15

C2: With prognosis info, using TCO or LCOE metric
with cRA = 0.7 2039-01-01 (risk averse) −5846.53 41.60

1 a negative value is equivalent to gross profit.

5. Graphical User Interface

To understand the spatial and temporal relationships in a voluminous amount of
structural stability data of a wind turbine park, a Graphical User Interface (GUI) is required.
For this purpose, a theoretical study of required features and a market study of currently
available software was undertaken. Technical details of this process and a description of the
custom development of a new 3D-visualization tool can be found in [9], with an example
front-end shown in Figure 8.

Figure 8. Browser window of the custom visualization software-tool. It consists of three areas: user
input (red box), a 3D visualization area (green box), and a 2D time series visualization (blue box). All
widgets are interactive and responsive. Reused from [9] with author permission.

This 3D-visualization tool was further augmented with an user interface, which allows
to parameterize and visualize the decision support methodology on (dummy or) live
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data. A mock-up of this DST-interface is shown in Figure 9. Other user parameters and
economical assumptions (such as the yearly energy price evolution) can be entered through
an integrated Economic parameter table in the visualization area (not shown in the figure).
Furthermore, an interface to visualize the prognosis tool output(s) is implemented as well
(not shown here). The optimal decommissioning time is calculated for a set of different
values of the risk aversion term cRA, taking into account the estimated system-level RUL,
which is regularly updated using the latest measurement data.

Thereby, this extended GUI supports the visualization and analysis of raw data,
prognosis data, and decision support metrics.

Figure 9. Browser window of the custom visualization software-tool for decision support module.
It consists of two areas: user input (software tool, top left), a visualization area (green rectangle,
bottom), and a tabulated summary area (blue rectangle, top right).

6. Conclusions

To contribute to the systematic assessment and management of corrosion in wind
turbine structures, we developed an integrated corrosion detection and prognostics system
coupled with a Decision Support Tool (DST) and a Graphical User Interface (GUI).

In a first step, the wall thickness at different critical locations of the tower is measured
via the ultrasound technique. At each location, uniform corrosion is detected and a local
RUL estimate is obtained based on the depletion of the corrosion allowance. In a next step,
the local RUL estimates are aggregated to obtain an RUL estimate for the whole structure
(i.e., the system-level RUL estimate). This distributed approach facilitates the prognosis:
the algorithms are simplified, providing scalability, efficiency, and flexibility for adding or
removing measurement locations.

On the component level, a corrosion detection and prognosis algorithm was developed
based on the Bayesian filtering and the power law corrosion model. This algorithm does
not assume a given initial wall thickness and is robust against the level of measurement
noise that is typical for ultrasound sensors.

For the system-level prognosis, an algorithm based on reliability theory is proposed.
The system failure definition is encoded in a tree structure which establishes the member-
ship of components to (sub)systems, with the reliability of each (sub)system modelled by a
weighted k-out-of-n: good structure. This flexible structure for encoding the system failure
definition allows the user to choose from the default option ’series connection’, which leads
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to a strict definition of system failure, to more complex definitions that can be set based on
the expert knowledge or know-how of the structural behaviours of the tower.

The DST processes the system-level prognosis information together with economical
information and the long-term forecast of the produced energy to assess, in a systematic
way, the most optimal timing for decommissioning. For this purpose, we propose a risk-
based economical optimization that considers the complete lifetime of the asset. The user
may choose between an objective cost function based on the Levelised Cost Of Electricity
(LCOE), or based on Total Cost of Ownership (TCO).

The corrosion detection and prognosis system and the DST count with a GUI. This
GUI was implemented as part of the software tool described in [9]. This GUI facilitates the
visualization of actionable information retrieved from the measurement data by means of
a 3D visualization of the corrosion status along the wind turbine tower, and 2D graphics
presenting the results of the prognostics module and the economical optimization. This
GUI also facilitates the interaction with the user for setting the different parameters and
costs involved in the economical optimization.
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Appendix A. Economic Assumptions

This appendix presents the economic assumptions used for the example of Section 4.3.
The default economic parameters are assumed to be known for the whole evaluation
horizon (this includes known historic values and estimated future values). They are built
up by concatenating parametric monthly cost values over the course of one year, with yearly
multipliers. The resulting costs are presented in Figure A1. The top pane shows values
without depreciation to account for wage, energy price and inflation, the bottom pane
shows effects with depreciation to year 0 (2010). For both panes, the (one-time incurred)
failure costs and decommissioning costs fall outside of the plotting area, as they are constant
(without inflation) in function of time. They are at, respectively, plus kEUR 200/MWp and
minus kEUR 200/MWp before applying inflation and depreciation.

The CAPEX investment given by the user are typically not assumed to be all paid
upfront, but rather to be amortized over a period of time with a given loan interest rate,
over a period of N months after the initial investment (with N a control parameter, set to
60 months by default).

Note that the effects of other required inputs, such as monetary depreciation, main-
tenance interval and duration (set by default to once every 12 months, with length of
0.25 months) and monthly energy production, are assumed to be constant in this fictitious
input data, however, they may not be constant in our tool, they can be varied linearly
or exponentially. This may have a significant impact on the outcome, especially when
discounting all incomes and costs over a 30–50-year horizon to a single base year.
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The interest rate values have been artificially set here, to show the possible influence
of their relative value, on the slope of the cost distribution. In a real economic evaluation,
the sensitivity to these economic assumptions can and should be evaluated by the operator.
For these inflation parameters, the following values are assumed: monetary inflation or
considered weighted average cost of capital (WACC) rate of 2.0% (effective yearly rate); loan
and debt interest rate of 3.7%; yearly energy price increase of 3.0%; yearly wage inflation of
1.2%; and inflation of economic impact of risk and environmental effects of 0.0%.

Figure A1. Overview of the economic assumptions for the analysis, both the costs which are incurred
only once (e.g., failure cost, investments, decommissioning) and monthly recurring costs (e.g., main-
tenance, incomes, environmental impact). All costs are normalized by turbine capacity MWp or by
turbine production rate MWh. Incomes are presented as negative costs on this graph. Top pane
shows monthly costs without interest impact, bottom pane shows cost discounted down to year X
(here 2010), with monetary inflation and varied (linear) interest rates applied to energy price, wages,
and capital cost.
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