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We derive a fully covariant theory of the hydrodynamics of nematic and polar active surfaces,
subjected to internal and external forces and torques. We study the symmetries of polar and
nematic surfaces and find that in addition to 5 different types of in-plane isotropic surfaces, polar
and nematic surfaces can be classified into 5 polar, 2 pseudopolar, 5 nematic and 2 pseudonematic
types of surfaces. We give examples of physical realisations of the different types of surfaces we
have identified. We obtain expressions for the equilibrium tensions, moments, and external forces
and torques acting on a passive polar or nematic surface. We calculate the entropy production rate
using the framework of thermodynamics close to equilibrium and find constitutive equations for
polar and nematic active surfaces with different symmetries. We study the instabilities of a confined
flat planar-chiral polar active layer and of a confined deformable polar active surface with broken
up-down symmetry.
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FIG. 1: A. In this manuscript, we consider active surfaces
with a tangent polar or nematic order. B. The distribution of
stresses within a thin layer gives rise to tensions and torques
acting within the surface, when integrated across the thick-
ness of the layer. C. Internal and external forces and torques
act on a surface element with surface area dS. D. The order
parameter changes in time and is transported by the flow. La-
grangian time derivatives are taken by comparing the order
parameter at two times t and t+ dt, following the flow of the
surface.
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I. INTRODUCTION

Living systems contain a rich repertoire of dazzling and
seemingly choreographed surface movements. These un-
derlie vital biological functions, ranging from the subcel-
lular up to the organ scale. Biological surfaces are fre-
quently active, being driven by chemical reactions at the
microscopic level. They usually also possess internal de-
grees of freedom corresponding to in-plane order and that
interplay with each other over large scales, giving rise to
self-organized behavior. For example, self-generated flow
and nematic re-ordering in the actomyosin cortex drive
cell surface deformations at the late stage of cell divi-
sion [1]. At a larger scale, morphogenetic movements
involve coherent flows in epithelia, thin tissues that grow
and deform to give shape to organs. The constituent cells
often carry an in-plane polarity that dynamically couples
to tissue flow to help establish patterns in the developing
organism [2].

At the root of cell and tissue surface mechanics is the
actomyosin cytoskeleton, a type of filamentous, soft ac-
tive material [3]. Theoretical descriptions of these ac-
tive gels have been successfully applied to a number of
problems involving three dimensional active flows and
nematic or polar re-ordering [4]. Yet, surface movements
pose special theoretical difficulties owing to the geometric
nonlinearities inherent in them. Thus, transposing active
gel physics from three to two dimensions is a challenging
problem.

A step in this direction was made in recent work estab-
lishing a theoretical framework for active isotropic sur-
faces [5]. From the different types of broken symmetries
compatible with isotropic surfaces, generic relations were
derived linking the tensions and moments across a sur-
face cut to variables such as the local curvature, veloc-
ity field, and chemical activity. This theory has been
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successfully used to describe mechano-chemical instabil-
ities of isotropic active fluid surfaces [6, 7]. This and
other continuum theories have also been used to address
the deformations of epithelia, which have distinct apical
and basal interfaces and can therefore be seen as surfaces
with broken up-down symmetry [8–11]. Despite these ad-
vances, understanding and systematically exploring how
in-plane order couples to surface deformation and activ-
ity is beyond the reach of current theories.
Numerous experimental observations have shown that

broken symmetry variables play a key role in biological
systems. Nematic order has been observed to emerge
in the cell cortex [1, 12], but polar order could also ex-
ist. Long-range coherent patterns of cell planar polarity
emerge during development [13, 14]. Epithelia cultured
in vitro exhibit patterns of nematic order when the in-
dividual cells are elongated [15]. Recent experiments on
reconstituted and in vivo systems have revealed how ac-
tivity and topological defects in the surface nematic field
can lead to dramatic surface shape changes [16]. Cou-
pling between nematic ordering and flows and deforma-
tions have been shown to play a key role in epithelial
tissues [17–20] and can even explain regeneration in Hy-

dra [21]. Along these lines, coarse-grained simulations
have recapitulated many of these findings and have shed
some light on the basic physics [22, 23]. Still, there is
no comprehensive continuum framework yet that can be
used to predict how in-plane polar or nematic order in-
teracts with active surface deformation and flow. We
expect that an understanding of these effects will have
broad relevance, including in living systems and in de-
signing engineered materials [24]. We propose here to
develop such a framework.
In this work we derive a covariant theory for polar and

nematic surfaces which are driven out of equilibrium by
chemical reactions. We classify these surfaces accord-
ing to their symmetries, and find 7 polar surfaces and
7 nematic surfaces (Fig. 3, section III). We calculate
equilibrium tensions and torques of a generic polar or
nematic fluid surface, and obtain the entropy production
rate close to equilibrium. We then obtain linear constitu-
tive equations, out of equilibrium, for the different classes
of polar and nematic surfaces (sections V and VI). We
then discuss flows and deformation of a confined active
polar film with broken planar-chiral or up-down symme-
try (section VII).

II. TENSOR VARIATIONS

We start by introducing notations and differential op-
erators for vectors and tensors which will be convenient
in the next sections. Notations for differential geometry
are as in [25] and are summarized in Appendix A. Briefly,
we denote by latin indices i, j the surface coordinates s1,
s2. The position of the surface in three-dimensions is
denoted by a vector X(s1, s2). The tangent vectors to
the surface are denoted ei = ∂iX and the unit normal

vector n = e1 × e2/|e1 × e2|. The velocity field on the
surface is denoted v. In the following we consider po-
lar and nematic surfaces, whose local order is described
respectively by a tangent polar vector p and a tangent
symmetric traceless tensor Q. To describe variations of
vectors and tensors on the surface, we introduce a corota-
tional operator for vectors and second-rank tensors vary-
ing together with the shape X. For a given infinitesimal
variation of the shape dX, we denote an infinitesimal
rotation by dϑ = 1

2∇ × dX (Eq. B8). Similarly, we

introduce the vorticity ω = 1
2∇ × v associated to the

surface velocity field v. The corotational variation of a
vector a or second-rank tensor B, not necessarily tangent
to the surface, is then denoted with a capital D, and the
corotational time derivative with a capital Dt:

Da = da− dϑ× a , (1)

Dta =
da

dt
− ω × a , (2)

DB = dB− dϑ×1 B− dϑ×2 B , (3)

DtB =
dB

dt
− ω ×1 B− ω ×2 B , (4)

where the notation ×1 and ×2 indicates vector products
with the first and second members, respectively, of the
dyad forming B (Eq. A2). The corotational operator
D applied to a vector/tensor describes the vector/tensor
variation that does not arise from rotation of the sur-
face in which the vector/tensor is embedded. In Eqs.
2 and 4, the time derivatives of vectors a and second-
rank tensors B, da/dt and dB/dt, are Lagrangian time
derivatives and are taken following the flow of material
points on the surface (Fig. 1D). In the following, when
considering time-dependent surface fields and surface de-
formations, we adopt an Eulerian perspective where the
coordinates of the surface move along the normal to the
surface, but do not vary with the tangential flow. In
that case, for a vector field a(s1, s2, t) or a tensor field
B(s1, s2, t) (Appendix B4),

da

dt
= ∂ta+ vi∂ia , (5)

dB

dt
= ∂tB+ vi∂iB . (6)

To keep notations compact, it is useful to introduce a
covariant derivative operator which returns the compo-
nents of the infinitesimal variations of a tangent vector
or tensor. We therefore introduce the following notation
for covariant variations of a vector a and a second-rank
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tensor B:

∇ai = (da) · ei (7)

∇ja
i = (∂ja) · ei (8)

∇ta
i =

(

da

dt

)

· ei (9)

∇Bij = (dB) : (ei ⊗ ej) (10)

∇kB
ij = (∂kB) : (ei ⊗ ej) (11)

∇tB
ij =

(

dB

dt

)

: (ei ⊗ ej) , (12)

which can be distinguished, e.g., from component vari-
ations such as dai = d(a · ei). The operator ∇j is the
standard covariant derivative with respect to the surface
coordinates. The operator ∇t takes the Lagrangian time
derivative of a vector or tensor and projects it on the
surface tangent directions.
The components of the corotational operator read for

a vector a or a second-rank tensor B:

Dai = (Da) · ei (13)

Dta
i = (Dta) · ei (14)

DBij = (DB) : (ei ⊗ ej) (15)

DtB
ij = (DtB) : (ei ⊗ ej) . (16)

The operators ∇ and D obey the product rule for deriva-
tives; e.g. D(aibj) = (Dai)bj + ai(Dbj), and indices of
components of the operators ∇ and D can be lowered or
raised with the metric; for instance Dai = (Da) · ei =
gijDa

j (Appendix A). These definitions can be gener-
alized to higher-order tensors, using generalized cross-
products between a vector and a tensor defined in Eq.
A3.

III. SYMMETRIES OF POLAR AND NEMATIC

SURFACES

In this section we discuss symmetries of possible phases
for nematic and polar surfaces. We present a classifica-
tion of surfaces according to how a surface element trans-
forms under mirror operations and rotations.

A. Symmetries, order parameters, and phases

To discuss surface symmetries, we first introduce the
signatures of scalars, vectors and tensors under a change
of coordinates. We define the signature ǫTA of a tensorial
quantity Ai1...in on the surface under a 3D linear trans-
formation T, such that

A′
i1...in

= ǫTATi1
k1 ...Tin

knAk1...kn
, (17)

i.e., ǫTA = ±1 is a factor that distinguishes a tensor from a
pseudo-tensor. A true tensor has ǫTA = 1 for all transfor-
mations {T }; a pseudo-tensor has ǫTA = −1 for a subset

A

B

C

+1

-1

 +1

 -1

D

+1  -1

-1  +1

FIG. 2: Examples of signatures of scalar and vectorial or-
der parameters under linear transformations (Eq. 17). As
an example we consider two transformations, a mirror oper-
ation with respect to the tangent plane Mn and a rotation
by π around the x axis, Rx (Fig. 3A). For each transforma-
tion, the top schematic indicates how the surface as a whole
is modified by the transformation, and the order parameter
is redefined accordingly, while the lower schematic shows the
order parameter modified by the tangential part of the trans-
formation. The signature (+1 or −1 in the right-hand side)
then indicates whether the two redefined order parameters
are the same (signature +1) or not (signature −1). A. A
true tangent polar vector has signature +1 under all trans-
formations. B. The up-down pseudoscalar ǫUD has signature
−1 under Mn and Rx. C. ǫPC corresponds to a direction of
rotation on the surface, and is invariant under Mn but ahs
signature −1 under Rx. D. The pseudopolar order parameter
pC has signature −1 under a mirror symmetry, but signature
+1 under Rx.

of transformations {T }. For a surface, the effect of a
local change of coordinates can be decomposed into a
tangential and a normal part:

T3D = T2DTn , (18)

such that T2D corresponds to a change of coordinates
(s1, s2) on the surface and Tn is a change of coordi-
nates perpendicular to the surface. Vectorial and ten-
sorial quantities on the surface have their components
transformed by T2D only.
The introduction of signatures of order parameters un-

der linear transformations is helpful for the following rea-
son. Scalar, tangent vectorial and tangent tensorial order
parameters can be introduced to characterise the statis-
tical distribution and symmetry properties of molecules
within the surface. Under 3D spatial linear transforma-
tions, molecules within a surface element are modified
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Mn Mt Rt I Rn

ǫUD -1 1 -1 -1 1
ǫC -1 - 1 1 -1 1
ǫPC 1 -1 -1 1 1

TABLE I: Table of signatures of surface pseudoscalars.

and change their position and orientation. Order param-
eters can then be recalculated to characterize this trans-
formed state, according to Eq. 17. The recalculated order
parameters may not simply correspond to a transforma-
tion of the original order parameters by the tangential
part of the linear transformation (Fig. 2); i.e. order pa-
rameters do not necessarily behave as simple scalar, vec-
torial and tensorial quantities on the surface. Instead,
they may acquire an additional sign change under a sub-
set of transformations. The corresponding set of signa-
tures allow to classify order parameters, as further de-
scribed below.

B. Isotropic surfaces

We first briefly discuss isotropic surfaces, which were
considered in Ref. [25]. For such a surface broken sym-
metries are described by pseudoscalar fields. To classify
possible pseudoscalar fields, we consider their signatures
under the following set of transformations (Fig. 3): Mn

(reflection operation with respect to a plane tangent to
the surface), Mt (reflection operation with respect to a
plane normal to the surface and containing the tangent
vector t), Rt (rotation by an angle π around a tangent
vector t), Rn (rotation by an angle π around the normal
n), and I (full inversion of space). These transformations
verify the composition relations MnRn = I, MtRt =Mn

and MnRt = Mt. As a result, a pseudoscalar field must
break none, or at least two, of the symmetries within
each set {Mn, Rn, I} and {Mt, Rt,Mn}. For instance,
a field that breaks the Mt symmetry, but is invariant
under Rt, also breaks the mirror symmetry Mn. Fur-
thermore, a surface scalar field must be invariant un-
der Rn. Taking these rules into account, one can de-
fine three distinct types of scalar fields for a surface that
breaks various symmetries [25]. The signatures of these
three pseudoscalars, denoted ǫUD (for up-down broken
symmetry), ǫC (for chiral broken symmetry) and ǫPC

(for planar-chiral broken symmetry) are given in Table
I. These pseudoscalars are order parameters that distin-
guish different types, or phases, of isotropic surface. We
note that the 2D Levi-Civita tensor has the same sig-
nature as ǫPC, corresponding to a planar-chiral surface,
while the 3D Levi-Civita tensor has the same signature
as ǫC, corresponding to a chiral surface.
By considering how pseudoscalar order parameters can

combine, we find 5 phases of isotropic surfaces which are
listed in Table II. There, we also give the corresponding
Schoenflies notation [26] which describes the symmetry

properties of the corresponding phase, as well as the ori-
entation of the rotation axis relative to the tangent plane
of the surface. More complex surface phases can be char-
acterized by (pseudo-) vectorial and (pseudo-) tensorial
order parameters, as described further below.

C. Polar and pseudopolar surfaces

We now consider polar surfaces, that is, surfaces with
a broken rotational symmetry characterized by a tangent
vector, p. Such a vector transforms under a change of
coordinates T3D = T2D ⊗Tn as:

p′i = ǫTpT
2D

i
jpj , (19)

where ǫTp is the vector signature. If p is a true tangent

vector, it has signature ǫTp = 1 for all types of transfor-
mations. In addition, one can define three pseudovectors
pUD, pC, pPC, which have a −1 signature under at least
one of the transformations Mn, Mt, Rt, Rn, I. The cor-
responding signatures of vectors and pseudo vectors are
listed in Table III. Subscripts of the pseudovectors pUD,
pC, pPC are given in analogy between their signatures in
Table III and signature of the pseudoscalars ǫUD, ǫC and
ǫPC in Table I.
We note that a rotation of p by ±π/2 about the unit

normal vector to the surface n, that is, p̂ = n × p or
−p̂ = −n × p, defines an alternative order parameter.
This corresponds to a different convention to describe
the ordering state of the surface, which does not change
the physics. In component notation this is equivalent
to defining p̂i = −ǫijpj or −p̂i = ǫijp

j. Here, ǫij is the
Levi-Civita tensor (Eq. A18) and has the same signatures
under the transformations Mn, Mt, Rt, Rn as ǫPC. For
this reason pPC does not describe a different phase than
a vector p, as p̂PC = n × pPC has the same signatures
as a true vector p. Similarly, the pseudovectors pUD and
pC describe the same phase, as p̂UD = n× pUD has the
same signatures as the pseudovector pC. Overall, there
are therefore only two distinct phases characterized only
by a vectorial order parameter: a simple polar surface
(e.g. with polar order p) or a simple pseudopolar surface
(e.g. with pseudopolar order pC).
Scalar and vectorial order parameters can also exist si-

multaneously in a surface, resulting in more symmetries
being broken. To obtain a complete list of surface po-
lar phases, we consider any combination of the vectorial
order parameters p, pUD, pC, pPC and the scalar order
parameters ǫC, ǫPC, and ǫUD, but eliminate combinations
which are redundant as they describe the same phase.
For instance, the combination {ǫC,pC} is redundant with
the combination {ǫC,p}, as ǫCpC has the same signature
under symmetry operations as a true vector p. Further-
more, those vectorial order parameters, which when ro-
tated by ±π/2 have the same symmetry properties as
other vectorial order parameters, are redundant. For in-
stance the combination of order parameters {ǫC,pUD}
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(i) Nematic surface

(iii) Polar chiral surface

(iv) Polar, planar-chiral surface 

(v) Polar surface with broken chiral 

     and up-down symmetry     and up-down symmetry     and up-down symmetry     and up-down symmetry     and up-down symmetry

Up-down 

mirror symmetry

Up-down

rotation symmetry

Normal plane

mirror symmetry

A

C

(ii) Polar surface with broken

 up-down symmetry

Polar surfaces

(vi) Pseudopolar surface

E Nematic surfaces

(iii) Nematic chiral surface 

(iv) Nematic, planar-chiral surface

(v) Nematic surface with broken chiral 

and up-down symmetry

(ii) Nematic surface with broken

 up-down symmetry
(vii) Pseudopolar

+planar-chiral 

D Pseudopolar surfaces

B

Symmetry with respect to

rotation of     around

the normal

Up-down broken 

symmetry

Polar Nematic

Chiral broken 

symmetry

Planar-chiral 

broken symmetry

(i) Polar surface 

F Pseudonematic surfaces

(vi)  Pseudonematic surface

(vii) Pseudonematic 

+ planar chiral

Symmetry with respect to

rotation of         around the

normal

FIG. 3: Classification of polar and nematic surfaces. A. We consider changes in the surface state under up-down mirror
symmetry Mn, mirror symmetry with respect to a plane perpendicular to the surface Mt, up-down rotation symmetry of angle

π Rt, rotation by π around the normal Rn, and rotation by π/2 around the normal R
1
2
n . Combinations of R

1
2
n with other

symmetries are considered but not represented. B. Order parameters. We consider combinations of 3 pseudoscalar order
parameters with polar or nematic order parameters tangent to the surface. C, D. Polar surfaces can be classified in 7 types
according to their symmetries : 5 polar surfaces and 2 pseudopolar surfaces. E, F. Nematic surfaces can be categorised in 7
types according to their symmetries: 5 nematic surfaces and 2 pseudonematic surfaces. In panels C-F, schematics give examples
of actual surfaces belonging to each category. Red and green letters indicate respectively broken and preserved symmetries.
The Schoenflies notation for the surface symmetry is given for each surface type. When relevant, we add a ‖ or ⊥ superscript to
the standard Schoenflies notation to indicate if the rotation axis, (or, for Cs = C1h, the normal to the mirror plane of symmetry,
or for D2d and S4, the axis of rotation-reflection), is tangent or perpendicular to the surface.
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Schoenflies
notation

Rotation
axis

Order
parameters

Mn Mt Rt I Rn

D∞h ⊥ ∅ 1 1 1 1 1
C∞v ⊥ ǫUD X 1 X X 1
D∞ ⊥ ǫC X X 1 X 1
C∞h ⊥ ǫPC 1 X X 1 1
C∞ ⊥ {ǫUD, ǫC, ǫPC} X X X X 1

TABLE II: Schoenflies notation, order parameters, and conserved and broken symmetries for the 5 types of isotropic surfaces.
An “X” in the Table stands for a broken symmetry and a “1” for a conserved symmetry. Here, a broken symmetry is a
transformation which changes the order parameter, which does not imply a signature −1 of the order parameter for the
transformation. The second column refers to the orientation, with respect to the surface tangent plane, of the main rotation
axis (here leaving the system invariant by any angle) associated to the symmetry group described by the Schoenflies notation.

Mn Mt Rt I Rn

p 1 1 1 1 1
pUD -1 1 -1 -1 1
pC -1 - 1 1 -1 1
pPC 1 -1 -1 1 1

TABLE III: Signatures of polar and pseudopolar order pa-
rameters.

can be redefined as {ǫC, p̂UD} which has the same signa-
tures as {ǫC,pC}. The set {ǫC, ǫCpC} can be obtained
from the order parameters {ǫC,pC}, and has the same
symmetry properties as the polar chiral surface {ǫC,p}.
Therefore surfaces described by {ǫC,pUD} and {ǫC,p}
are actually the same phase.

Listing all resultant independent combinations, we find
7 distinct surface phases which are listed in Table IV, to-
gether with the Schoenflies notation [26] which character-
ize the symmetry properties of the corresponding phases.
There, we also indicate whether the order parameter is
invariant under a subset of orthogonal transformations.
In addition to the transformationsMn, Rn, I introduced
earlier, we consider the transformationsMp, Mp̂ (mirror
operations in a plane containing n and p and n and p̂,
respectively) and Rp, Rp̂ (rotation of π around the axis
p or p̂). These transformations satisfy the composition
relations MpRp = Mp̂Rp̂ = Mn, MpMp̂ = RpRp̂ = Rn,
MpRp̂ = RpMp̂ = I. These relations constrain the set of
possible conserved and broken symmetries for each sur-
face phase, since invariance with respect to two transfor-
mations implies invariance with respect to their composi-
tion. For instance, all polar phases break the symmetry
Rn; therefore none of the phases can be invariant un-
der both Mp and Mp̂, or under both Rp and Rp̂. It
is possible to find additional combinations of conserved
and broken symmetries compatible with the multiplica-
tive table of transformations discussed above, which are
not listed in Table IV: indeed we find that for these cases,
the redefinition of the polar order parameter p̂ = n × p

allows to recover one of the categories already listed in
Table IV (Appendix C).

Examples of the polar surface phases listed in Table

IV are given in Fig. 3C-D. There, we denote a surface
to be polar if its set of order parameters includes a true
vector p, and pseudopolar otherwise.

D. Nematic and pseudonematic surfaces

We now discuss the symmetries of nematic surfaces,
with tangent nematic order. Following the same rea-
soning as for polar surfaces, we find that there are 5
nematic surfaces and 2 pseudonematic surfaces. Ne-
matic order is characterized by a traceless symmetric
second-rank tangent tensor Q (Qk

k = 0 and Qij = Qji).
Such a tensor transforms under a change of coordinates
T3D = T2D ⊗Tn as:

Q′
ij = ǫTQT

2D
i
kT 2D

j
lQkl , (20)

where ǫTQ is the tensor signature. A true tangent tensor

has signature ǫTQ = 1 under all transformations T3D. As
for polar surfaces, three different types of pseudonematic
tensorsQUD, QC, QPC can be defined, according to their
signatures under reflections and rotations. The signa-
tures of nematic and pseudonematic order parameters
are given in Table V. The transformation of a nematic

tensor Q → ˆ̂Q, with ˆ̂Qij = −ǫikQkj or − ˆ̂Qij = ǫi
kQkj ,

corresponds to a rotation by ±π/4 around the normal
to the surface of the eigenvectors of the order parame-

ter. The tensors Q and ˆ̂Q correspond to two different
conventions to quantify nematic order, but describe the
same nematic phase. As the 2D antisymmetric tensor ǫij
has the same signatures under transformations as ǫPC,
not all pseudonematic tensors describe physically distinct
phases. Specifically, QC and QUD describe surfaces with
the same symmetry. Similarly, QPC and Q also describe
surfaces with the same symmetry. This can be seen from

the fact, for instance, that the order parameter ˆ̂QPC is a
true tensor with the same signatures under transforma-
tions asQ in Table V. Overall, there are only two distinct
phases characterized only by a nematic order parameter:
a simple nematic surface (e.g. with nematic order Q) or
a simple pseudonematic surface (e.g. with nematic order
QUD).
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Schoenflies
notation

Rotation axis or
mirror plane normal

orientation

Order
parameters

Mn Mp Rp Mp̂ Rp̂ I Rn
number

in Fig. 3C-D

C2v ‖ p 1 1 1 X X X X (i)
Cs = C1h ‖ {ǫUD, p} X 1 X X X X X (ii)

C2 ‖ {ǫC, p} X X 1 X X X X (iii)
Cs = C1h ⊥ {ǫPC, p} 1 X X X X X X (iv)

C1 {ǫUD, ǫC, ǫPC, p} X X X X X X X (v)
C2h ‖ pC X X 1 1 X 1 X (vi)

Ci = S2 {ǫPC, pC} X X X X X 1 X (vii)

TABLE IV: Schoenflies notation, order parameters, and conserved and broken symmetries for the 7 types of polar surfaces.
When relevant, the second column indicates whether the axis of rotation in the Schoenflies notation (or, for Cs = C1h, the
normal to the mirror plane of symmetry) is parallel (‖) or orthogonal (⊥) to the tangent plane of the surface. The first 5 types
are polar surfaces, while the 2 last types are pseudopolar surfaces. In the table, a “X” stands for a broken symmetry and a
“1” for a conserved symmetry, and p̂ = n× p is a tangent vector orthogonal to p. See Fig. 3C-D for examples of surfaces of
different types.

Mn Mt Rt I Rn

Q 1 1 1 1 1
QUD -1 1 -1 -1 1
QC -1 - 1 1 -1 1
QPC 1 -1 -1 1 1

TABLE V: Signatures of nematic and pseudonematic order
parameters.

As for polar surfaces, to obtain the full set of nematic
surfaces, we consider the combination of a nematic or
pseudonematic order parameter Q, QUD, QC, QPC with
the pseudoscalar order parameters ǫUD, ǫPC, ǫC, and
eliminate redundant combinations. The combination of
the nematic order parameter Q with the pseudoscalar
order parameters ǫUD, ǫPC, ǫC, gives 5 different types of
nematic surfaces. Further combinations of pseudoscalar
and pseudonematic order parameters can also correspond
to surfaces with the same symmetry using the transfor-

mation Q → ˆ̂Q: for instance the set {ǫPC, QUD} de-
scribes a surface with the same symmetries as {ǫPC, QC}.
Listing all combinations which are not redundant, we

obtain a list given in Table VI. For each order param-
eter, we indicate whether the order parameter is con-
served under a subset of orthogonal transformations. Ne-
matic order parameters are all invariant under the ro-
tation by π around the normal, Rn, and are all modi-

fied by the rotation of ±π/2 around the normal, R
± 1

2
n .

In Table VI, pseudonematic surfaces are distinguished
from nematic surfaces by their behaviour under the trans-
formations Mˆ̂q

(a mirror operation with respect to a

plane perpendicular to the surface and containing ˆ̂q),
Rˆ̂q

(a rotation of π around the axis ˆ̂q) and the com-

position R
± 1

2
n Mn. Here, ˆ̂q = R

1
4
nq is the vector ob-

tained by rotation of π/4 around the normal to the sur-
face n, of the eigenvector of Q with positive eigenvalue,
q. These transformations satisfy the composition rela-

tions Mˆ̂q
Rˆ̂q

= Rˆ̂q
Mˆ̂q

= Mn, Mˆ̂q
Mq = Rˆ̂q

Rq = R
1
2
n ,

MqMˆ̂q
= RqRˆ̂q

= R
− 1

2
n , Mˆ̂q

Rq = Rˆ̂q
Mq = R

1
2
nMn and

MqRˆ̂q
= RqMˆ̂q

= R
− 1

2
n Mn. As for polar surfaces, these

multiplication relations restrict the set of possible con-
served and broken symmetries for each surface phase, as
invariance with respect to two transformations implies
invariance with respect to their composition. As for po-
lar surfaces, additional combinations of broken and con-
served symmetries not listed in Table VI are possible; we
find that these combinations arise from the redefinition
ˆ̂Qij = −ǫikQkj of one of the already listed surface phases
(Appendix C).
Examples of the nematic surface phases listed in Table

VI are given in Fig. 3E-F. There, we denote a surface to
be nematic if its set of order parameter includes a true
tensor Q, and pseudonematic otherwise.
We note that the Schoenflies notation we use here

refers to the symmetry properties of the phase, rather
than of individual molecules. Due to the statistical ar-
rangements of molecules within a surface element, these
symmetry properties differ in general. For instance,
molecules belonging to the symmetry group C2v in the
Schoenflies notation, with a uniform orientation and a
mirror plane of symmetry constrained to be tangent to

the surface, give rise to a C
‖
2v polar surface. Letting the

orientation axis of the molecules tilt towards one side of
the surface gives rise instead to a polar up-down surface

C
‖
s .

IV. FORCE AND TORQUE BALANCE AND

VIRTUAL WORK

The surface mechanics is described by a tension tensor
ti and a moment tensor mi, which, respectively, charac-
terize momentum flux and angular momentum flux in the
surface. The force f and torque Γ acting on an infinitesi-
mal surface line element with length dl and unit vector ν,
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Schoenflies
notation

Rotation or
rotation-reflection

axis

Order
parameters

Mn
Mq

or Mq̂

Rq

orRq̂

I Rn R
±

1
2

n R
±

1
2

n Mn Mˆ
q̂

Rˆ
q̂

number
in Fig. 3E-F

D2h

D2h

⊥
‖

Q 1 1 1 1 1 X X X X (i)

C2v ⊥ {ǫUD, Q} X 1 X X 1 X X X X (ii)
D2

D2

⊥
‖

{ǫC, Q} X X 1 X 1 X X X X (iii)

C2h ⊥ {ǫPC, Q} 1 X X 1 1 X X X X (iv)
C2 ⊥ {ǫUD, ǫC, ǫPC, Q} X X X X 1 X X X X (v)
D2d ⊥ QUD X 1 X X 1 X 1 X 1 (vi)
S4 ⊥ {ǫPC, QUD} X X X X 1 X 1 X X (vii)

TABLE VI: Schoenflies notation, order parameters, and conserved and broken symmetries for the 7 types of nematic surfaces.
An “X” stands for a broken symmetry and a 1 for a conserved symmetry. q denotes a vector going along the eigenvector of Q

with the largest eigenvalue, q̂ its rotation by π/2 around the normal, ˆ̂q its rotation by π/4 around the normal. When relevant,
the second column indicates whether the axis of rotation in the Schoenflies notation (or, for D2d and S4, the rotation-reflection
axis) is parallel (‖) or orthogonal (⊥) to the tangent plane of the surface. See Fig. 3E-F for examples of surfaces of different
types.

oriented perpendicular to the line element and tangent to
the surface, are then given by f = dlνit

i and Γ = dlνim
i.

Ignoring the moment of inertia tensor for simplicity, con-
servation of momentum and of angular momentum result
in the force and torque balance expressions (Appendix
D):

∇it
i = −f ext + ρa, (21)

∇im
i = ti × ei − Γext, (22)

where a = dv/dt is the local center-of-mass acceleration,
f ext is the external force density and Γext is the external
torque density acting on the surface (Fig. 1C).
The force and torque balance equations can be ex-

pressed in terms of the components of the tension and
moment tensors (Appendix D):

∇it
ij + Ci

jtin = −f ext,j + ρaj , (23)

∇it
i
n − Cijt

ij = −f ext
n + ρan, (24)

∇im
ij + Ci

jmi
n = ǫi

jtin − Γext,j , (25)

∇im
i
n − Cijm

ij = −ǫijtij − Γext
n , (26)

where Cij is the surface curvature tensor.
We now write the infinitesimal virtual work for an ele-

ment of surface S with closed contour C, associated to an
infinitesimal virtual surface displacement dX, as follows:

dW = dWext + dWcontour (27)

dWext =

∫

S

dS
[(

f ext − ρa
)

· dX+ Γext · dϑ
]

(28)

dWcontour =

∮

C

dlνi
(

ti · dX+mi · dϑ
)

. (29)

where we follow the form given in Ref. [25]. The infinites-
imal rotation associated with the infinitesimal shape
change dX is dϑ = 1

2∇× dX (Eq. B8). The first contri-
bution dWext corresponds to the effect of external forces

and torques acting on the surface, while the second con-
tribution dWcontour corresponds to the work associated to
forces and torques internal to the surface, acting on the
contour of the element of surface considered here. Here
the vector ν is a unit vector tangent to the surface and
normal to the contour C.
Using the force and torque balance equations 21 and

22, the infinitesimal virtual work can be re-written (see
Appendix E):

dW =

∫

S

dS

[

t
ij dgij

2
+mijDCij +mi

n(∂idϑ) · n
]

,

(30)

where expressions for the infinitesimal metric variation
dgij and the corotational curvature infinitesimal varia-
tion DCij are given in Eqs. B4 and B19. In Eq. 30, we
have introduced the modified tension and moment ten-
sors, which are coupled in the virtual work respectively
to the change of metric and the corotational curvature
change [25]:

t
ij
= tijs +

1

2

(

mikCk
j +mjkCk

i
)

(31)

mij = −mikǫk
j , (32)

where the s subscript denotes the symmetric part of the
tensor (Eq. A22). We note that with the definitions in-
troduced above for the tension and moment tensors, the
modified moment tensor m̄ij can always be symmetrized
at the cost of a redefinition of the tension tensor ti (Ap-
pendix E).

V. POLAR ACTIVE FLUID SURFACE

We now turn to a description of equilibrium and non-
equilibrium thermodynamics of polar active fluid sur-
faces. Here we use concepts from irreversible thermo-
dynamics to derive constitutive equations for a curved
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polar fluid. We restrict ourselves to the case of a polar
vector tangent to the surface, p. We consider a fluid
surface, consisting of several species α = 1...N with
concentrations cα. The local mass density is given by
ρ =

∑

αm
αcα with mα the molecular mass of species

α. The corresponding mass conservation equations are
given in Appendix D2.
In the following, we derive equilibrium tensions and

torques from a generic expression for a polar surface vir-
tual work. We then obtain the entropy production rate of
the surface close to equilibrium, and obtain linear con-
stitutive equations for the non-equilibrium generalized
fluxes.

A. Free energy and external potential

We consider here a region of surface S of a polar fluid
membrane, with free energy given by

F =

∫

S

dSf(v, cα,C,p,∇⊗ p) , (33)

with f the total free energy density, which has two con-
tributions:

f(v, cα,C,p,∇⊗p) =
1

2
ρv2+f0(c

α,C,p,∇⊗p) , (34)

where the kinetic energy is given by 1
2ρv

2 =
1
2ρ

[

viv
i + (vn)

2
]

and f0 is the free energy density in the

rest frame. The tensor ∇⊗p = ek ⊗ ∂kp is the gradient
of polarity (Eq. A31). Here we consider for simplicity a
situation at fixed temperature and where the polar vec-
tor p is tangent to the surface. The differential of f0 can
be written:

df0 = µαdcα +K : dC− h0 · dp+ π : d(∇⊗ p), (35)

where µα is the chemical potential of component α, K
is the passive bending moment, h0 and π are the forces
conjugate to the polarity field and to its gradient on the
surface. These conjugate forces are obtained by taking
partial derivatives of the free energy density f0:

µα =
∂f0
∂cα

, K =
∂f0
∂C

,

h0 =− ∂f0
∂p

, π =
∂f0

∂(∇⊗ p)
. (36)

We assume that f0 is such that K and h0 are tangent
to the surface, that K is symmetric, and that π can be
written π = ei⊗π

i. Because of invariance by rotation of
the free energy (Appendix F and Eq. 41), the differential
of the free energy density can also be written:

df0 = µαdcα +K : DC− h0 ·Dp+π : D(∇⊗ p). (37)

As C and p are tangent to the surface, DC and Dp are
also tangent to the surface (Eq. B14). We also introduce

the total molecular field h, which is decomposed in two
contributions:

h = −δF
δp

= h0 +∇jπ
j , (38)

and is not necessarily tangent to the surface. Note that
we define here the functional derivative of the functional
F [φ] through F [φ+dφ]−F [φ] =

∫

S
dS δF

δφ
dφ to first order

in dφ.
In the following we also assume that the surface is sub-

jected to an external potential:

U =

∫

S

dScαuα(X,n,p), (39)

where uα is an external potential density acting on
species α. Such a potential could be for instance gen-
erated by an external magnetic field.

B. Invariance of free energy by translation and

rotation

Using the fact that the free energy density
f0(c

α,C,p,∇⊗p) is only a function of the surface vari-
ables and does not explicitly depend on space, one ob-
tains the Gibbs-Duhem relation (Appendix F)

∇j

[

(f0 − µαcα)gi
j −KjkCik − π

j · ∂ip
]

+Cik∇jK
jk = −(∂iµ

α)cα − h · ∂ip . (40)

A similar calculation using that the free energy density
is invariant by local solid rotations, leads to the general-
ized Gibbs-Duhem relation (see Appendix F):

π
i × ∂ip+ (πi · ∂jp)ǫijn = h0 × p+C×1 K+C×2 K .

(41)

where the notations for cross-product of tensors is intro-
duced in Appendix A. These relations are valid at and
out of equilibrium, and reflect a mathematical relation
between the surface variables and their conjugated forces
in the free energy. These arise from the form of the free
energy, which does not depend on the position or orien-
tation of the surface in space.

C. Equilibrium relations

To obtain equilibrium relations and expressions for the
equilibrium tensions and torques, we consider changes of
free energy associated with an infinitesimal virtual sur-
face displacement dX, virtual change of polarity dp and
change of concentration dcα of the component α. There-
fore, we write that for a surface patch S enclosed by the
contour C, the variation of F0 =

∫

S
dSf0 is:

dF0 = dW +

∫

S

dS[−h ·Dp+ µαd̄cα] +

∮

C

dlνiπ
i ·Dp ,

(42)
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where dW is the mechanical differential work associated
with the surface deformation (Eqs. 27 and 30). The
corotational differential Dp has been defined in Eq. 1.
In this equation, the molecular field h couples to the coro-
tational variation of the tangent polarity vector p, while
π

i is the internal molecular field coupled to corotational
variation of p at the boundary of the patch S. The chem-
ical potential µα couples to the variation of concentration
of molecular species α which does not arise from dilution,
d̄cα defined in Eq. B7. For surfaces perturbations where
the polarity rotates with the surface, Dp = 0, and the
concentration fields change only by geometric dilution,
d̄cα = 0, the variation of free energy is equal to the work
dW associated with the surface deformation.
Similarly, the variation of the external potential U has

a mechanical contribution, corresponding to the work
dWext (Eq. 27), and contributions from the variations
in the polar field Dp and the concentration fields d̄cα:

dU = −dWext +

∫

S

dS[hext ·Dp− µext,αd̄cα] , (43)

where external molecular field hext and external chemical
potential µext,α are defined by:

hext =
δU

δp
, (44)

µext,α =− δU

δcα
. (45)

We assume that U is such that hext is tangent to the
surface. Eqs 42 and 43 can be combined such that:

dF0 + dU =

∫

S

dS
[

(hext − h) ·Dp+ (µα − µext,α)d̄cα
]

+ dWcontour +

∮

C

dlνiπ
i ·Dp . (46)

The equilibrium tension and moment tensors can be
obtained by calculating the infinitesimal change of sur-
face free energy 35 under a surface deformation, and us-
ing the expression of the virtual work, Eq. 30 together
with the equilibrium condition 42. This procedure then
gives (Appendix G1 a):

tije =(f0 − µαcα)gij −KikCk
j − π

i · ∂jp , (47)

tie,n =∇jK
ji + ǫij

[

Γext,j
e − (h× p) · ej

]

, (48)

mi
e =K

ikǫk
jej + p× π

i . (49)

The last term in Eq. 47 is the surface tension tensor
arising from distortion of the polar field; γgij − π

i · ∂jp
with γ = f0−µαcα is the equivalent, for a surface, of the
Ericksen stress tensor in a liquid crystal [27, 28]. The
expression for the normal component of the equilibrium
tension tensor tie,n arises from the tangential torque bal-
ance Eq. 25, and involves the external tangential torque
density acting on the surface.
To obtain external forces, external torques and molecu-

lar field deriving from an external potential U , we obtain

the differential dU from the potential U defined in Eq.
39, and use the equilibrium condition 43 and external
virtual work 28 to identify f exte , Γext

e , hext, and µext,α.
One then obtains (Appendix G1b):

f exte = −cα ∂u
α

∂X
, (50)

Γext
e = cα

(

∂uα

∂n
× n+

∂uα

∂p
× p

)

, (51)

hext = cα
∂uα

∂p
, (52)

µext,α = −uα . (53)

Next, minimising the total free energy Ftot = F0 + U
with respect to the polarity field p and the concentration
fields cα at fixed surface shape, results in the equilibrium
relations for the tangential part of the molecular field and
for the chemical potential, using Eq. 46:

hi =hext,i , (54)

µα =µext,α . (55)

We now discuss relations between equilibrium tensions
and torques and invariance of the surface properties un-
der a rigid translation or rotation, Eqs. 40 and 41. Using
the expressions for the equilibrium tensors 47-49 and the
relations G15 and G16, the Gibbs-Duhem relations 40
and 41, obtained by invariance of the free energy under
solid translations and rotations, can be re-written in the
simpler form

∇it
ij
e + Ci

jtie,n + f ext,j
e =(hexti − hi)∇jpi

+ cα∂j(µext,α − µα) ,
(56)

∇im
i
n,e − Cijm

ij
e + ǫijt

ij
e + Γext

e,n =ǫij(hexti − hi)pj .

(57)

The right-hand sides of these two equations vanish when
the equilibrium equations for the concentration field (Eq.
55) and for the polar field (Eq. 54) are satisfied. In that
case the left-hand sides of these two equations also vanish,
corresponding to the tangential force balance Eq. 23 and
normal torque balance Eq. 26, applied to equilibrium
tension, moments, external force and torque densities.
Overall, at equilibrium the tangential force balance

equation and normal torque balance equations are sat-
isfied by expressing the chemical potential balance µα =
µext,α and that the polar field is at equilibrium, Eq. 54.
The tangential torque balance expression gives the ex-
pression of the normal tension tin, Eq. 48. The remaining
normal force balance equation following from Eq. 24:

∇it
i
e,n − Cijt

ij
e = −f ext

e,n , (58)

together with the equilibrium relation for the tension ten-
sor tie, Eqs. 47 and 48, and for the external force density
Eq. 50, is an equation for the equilibrium shape of the
surface.
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D. Entropy production rate

We can now calculate the entropy production, by cal-
culating the time derivative of the surface free energy. We
consider a region of surface S enclosed by a contour C,
which can deform in three dimensions. We consider a sit-
uation where the contour C is deforming with the surface.
We also consider that the total external force density f ext

and external torque density Γext have a conservative part
arising from an external potential U , which are written
f exte , Γext

e , with corresponding definitions given in Eqs.
50 and 51. We consider that species α can change due to
the surface tangent flux Jα and due to a source term rα

arising from chemical reactions. Corresponding balance
equations for the concentration of species α in the surface
are discussed in Appendix D2. The total flux Jα can be
separated into a part that depends on the center-of-mass
velocity, cαvα, and a relative flux jα. The rate of the
total free energy change Ftot = F + U is calculated in
Appendix H1, and we obtain:

Ḟtot =

∫

S

dS
{

−
(

t
ij − t

ij
e

)

vij − (mij −mij
e )DtCij

− (mi
n −mi

n,e)ωin − (h− hext) ·Dtp

+ (µα − µext,α)rα + jα,i∂i(µ
α − µext,α)

+ (f ext − f exte ) · v + (Γext − Γext
e ) · ω

}

+

∮

C

dlνi
[

ti · v +mi · ω + π
i ·Dtp

−(µα − µext,α)jα,i
]

, (59)

where we have introduced the gradient of flow vij , the
vorticity ω, the normal vorticity gradient ωin and the
corotational derivative of the curvature tensor DtCij ,
which are given by:

vij =
1

2
(∇ivj +∇jvi) + Cijvn , (60)

ω =ǫij(∂jvn − Cjkv
k)ei +

1

2
ǫij(∇ivj)n , (61)

ωin =(∂iω) · n = ∂iωn − Ci
jωj , (62)

DtCij =−∇i(∂jvn)− vnCikC
k
j + vk∇kCij

+ ωn(ǫi
kCkj + ǫj

kCki) , (63)

and

µα = µα − mα

m1
µ1, µext,α = µext,α − mα

m1
µext,1 , (64)

are the relative chemical potential of species α. Here we
have made the arbitrary choice of taking chemical poten-
tials relative to the chemical potential of species α = 1,
which in practice can be chosen to be the solvent. As a
result, the sum over species α in Eq. 59 can be taken for
α = 2...N . If one considers I = 1..M chemical reactions,
the contribution (µα − µext,α)rα can be rewritten as a

sum over chemical reactions (Appendix D 2):

(µα − µext,α)rα = −
∑

I

∆µIrI , (65)

where ∆µI =
∑

I a
α,I(µα−µext,α) with aα,I the stoichio-

metric coefficients for α in reaction I, and rI the rate of
reaction I as defined in Eq. D9. In the following we
consider a single chemical reaction between a fuel and its
product; such that (µα − µext,α)rα = −r∆µ with r the
rate of fuel consumption and ∆µ the chemical potential
of conversion of fuel to the product.
For an isothermal surface, the free energy density

evolves according to the balance equation (Eq. D13):

∂tf +∇i(fv
i + jf,i) + vnCi

if = Jf
n − Tθ , (66)

where Jf
n and jf,i are respectively the normal flux of free

energy and tangential flux relative to the center of mass
of free energy, and the entropy production rate within
the surface is denoted θ. Using Eq. D14, identification
with the rate of change of free energy then gives the rate
of entropy production within the surface:

Tθ =
(

t
ij − t

ij
e

)

vij + (mij −mij
e )DtCij

+ (mi
n −mi

n,e)ωin + (h− hext) ·Dtp

+ r∆µ− jα,i∂i(µ
α − µext,α) , (67)

and the flux of free energy with normal and tangential
components:

Jf
n = (f ext − f exte ) · v + (Γext − Γext

e ) · ω , (68)

jf,i = −ti · v −mi · ω − π
i ·Dtp+ (µα − µext,α)jα,i.

(69)

Here we have assumed that external forces and torques
do not contribute to the surface entropy production. The
conjugate fluxes and forces can be read from the entropy
production rate Eq. 67 and are listed in Table VII.

E. Constitutive equations

To obtain constitutive equations, we perform a linear
expansion of thermodynamic fluxes into thermodynamic
forces listed in Table VII [29]. We discuss coupling terms
that are allowed for different types of polar surfaces clas-
sified in section III.

1. Polar surfaces

We first consider true polar surfaces, associated with a
vectorial order parameter p. The deviatoric parts of the
stress and moment tensors, the convected time derivative
of the polarity field, the flux of species α, relative to the
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Flux Force

In-plane deviatoric tension tensor

t
ij
d = t

ij
− t

ij
e

In-plane shear tensor vij

In-plane deviatoric bending moment tensor

mij

d = mij −mij
e

Bending rate tensor DtCij

Normal deviatoric moment
mi

n, d = mi
n −mi

n,e

Vorticity gradient ωin = (∂iω) · n

Convected, corotational derivative of
polarity Dtp

i

Deviatoric molecular field
hi
d = hi − hext,i

Rate of fuel consumption r Fuel hydrolysis chemical potential ∆µ

Flux of species α = 2., .N , jα,i Deviatoric gradient of relative chemical potential
of species α = 2...N , −∂iµ̄

α
d = −∂i(µ̄

α − µ̄ext,α)

TABLE VII: List of conjugate forces and fluxes for an active fluid polar surface.

centre of mass and the rate of fuel consumption can be
decomposed as

t
ij

d = t
ij

0 + ǫUDt
ij

UD + ǫCt
ij

C + ǫPCt
ij

PC,

mij
d = mij

0 + ǫUDm
ij
UD + ǫCm

ij
C + ǫPCm

ij
PC,

mi
n,d = mi

n0 + ǫUDm
i
nUD + ǫCm

i
nC + ǫPCm

i
nPC

Dtp
i = P i

0 + ǫUDP
i
UD + ǫCP

i
C + ǫPCPPC

jα,i = jα,i0 + ǫUDj
α,i
UD + ǫCj

α,i
C + ǫPCj

α,i
PC

r = r0 + ǫUDrUD + ǫCrC + ǫPCrPC , (70)

where t
ij

0 is the part of the stress tensor that exists for

any surface, t
ij

UD correspond to terms present when the

surface breaks up-down symmetry, t
ij

C exist for chiral sur-

faces, and t
ij

PC for planar-chiral surfaces. Similar rules ap-
ply for the decomposition of other thermodynamic fluxes.
To express constitutive equations for each of the com-

ponents, one can then write possible terms of the ex-
pansion at linear thermodynamic fluxes into generalized
thermodynamic forces, and ask whether the correspond-
ing terms break the symmetries Mn, Mt, Rt, I, accord-
ing to the signatures given in section III. To check which
symmetries are broken or satisfied by couplings in the

constitutive equations, we note that t
ij

is a true tensor,
whereas mij is a pseudotensor with signature −1 under
Mn, Rt, I and signature +1 under Mt, Rn. Indeed, mij

is the product of mij and the tensor ǫij (Eq. 32). mij

is proportional to a torque (Eq. D2) and has therefore
signature −1 under the mirror and inversion symmetries
Mn,Mt, I. The tensor ǫ

ij has signature −1 underMt, Rt

and +1 under Mn, Rn, I. Also, mn = mi
nei is a pseudo-

vector with signature −1 under Mt, Rt and +1 under
Mn, Rn, I, since n is a pseudo-vector with signature −1
under Mn, Rt, I and +1 under Mt, Rn. These observa-
tions can be summarized in the Table of transformation
VIII.
The corresponding constitutive equations for polar sur-

faces are given in Appendix I. Because many coupling
terms are possible, for simplicity we have imposed some
restrictions on the coupling terms considered. We limit

Mn Mt Rt I Rn

t
ij

1 1 1 1 1

mij -1 -1 1 -1 1

mij -1 1 - 1 -1 1

mi
n 1 -1 -1 1 1

TABLE VIII: Signatures of tension and moment tensors under
a set of linear transformations.

ourselves to an expansion of phenomenological coeffi-
cients to first order in the curvature tensor, the po-
larity vector and its associated nematic tensor qij =

pipj − 1
2p

2gij . Viscous coupling terms between t̄ijd , m̄
ij ,

mi
n,d and vij , DtCij , ωin and diagonal coupling terms be-

tween a flux and its conjugated force that are dependent
on the polarity vector and on the curvature tensor are
not listed. We do not include cross-couplings between
the various mechanical tensors and the molecular field h

that depend on the curvature tensor. Also, we do not in-
clude cross-coupling terms involving the gradient of the
chemical potential, ∂iµ̄

α
d , except for active couplings of

the relative flux jα with the fuel hydrolysis chemical po-
tential, ∆µ. Finally, we do not write active terms which
are proportional to the gradient of the polarity, ∂ip.

We give below the contributions to constitutive equa-
tions which depend on the polarity vector. Viscous terms
and curvature-coupling terms for in-plane isotropic, chi-
ral and planar-chiral surfaces, which do not depend on
the polarity vector, were derived in Ref. [25]. The
polarity-dependent contributions to the deviatoric con-
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tributions to the tension tensor then read

t
ij

0 =
ν

2
(pihjd + pjhid − hkdpkg

ij) + ν′hkdpkg
ij + ζn∆µq

ij

t
ij

UD =ζ̃n∆µq
klCklg

ij + ζ̃′nq
ijCk

k∆µ

t
ij
C =ζCn∆µ(ǫ

ikqk
lCl

j + ǫjkqk
lCl

i)

+ ζ̃Cn∆µ(ǫ
ikCk

lql
j + ǫjkCk

lql
i)

t
ij

PC =
νPC

2
(ǫikh

k
dp

j + ǫjkh
k
dp

i − ǫlkh
k
dp

lgij)

+ ν′PCǫklp
khldg

ij + ζPCn∆µǫ
ikqk

j , (71)

where we use the notation hid = hi − hext,i for the devia-
toric molecular field, and we have introduced the nematic
tensor that can be constructed from the polar order pa-
rameter p:

qij = pipj − 1

2
p2gij . (72)

We do not restrict ourselves here to |p| = 1; although
we note that the modulus of p is not in general a hy-
drodynamic variable, except close to a polar/non-polar
transition. In the linear expansion of thermodynamic
fluxes into thermodynamic forces, we have used that the
tensor ǫikqk

j is symmetric (Eq. A45) and that qi
kǫkj =

−ǫikqkj (Eq. A46). To avoid introducing redundant cou-

plings, we have also used that [ǫikpkh
j
d]s = [ǫikh

k
dp

j]s −
ǫklp

khldg
ij as well as the identities which follow from Eqs

A42-A43, [Cikq
k
j ]s = [qikC

k
j ]s = 1

2Ck
kqij +

1
2Cklq

klgij .
Here we use the notation [·]s for the symmetric part of
a tensor, as defined in Eq. A22. We find only two inde-
pendent active terms in the contribution t̄ijC proportional
to [ǫqC]s and [ǫCq]s, due to the tensor product iden-
tities qǫC = −ǫqC, Cǫq = −Cqǫ, [Cqǫ]s = −[ǫqC]s
and [qCǫ]s = −[ǫCq]s, as well as the two relations which
follow from Eqs. A42 and A43:

[ǫikC
klqlj ]s =

1

2
Ck

kǫikq
k
j −

1

2
ǫklq

lmCm
kgij , (73)

[ǫikq
klClj ]s =

1

2
Ck

kǫikq
k
j +

1

2
ǫklq

lmCm
kgij . (74)

The deviatoric contributions to the moment tensor m̄ij
d

which depend on the polarity vector p read:

mij
0 =ζ̃cn∆µq

klCklg
ij + ζ̃′cn∆µq

ijCk
k

mij
UD =

β

2
(pihjd + pjhid − pkh

k
dg

ij) + β′pkh
k
dg

ij + ζcn∆µq
ij

mij
C =

βC
2
(ǫikh

k
dp

j + ǫjkh
k
dp

i − ǫlkh
k
dp

lgij) + β′
Cǫ

k
lpkh

l
dg

ij

+ ζcCn∆µǫ
ikqk

j

mij
PC =ζcPCn∆µ(ǫ

ikqk
lCl

j + ǫjkqk
lCl

i)

+ ζ̃cPCn∆µ(ǫ
ikCk

lql
j + ǫjkCk

lql
i) , (75)

where to list independent terms, we have used the same
relations as for the tension tensor t̄ij . In Eq. 75, we

also have only introduced symmetric contributions to the
bending moment tensor m̄ij . We find the following con-
tributions to the tensor mn:

mi
n0 = χp∆µǫ

ijpj + ψ ǫijh
j
d

mi
nUD = (χpǫ

i
kC

kj + χ′
pǫ

j
kC

ki)∆µpj

mi
nC = (χCpC

ij + χ′
CpCk

kgij)∆µpj

mi
nPC = χPCp∆µp

i + ψPCh
i
d . (76)

We have used the relation ǫikC
kj = ǫjkC

ki+Ck
kǫij (Eq.

A45) to avoid redundant couplings in the equation for
the normal moment tensor mnUD.

In the equations above, active coupling coefficients
with the nematic tensor qij are denoted with a subscript
“n”, while active polar coupling coefficients with the po-
lar vector p are denoted with a subscript “p”. Terms
contributing to the dynamics of the polarity field reads:

P i
0 =

1

γ
hid − νṽijpj − ν′vk

kpi + λ∆µpi + ψ ǫijωjn

P i
UD =− βpjDtC̃

ij − β′piDtCk
k

+ λUD∆µC
ijpj + λ′UD∆µC

j
jp

i

P i
C =βCǫ

i
kDtC̃

kjpj + β′
Cǫ

ijpjDtCk
k

+ (λCǫ
i
kC

kj + λ′Cǫ
j
kC

ki)pj∆µ

P i
PC =

1

γPC
ǫijh

j
d + νPCǫ

i
kṽ

kjpj + ν′PCvk
kǫijpj

+ λPC∆µǫ
ijpj − ψPCω

i
n , (77)

where we have introduced the notation Ãij = Aij −
1
2Ak

kgij for the traceless part of a tensor Aij . Here
1/γPC is an odd inverse rotational viscosity, analogous
to odd or Hall viscosities that can arise in surfaces with
broken planar-chiral symmetry (Appendix I). Note that
1/γPC can be nonzero in systems close to equilibrium
only if time-reversal symmetry is broken, for example in
the presence of a magnetic field. If time-reversal sym-
metry holds, Onsager symmetry require this odd inverse
rotational viscosity to vanish.

The flux of species α = 2...N , relative to the centre of
mass has different contributions which are dependent on
the polarity vector and are given by:

jα,i0 = καpp
i∆µ

jα,iUD = (καUDpC
ij + κ′αUDpCk

kgij)pj∆µ

jα,iC = (καCpǫ
i
kC

kj + κ′αCpǫ
j
kC

ki)pj∆µ

jα,iPC = καPCpǫ
ijpj∆µ , (78)

where we have used the relation ǫikC
kj = ǫjkC

ki+Ck
kǫij

to avoid redundant couplings in the equation for jC. Fi-
nally, the rate of fuel consumption has the following con-
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tributions which depend on the polarity vector:

r0 =− ζnv
ijqij − (ζ̃cnq

klCklg
ij + ζ̃′cnCk

kqij)DtCij

− χpǫ
ijpjωin + λpih

i
d − καpp

i∂iµ̄
α
d (79)

rUD =− (ζ̃nq
klCklg

ij + ζ̃′nq
ijCk

k)vij − ζcnq
ijDtCij

− (χpǫ
i
kC

kj + χ′
pǫ

j
kC

ki)pjωin

+ (λUDC
ij + λ′UDCk

kgij)pjhd,i

− (καUDpC
ij + κ′αUDpCk

kgij)pj∂iµ̄
α
d (80)

rC =− (2ζCnǫ
ikqklC

lj + 2ζ̃Cnǫ
ikCklq

lj)vij

− ζcCnǫ
ikqk

jDtCij

− (χCpC
ij + χ′

CpCk
kgij)pjωin

+ (λCǫ
i
kC

kj + λ′Cǫ
j
kC

ki)pjhd,i

− (καCpǫ
i
kC

kj + κ′
α
Cpǫ

j
kC

ki)pj∂iµ̄
α
d (81)

rPC =− ζPCnǫ
ikqk

jvij

− (2ζcPCnǫ
ikqk

lCl
j + 2ζ̃cPCnǫ

ikCk
lql

j)DtCij

− χPCpp
iωin + λPCǫ

ijpjhd,i − καPCpǫ
ijpj∂iµ̄

α
d .

(82)

In the equations above, coefficients containing the let-
ters ν, β, ζ, χ and ψ are all reactive. Coefficients contain-
ing the letters γ, λ and κ are dissipative. The Onsager
symmetry relations impose symmetry relations between
couplings which are reactive or dissipative. Couplings
which relate flux and forces with the same signature un-
der time reversal are reactive and are antisymmetric.
Conversely, couplings which relate flux and forces with
opposite signatures under time reversal are dissipative
and are symmetric.

2. Pseudopolar surfaces

We now discuss pseudopolar surfaces. As discussed
in section III, several combinations of pseudoscalar and
pseudovector order parameters can be used to describe
the order of a surface, such that only two physically dis-
tinct pseudopolar surfaces exist. Here we consider sur-
faces described by the order parameter pC and by the
combination {ǫPC,pC}. We note that for surfaces whose
order is described by a pseudovector pC, a true nematic
tensor qij = piCp

j
C− 1

2pC,k p
k
Cg

ij can be defined. We then
obtain the following constitutive equations, writing here
only terms that depend on the pseudopolar vector (other

terms are given in Appendix I):

t
ij

d =ζn∆µq
ij +

ν

2
(piCh

j
C,d + pjCh

i
C,d − hkC,dpC,kg

ij)

+ ν′hkC,dpC,kg
ij + ǫPC

[

ζPCn∆µǫ
ikqk

j

+
νPC

2
(ǫikh

k
C,dp

j
C + ǫjkh

k
C,dp

i
C − ǫlkh

k
C,dp

l
Cg

ij)

+ν′PCǫklp
k
Ch

l
C,dg

ij
]

(83)

mij
d =ζ̃cnq

klCklg
ij∆µ+ ˜ζ′cnq

ijCk
k∆µ

+ ǫPC

[

ζcPCn∆µ(ǫ
ikqk

lCl
j + ǫjkqk

lCl
i)

+ζ̃cPCn∆µ(ǫ
ikCk

lql
j + ǫjkCk

lql
i)
]

(84)

mi
n,d = (χCpC

i
j + χ′

CpCk
kgij)p

j
C∆µ

+ ǫPC(χpǫ
ikCkj + χ′

pǫjkC
ki)pjC∆µ (85)

Dtp
i
C =

1

γ
hiC,d − νṽijpC,j − ν′vk

kpiC + λ∆µpiC

+ ǫPC

[

1

γPC
ǫijh

j
C,d + νPCǫ

ikṽkjp
j
C

+ν′PCvk
kǫijpC,j + λPC∆µǫ

i
jp

j
C

]

(86)

jα,i =(καCpǫ
ikCkj + κ′αCpǫjkC

ki)pjC∆µ

+ ǫPC(κ
α
UDpC

i
j + κ′αUDpCk

kgij)p
j
C∆µ (87)

r =− ζnv
ijqij − (ζ̃cnq

klCklg
ij + ζ̃′cnCk

kqij)DtCij

− (χCpC
ij + χ′

CpCk
kgij)p

j
Cωin

+ λpC,ih
i
Cd − (καCpǫ

ikCkj + κ′αCpǫjkC
ki)pjC∂iµ̄

α
d

− ǫPC

[

−λPCǫijp
j
Ch

i
C,d + ζPCnǫ

ikqk
jvij

+(χpǫ
i
kC

kj + χ′
pǫ

j
kC

ki)pjωin

+(καUDpC
ij + κ′αUDpCk

kgij)pC,j∂iµ̄
α
d

+(2ζcPCnǫ
ikqk

lCl
j + 2ζ̃cPCnǫ

ikCk
lql

j)DtCij

]

.

(88)

In the above, we have used the notation for the molecular
field associated to the pseudovector, hC = − δF

δpC
. All the

couplings in these equations were already introduced for
polar surfaces, and only a subset of couplings for polar
surfaces are permitted for pseudopolar surfaces.

VI. NEMATIC ACTIVE FLUID SURFACES

We discuss here nematic surfaces by introducing a
traceless nematic order parameter Q on the surface, tan-
gent to the surface. Our analysis follows the same pre-
sentation as the previous section for polar surfaces. The
force and torque balance equations 21 and 22 also apply
here for a nematic surface.
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A. Free energy and external potential

We consider here a region of surface S of a multicom-
ponent nematic fluid membrane, with free energy given
by

F =

∫

S

dSf(v, cα,C,Q,∇⊗Q) , (89)

where the total free energy density f has two contribu-
tions:

f(v, cα,C,Q,∇⊗Q) =
1

2
ρv2 + f0(c

α,C,Q,∇⊗Q) ,

(90)
with f0 is the free energy density in the rest frame. The
tensor ∇ ⊗ Q = ek ⊗ ∂kQ is the gradient of nematic
tensor (Eq. A33). We introduce conjugated fields to the
thermodynamic variables, such that the differential of the
free energy density f0 reads:

df0 = µαdcα +K : dC−H0 : dQ+Π
... d(∇⊗Q) ,

(91)

where in addition to the chemical potential µα and the
passive bending moment tensor K, we have introduced
the force conjugate to the nematic order parameter, H0,
and the force conjugate to the gradient of the nematic
order parameter, Π. These conjugate forces are obtained
by taking partial derivatives of the free energy density f0:

µα =
∂f0
∂cα

, K =
∂f0
∂C

,

H0 =− ∂f0
∂Q

, Π =
∂f0

∂(∇⊗Q)
. (92)

We assume that f0 is such that K and H0 are tangent
to the surface, that H0 is symmetric traceless, and that
one can write Π = ei ⊗Πi, with the tensor Πk taken to
satisfy Πk

ij = Πk
ji, Π

k
ni = Πk

in and Πk
nn = 0.

Because of rotation invariance of the free energy (Ap-
pendix F and Eq. 97), the differential of the free energy
density can also be written:

df0 = µαdcα+K : DC−H0 : DQ+Π
... D(∇⊗Q). (93)

As C and Q are tangent to the surface, DC and DQ

are also tangent to the surface (Appendix B 3). We note
that as Q is tangent, symmetric and traceless, DQ is also
tangent, symmetric and traceless (Appendix B 3).
The total force conjugate to the nematic field, H =

− δ̃F
δQ

, reads

H = H0 +∇iΠ
i − 1

2
(∇iΠ

ij
j)ek ⊗ ek . (94)

where we have imposed that the tangential part Hij is
symmetric traceless, and we have used that H0 is tan-
gent, symmetric and traceless, and that the tangent part
of the tensor ∇kΠ

k is symmetric since (∇kΠ
k) · (ei ⊗

ej) = ∇kΠ
k
ij +Πk

njCki +Πk
inCkj .

As for polar surfaces, we assume that the surface is
subjected to an external potential:

U =

∫

S

dScαuα(X,n,Q), (95)

where uα is an external potential density acting on
species α. Here again, the external potential could be
provided by an external magnetic field.

B. Invariance of free energy by rotation and

translation

Using the fact that the free energy density
f0(c

α,C,Q,∇ ⊗ Q) is only a function of the surface
variables and does not explicitly depend on space, one
obtains the Gibbs-Duhem relation (Appendix F)

∇j

[

(f0 − µαcα)gi
j −KjkCik −Πj : ∂iQ

]

+ Cik∇jK
jk

= −(∂iµ
α)cα −H : ∂iQ .

(96)

Invariance by rotation of the free energy also leads to
the following identity, which can be seen as a generalized
Gibbs-Duhem relation:

Πk ×1 ∂kQ+Πk ×2 ∂kQ+ ǫi
j(Πi : ∂jQ)n =

H0 ×1 Q+H0 ×2 Q+C×1 K+C×2 K , (97)

where we use a notation for the cross-product of tensors
introduced in Appendix A.

C. Equilibrium relations

To obtain equilibrium relations and expressions for the
equilibrium tensions and torques, we consider changes of
free energy associated to an infinitesimal virtual surface
displacement dX, virtual change of nematic tensor dQ
and change of concentration dcα of the component α.
Therefore, we write that for a patch of surface S enclosed
by the contour C, the variation of F0 =

∫

S dSf0 is:

dF0 = dW +

∫

S

dS[−H : DQ+ µαd̄cα] +

∮

C

dlνiΠ
i : DQ .

(98)

The corotational differential DQ has been defined in Eq.
3. In this equation, the molecular field H couples to
the tangent nematic tensor Q, while Π is the internal
molecular field coupled toQ on the contour of the surface
patch, C. As for polar surfaces, the chemical potential
µα couples to the variation of concentration of molecular
species α which does not arise from geometric dilution,
d̄cα defined in Eq. B7. For surfaces perturbations where
the nematic tensor rotates with the surface, DQ = 0, and
where the concentration fields change only by geometric
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dilution, d̄cα = 0, the variation of free energy is equal to
the work associated with the surface deformation, dW .
Similarly, the variation of the external potential U has

a mechanical contribution, corresponding to the work
dWext (Eq. 27), and contributions from the variations
in the nematic field DQ and the concentration field d̄c:

dU = −dWext +

∫

S

dS[Hext : DQ− µext,αd̄cα] , (99)

where external molecular field Hext and external chemi-
cal potential µα,ext

e are defined by:

Hext =
δU

δQ
, (100)

µα,ext =− δU

δcα
. (101)

We assume that U is such that that Hext is traceless,
symmetric and tangent to the surface. As a result the
variation of the total free energy F0 + U reads:

dF0 + dU =

∫

S

dS[(Hext −H) : DQ+ (µα − µext,α)d̄cα]

+ dWcontour +

∮

C

dlνiΠ
i : DQ . (102)

For a nematic surface with the free energy differential
introduced in Eq. 91, we then obtain (Appendix G2):

tije =(f0 − µαcα)gij −KikCk
j −Πi : ∂jQ (103)

tie,n =∇jK
ji + ǫij

[

Γext
e − (H×1 Q+H×2 Q)

]

· ej
(104)

mi
e =K

ikǫk
jej −Πi ×1 Q−Πi ×2 Q . (105)

The expression for the normal component of the equilib-
rium tension tensor tie,n arises from the tangential torque
balance Eq. 25, and involves the external tangential
torque density acting on the surface.
The external forces, external torques, molecular field

H and external molecular potential µext,α deriving from
the external potential U read (Appendix G2 b):

f exte = −cα ∂u
α

∂X
(106)

Γext
e = cα

(

∂uα

∂n
× n+

∂uα

∂Q
×1 Q+

∂uα

∂Q
×2 Q

)

(107)

Hext = cα
∂uα

∂Q
(108)

µext,α = −uα . (109)

Imposing that the total free energy F0+U is minimised
at equilibrium also results in the equilibrium relations
for the tangential part of the molecular field and for the
chemical potential:

Hij =Hext,ij , (110)

µα =µext,α . (111)

Using these expressions for the equilibrium tensors, the
Gibbs-Duhem relations 96 and 97, obtained by invari-
ance of translations and rotations, can be rewritten in
the simpler form, using Eqs. G30 and G31:

∇it
ij
e + Ci

jtie,n + f ext,j
e =(Hext

ik −Hik)∇jQik

+ cα∂j(µext,α − µα) ,
(112)

∇im
i
n,e − Cijm

ij
e + ǫijt

ij
e + Γext

e,n =2(Hext,ij −Hij)Qikǫj
k .

(113)

At equilibrium, the conditions 111 and 110 imply that the
right-hand side of these two equations cancel; such that
Eqs. 112 and 113 are then equivalent to the tangential
force balance and normal torque balance.

D. Entropy production

For a nematic surface, the rate of change of the total
free energy Ftot = F + U reads:

Ḟtot =

∫

S

dS
{

−
(

t
ij − t

ij
e

)

vij − (mij −mij
e )DtCij

− (mi
n −mi

n,e)ωin − (H−Hext) : DtQ

+ (µα − µext,α)rα + jα,i∂i(µ
α − µext,α)

+ (f ext − f exte ) · v + (Γext − Γext
e ) · ω

}

+

∮

C

dlνi
[

ti · v +mi · ω +Πi : DtQ

−(µα − µext,α)jα,i
]

. (114)

As for polar surface, we consider a single chemical reac-
tion between a fuel and its product, such that we rewrite
the term (µα − µext,α)rα = −r∆µ with r the rate of fuel
consumption and ∆µ the chemical potential of conver-
sion of fuel to product. Using Eq. D14, we then identify
the entropy production rate introduced in Eq. 66:

Tθ =
(

t
ij − t

ij
e

)

vij + (mij −mij
e )DtCij

+ (mi
n −mi

n,e)ωin + (Hij −Hext,ij)DtQij

+ r∆µ − jα,i∂i(µ
α − µext,α) , (115)

and the normal and tangential fluxes of free energy:

Jf
n =(f ext − f exte ) · v + (Γext − Γext

e ) · ω (116)

jf,i =− ti · v −mi · ω −ΠijkDtQjk

+ (µα − µext,α)jα,i . (117)

Here we have assumed that external forces and torques
do not contribute to the surface entropy production.
In Table IX, we list the corresponding conjugate fluxes
and forces that can be read from the expression for the
entropy production rate, Eq. 115. There we intro-
duce the deviatoric molecular field, the tangent tensor
Hij

d = Hij −Hext,ij , and the deviatoric chemical poten-
tial, µα

d = µα − µext,α.
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Flux Force

In-plane deviatoric tension tensor t
ij

d In-plane shear tensor vij
In-plane deviatoric bending moment tensor mij

d Bending rate tensor DtCij

Normal deviatoric moment mi
n, d Vorticity gradient ωin = (∂iω) · n

Convected, co-rotational derivative of nematic tensor DtQij Deviatoric molecular field Hd,ij = Hij −Hext

ij

Rate of fuel consumption r Fuel hydrolysis chemical potential ∆µ

Flux of species α = 2...N , jα,i Deviatoric gradient of relative chemical potential
of species α = 2...N , −∂iµ

α
d = −∂i(µ

α − µext,α)

TABLE IX: List of conjugate forces and fluxes for an active fluid nematic surface.

E. Constitutive equations

We now obtain constitutive equations for different
types of nematic surfaces, as illustrated in Fig. 3.

1. Nematic surfaces

The deviatoric part of the stress and moment ten-
sor can be decomposed as in Eq. 70. In writing down
these relations, the nematic couplings already present in
Eqs. 71-75 carry over here, with Qij replacing qij . When-
ever possible we give the same name to phenomenological
coefficients which resemble those already introduced for
a polar surface. As for polar surfaces, for the sake of sim-
plicity we make a number of restrictions on couplings: we
do not include couplings between the various mechanical
tensors and the deviatoric molecular field Hij

d that de-
pend on the curvature tensor. Couplings are included to
linear order in the curvature tensor C and in the nematic
tensor Q, except for diagonal coupling terms whose de-
pendency in C and Q is not written. Viscous coupling
terms between t̄ijd , m̄

ij , mi
n,d and vij , DtCij , ωin that

are dependent on the nematic and curvature tensors are
not listed. We do not include cross-coupling terms in
the gradient of the chemical potential, ∂iµ̄

α
d or the flux

jα,i, except for active couplings with the fuel hydrolysis
chemical potential, ∆µ.
Below we only list terms which involve the nematic

tensor Qij and the deviatoric molecular field Hij
d ; the

complete constitutive equations are given in Appendix I.
The contributions to the tension tensor which depend on
the nematic tensor Q read:

t
ij
0 =νHij

d + ν′QklH
kl
d g

ij + ζn∆µQ
ij

t
ij

UD =ζ̃n∆µQ
klCklg

ij + ζ̃′n∆µQ
ijCk

k

t
ij

C =ζCn∆µ(ǫ
ikQk

lCl
j + ǫjkQk

lCl
i)

+ ζ̃Cn∆µ(ǫ
ikCk

lQl
j + ǫjkCk

lQl
i)

t
ij
PC =νPCǫ

i
kH

kj
d + ν′PCǫ

klQkmH
ml
d gij

+ ζPCn∆µǫ
ikQk

j , (118)

where we have used that [QikH
k
d j ]s = 1

2QklH
kl
d gij ,

that [ǫQHd]s = [QHdǫ]s = [HdǫQ]s = −[ǫHdQ]s =

−[HdQǫ]s = −[QǫHd]s and that [ǫikQd,klH
lj
d ]s =

1
2ǫ

klQlm
d Hd,mkg

ij , which follows from Hd and Q being
tangent, symmetric and traceless (Eqs. A47-A48), to
avoid redundant couplings. We also note that the tensor
ǫikQk

j is symmetric. We find only two independent ac-
tive terms in the contribution t̄ijC proportional to [ǫQC]s
and [ǫCQ]s; following the same arguments as given for
the polar case after Eq. 71.
The contributions to the moment tensor, in the de-

composition indicated in Eq. 70, which depend on the
nematic tensor, read

mij
0 =ζ̃cn∆µQ

klCklg
ij + ζ̃′cn∆µQ

ijCk
k

mij
UD =βHij

d + β′QklH
kl
d g

ij + ζcn∆µQ
ij

mij
C =βCǫ

i
kH

kj
d + β′

Cǫ
klQkmH

ml
d gij + ζcCn∆µǫ

ikQk
j

mij
PC =ζcPCn∆µ(ǫ

ikQk
lCl

j + ǫjkQk
lCl

i)

+ ζ̃cPCn∆µ(ǫ
ikCk

lQl
j + ǫjkCk

lQl
i) . (119)

In Eq. 119, we have only introduced symmetric contri-
butions to the bending moment tensor. With our simpli-
fying assumptions, there is no contribution to the normal
moment mn, and to the flux of component α, jα, involv-
ing the nematic order parameter Q or the molecular field
H.
The co-moving, co-rotating derivative of the nematic

order parameter field reads:

DtQ
ij = Qij

0 + ǫUDQij
UD + ǫCQij

C + ǫPCQij
PC (120)

with

Qij
0 =

1

γ
Hij

d − νṽij − ν′vk
kQij + λ∆µQij

Qij
UD =− βDtC̃

ij − β′DtCk
kQij

+ λUD∆µ C̃
ij + λ′UD∆µCk

kQij

Qij
C =βCǫ

i
kDtC̃

kj + β′
Cǫ

i
kQ

kjDtCl
l

+ λC∆µ(ǫ
i
kC

kj + ǫjkC
ki) + λCn∆µCk

kǫikQk
j

Qij
PC =

1

γPC
ǫikH

kj
d + νPCǫ

ikṽk
j

+ ν′PCǫ
i
kQ

kjvl
l + λPC∆µǫ

ikQk
j . (121)
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where we have used that [Ci
kQ

kj ]s − 1
2CklQ

klgij =
1
2Ck

kQij , following Eq. A42, to avoid redundant terms.
We have also used the identities 73-74 as well as the ten-
sor identities QǫC = −ǫQC, CǫQ = −CQǫ, [CQǫ]s =
−[ǫQC]s and [QCǫ]s = −[ǫCQ]s, and that DtQ

ij is
traceless, to obtain the only term proportional to ǫ, C
and Q. With a similar reasoning we obtained one term
proportional to ǫ, vij andQ and one term proportional to
ǫ, DtC

ij andQ. As for the polar case, the odd inverse ro-
tational viscosity 1/γPC can be nonzero in systems close
to equilibrium only if time-reversal symmetry is broken,
for example in the presence of a magnetic field. If time-
reversal symmetry holds, Onsager symmetry require this
odd inverse rotational viscosity to vanish.

Finally, the rate of fuel consumption has the following
contributions which depend on the nematic tensor:

r0 =− ζnv
ijQij − (ζ̃cnQ

klCklg
ij + ζ̃′cnCk

kQij)DtCij

+ λQijH
ij
d (122)

rUD =− (ζ̃nQ
klCklg

ij + ζ̃′nQ
ijCk

k)vij − ζcnQ
ijDtCij

+ (λUDC̃
ij + λ′UDCk

kQij)Hdij (123)

rC =− (2ζCnǫ
ikQklCl

j + 2ζ̃Cnǫ
ikCk

lQl
j)vij

− ζcCnǫ
ikQk

jDtCij + 2λCǫjkC
k
iHd

ij

+ λCnCk
kǫikQk

jHdij

rPC =− ζPCnǫ
ikQk

jvij + λPCǫikQ
k
jH

ij
d

− (2ζcPCnǫ
ikQk

lCl
j + 2ζ̃cPCnǫ

ikCk
lQl

j)DtCij .
(124)

In the equations above, coefficients which contain the
letters ν, β or ζ are all reactive. Coefficients containing
the letters γ, λ are dissipative.

2. Pseudonematic surfaces

Here we consider the two types of pseudonematic sur-
faces and assume that their order is described by, respec-
tively, the pseudotensor QUD and the combination of the
pseudoscalar and pseudovector {ǫPC,QUD}. With this
restriction, the contributions to the constitutive equa-
tions for the pseudonematic surfaces which depend on

A B

PC

UD

FIG. 4: Schematic for a confined polar active film, with planar
anchoring at boundaries. A. Flat planar-chiral membrane. B.
Deformed active polar surface with broken up-down symme-
try.

the pseudonematic tensor read:

t
ij

d =ν′QUD,klH
kl
UDdg

ij + ζ̃n∆µQ
kl
UDCklg

ij

+ ζ̃′n∆µQ
ij
UDCk

k + ǫPC

[

ν′PCǫ
klQUD,kmH

ml
UDdg

ij

+ζCn∆µ(ǫ
i
kQ

kl
UDCl

j + ǫjkQ
kl
UDCl

i)

+ζ̃Cn∆µ(ǫ
ikCklQ

lj
UD + ǫjkCklQ

li
UD)

]

(125)

mij
d =βHij

UDd + ζcn∆µQ
ij
UD

+ ǫPC

[

βCǫ
i
kH

kj
UDd + ζcCn∆µǫ

i
kQ

kj
UD

]

(126)

DtQ
ij
UD =

1

γ
Hij

UDd + λ∆µQij
UD + λUD∆µ C̃

ij

− ν′vk
kQij

UD − βDtC̃
ij

+ ǫPC

[

1

γPC
ǫikH

kj
UDd + ν′PCǫ

i
kQ

kj
UDvl

l

+
1

2
βC

(

ǫikDtC
kj + ǫjkDtC

ki
)

+λC∆µ(ǫ
i
kC

kj + ǫjkC
ki) + λPC∆µǫ

i
kQ

kj
UD

]

(127)

r =λQij
UDHUDd,ij + λUDC̃ijH

ij
UDd − ζcnQ

ij
UDDtCij

− (ζ̃nQ
kl
UDCklg

ij + ζ̃′nQ
ij
UDCk

k)vij

+ ǫPC

[

−(2ζCnǫ
i
kQ

kl
UDCl

j + 2ζ̃Cnǫ
ikCklQ

lj
UD)vij

−ζcCnǫ
i
kQ

kj
UDDtCij + 2λCǫ

j
kC

kiHUDd,ij

+λPCǫikQUD
k
jH

ij
UDd

]

. (128)

VII. ACTIVE POLAR FILM IN A CONFINED

GEOMETRY

We now discuss a one-component polar active film con-
fined along its x axis in between x = 0 and x = L, in-
variant by translation in the y direction (Fig. 4). We
consider the limit of low Reynolds number where inertial
terms can be neglected. For a flat, polar, achiral surface,
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and planar anchoring of the polarity at the wall, an insta-
bility arises at a threshold value of nematic active stress,
leading to a distorted polarity profile and spontaneous
flow in the active film [30]. Here we consider a similar
geometry and explore a more general situation. We first
investigate the case of a planar-chiral flat surface, and
then consider an active film which can deform weakly in
the third dimension and has broken up-down symmetry
(Fig. 4).
We describe a polar active surface with a tangent polar

vector p. We assume that the equilibrium behaviour of
the surface is described by the free energy

F =

∫

S

dS

[

γ +
κ

2
(Ci

i)2 +
K

2
(∂ip)

2 +
λp
2
(p2 − 1)

]

,

(129)

where λp is a Lagrange multiplier enforcing the norm
of p, γ is the passive surface tension, κ > 0 the sur-
face bending modulus. K > 0 is the polarity dis-
tortion modulus in the single-constant approximation,
and we denote (∂ip)

2 = (∂ip) · (∂ip). Here we as-
sume that the passive surface has no spontaneous cur-
vature. We note that the polarity distortion term in
(∂ip)

2 = (∇ipj)(∇ipj) + piC
ijpkCkj introduces a cou-

pling between polarity and curvature. For simplicity we
did not introduce additional coupling terms between the
curvature tensor and polarity in Eq. 129. The surface
is assumed to be free from external force and is not sub-
jected to an external potential.
Differentation of the free energy density f0 = γ +

κ
2 (Ci

i)2 +K(∂ip)
2/2+

λp

2 (p2 − 1) with respect to p and
the curvature tensor results in the following expressions
for thermodynamic fields conjugate to C and p, as de-
fined in Eq. 35:

Kij =κCk
kgij , (130)

h0 =− λpp , (131)

π =Kei ⊗ ∂ip , (132)

and following Eq. 38, the total molecular field is then
given by

h = −λpp+K∇i(∂
ip) . (133)

The corresponding equilibrium tensors are (Eqs. 47, 49):

tije =

[

γ +
κ

2
(Ck

k)2 +
K

2
(∂ip)

2

]

gij − κCk
kCij

−K(∂ip) · (∂jp) , (134)

mi
e =κCk

kǫijej +Kp× ∂ip . (135)

Deviatoric, non equilibrium contributions to the ten-
sion and moment tensors, and the polarity dynamic
equation, are determined from the general constitutive
equations I1-I4 with the following simplifications: we
set ηPC = ηcPC = 1/γPC = 0 and we do not include

cross-coupling viscosities; we also do not include non-
equilibrium contributions to mi

n nor coupling to the vor-
ticity gradient ωin. We also consider the surface to
be incompressible, corresponding to the limit ηb → ∞
and vk

k = 0. In the discussion below, we assume that
∆µ > 0.

A. Flat planar-chiral membrane

We first consider a flat surface, such that Cij = 0,
confined at its boundaries, such that vx(x = 0) = vx(x =
L) = 0, and we also assume a vanishing shear stress at
the boundaries, resulting in txy = 0 (Appendix K 1). The
constitutive equations for the tension and the polarity
dynamics are:

tij =− Pgij + 2ηṽij +
ν

2
(pihj + pjhi − pkhkg

ij)

+
νPC

2
(ǫikh

kpj + ǫjkh
kpi − ǫklh

kplgij)

− 1

2
ǫklp

khlǫij + ζn∆µq
ij + ζPCn∆µǫ

ikqk
j

−K((∇ipk)(∇jpk)− 1

2
(∇lpk)(∇lpk)gij) , (136)

Dtp
i =

1

γ
hi − νṽijpj + νPCǫ

i
kṽ

kjpj + λPC∆µǫ
ijpj ,

(137)

where we have introduced a two dimensional pressure P
which enforces the incompressibility condition. We take
here λ = 0, as the corresponding term acts in the polar-
ity equation to change the norm of the polarity, which
is constrained here. In general this term also renormal-
izes tensions by modifying the molecular field h. In the
equations above, γ is an inverse rotational viscosity, ν is a
flow-coupling alignment whose role have been discussed
extensively [27, 30]. Constitutive equations related to
Eqs. 136 and 137 have been considered in Refs. [31–33].
Ref. [32] pointed out that solutions with uniformly ro-
tating polarity can emerge due to the coupling term in
λPC.
Since we consider |p| = 1, the polarity vector can be

denoted p = cos θex + sin θey. Starting from Eqs. 136-
137, we obtain a dynamic equation for the angle θ (Ap-
pendix K1):

∂tθ =K

(

1

γ
+

(1 − ν cos 2θ − νPC sin 2θ)2

4η + γ(ν sin 2θ − νPC cos 2θ)2

)

∂2xθ

− λPC∆µ

− (1− ν cos 2θ − νPC sin 2θ)

4η + γ(ν sin 2θ − νPC cos 2θ)2
×

(ζn∆µ sin 2θ − ζPCn∆µ cos 2θ) . (138)

In this expression the angle θp, which depends on active
tension parameters, and is defined by

tan θp =
ζPCn

ζn
, − π

2
< θp <

π

2
, (139)
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FIG. 5: Phase diagram for a quasi one-dimensional, confined,
flat polar active surface with broken planar-chiral symmetry.
A. Depending on the active tension parameters ζPCn and ζn,
a principal axis of the active tension tensor deviates by an
angle −θp/2 from the polarity axis, for a surface with bro-
ken planar-chiral symmetry. Here the active tension is repre-
sented in the contractile case, ζn > 0. B. The parameter λPC

triggers an active rotation of the polar vector. C, D: Phase
diagram of homogeneous polarity orientation as a function of
the two planar-chirality coefficients, for the contractile and
extensile case, for ν = νPC = 0. Outside of the “hourglass”
shape, the polarity is rotating with a time-varying angular
velocity. E. Bifurcation plot showing the angle at the cen-
ter of the confined active film as a function of system size L
(λPC = 0, ζn > 0, ν = νPC = 0, ℓ =

√

K(1 + 4η/γ)/(ζn∆µ)).
For small values of L and ζPCn = 0, the polar angle is ho-
mogeneous and equal to π

2
; for larger values of L a pitchfork

bifurcation appears. The pitchfork bifurcation becomes im-
perfect for ζPCn 6= 0. F. Bifurcation plot as a function of
system size L, for different values of λPC (ζPCn = 0, ζn > 0,

ν = νPC = 0, ℓ =
√

K(1 + 4η/γ)/(ζn∆µ)). For large enough

values of λPC, the magnitude of θ(x = L
2
) keeps increasing as

L increases, corresponding to the formation of repeated polar-
ity turns in the system. (G, H). Steady-state polarity profiles
for ν = νPC = ζPCn = 0, ζn > 0, L/ℓ = 5, 4ηλPC/ζn = 3 or
as indicated.

plays a special role. Indeed the active tension contribu-
tion to Eq. 136 (contribution proportional to ∆µ) can
be rewritten:

tija =
ζn∆µ

2 cos θp

(

cos(2θ − θp) sin(2θ − θp)
sin(2θ − θp) − cos(2θ − θp)

)

, (140)

such that −θp/2 corresponds to the angle, introduced by
the planar-chiral order parameter, between one of the
principal directions of the active tension tensor and the
polarity vector direction (Fig. 5A). In addition, in Eq.
138, the active coupling λPC induces a rotation of the
polar order parameter on the surface (Fig. 5B).
We now assume that the flow-aligning parameters ν

and νPC can be neglected. We first consider the situation
where the polarity field can be considered uniform (limit
of L→ ∞). Steady-states solution for the polarity angle
θ then exists for

∣

∣

∣

∣

ζPCn

ζn

∣

∣

∣

∣

>

√

16η2λ2PC

ζ2n
− 1 , (141)

and the corresponding steady-state solutions are

θ1s =
1

2

(

π + arcsin

(

4ηλPC

ζn
cos θp

)

+ θp

)

+ kπ , (142)

θ2s =
1

2

(

− arcsin

(

4ηλPC

ζn
cos θp

)

+ θp

)

+ kπ , (143)

with k an integer. A stability analysis (Appendix K1)
shows that θ1s is stable for ζn < 0 (extensile active stress),
while θ2s is stable for ζn > 0 (contractile active stress).
For a simple surface, not planar-chiral, the coefficients
ζPCn = λPC = 0 and the angle θp = 0: in that case
θ = 0, π are the stable solutions for ζn > 0 and θ =
π/2, 3π/2 are stable solutions for ζn < 0. When θp 6= 0
or λPC 6= 0, the steady-state angles deviate from this
solution as |ζPCn| or |λPC| are increased (Fig. 5C-D).
For sufficiently large |λPC|, above the threshold defined
by Eq. 141, the steady-state solutions are lost and the
polarity rotates with the average angular velocity (Fig.
5C):

ω = |λPC|∆µ

√

1−
(

ζn
4ηλPC cos θp

)2

, (144)

which approaches a constant velocity, |λPC|∆µ for
|λPC| → ∞, and vanishes at the transition line given
by Eq. 141. The direction of rotation is determined by
the sign of λPC.
For finite values of L and planar anchoring (θ(x = 0) =

θ(x = L) = π
2 ), a competition arises between the distor-

tion term proportional to K in Eq. 138, favoring uniform
orientation θ = π

2 , and other physical effects promot-
ing a different polarity orientation. For a simple surface,
ζPCn = λPC = 0, and for contractile stress ζn > 0, this
competition gives rise to a critical length, below which
the polarity orientation stays uniform and oriented along
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the y axis, and above which a spontaneous flow and polar-
ity distortion emerges [30]. The transition is a pitchfork
bifurcation which gives rise to two symmetric configura-
tions, with the polarity tilted to the left or the right. For
small, but non-zero values of ζPCn and λPC, the pitch-
fork bifurcation becomes imperfect (Fig. 5E-F); as the
planar-chiral terms break the symmetry between the two
polarity orientations away from θ = π

2 . For sufficiently
large λPC, a new regime emerges where the polarity tran-
siently rotates and sets up a number of spatial polarity
turns in the system, until the distortion energy prevents
the polarity from rotating further and a high-distortion
steady-state is reached (Fig. 5F-G). At steady-state and
for large λPC, n ∼ L2|λPC|∆µηγ/(2πK(γ + 4η)) spatial
turns can form in the confined system: as λPC or L are
increased, more and more bands of full 2π polarity rota-
tions emerge (Fig. 5G-H).

B. Weakly deformed active polar surface with

broken up-down symmetry

We now consider an active polar surface which does
not have a chiral or planar-chiral broken symmetry but
has broken up-down symmetry. We consider a situation
when the boundaries of the active surface at x = 0 and
x = L are forced to be straight, but the surface can
otherwise move without external forces at its boundaries
(no tension, no torque). In that case txx = 0, m̄xx = 0
and txy = 0. We assume that active terms contributing

isotropic and anisotropic bending moduli (ζ′c, ζ̃c, ζ̃cn, ζ̃
′
cn)

are vanishing. We also take β′ = λ = λ′UD = 0, as these
terms act in the polarity equation to change the norm
of the polarity which is constrained here, so that they
only renormalize couplings in the constitutive equations
for tensions and torques by modifying the molecular field
h. With these simplifications, the constitutive equations
for the tangential tension tensor, the tangential bending
moment and the polarity dynamics are (Eqs. I1-I4, K7-

A

C

B

or

or

D

FIG. 6: Phase diagram for a quasi one-dimensional, con-
fined, polar active surface with broken up-down symmetry.
A. The coefficient ζcn∆µ, an active bending moment, results
in internal torques and a preferred curvature direction, de-
pending on the polarity axis orientation. We assume here
∆µ > 0. The schematic on the right indicates the curva-
ture induced in a free surface by the active bending moment
∼ ζcn, assuming that the surface deforms only along the x
direction. B. The coefficient λUD∆µ, with dimension of a ve-
locity, is an active response of the polarity field to curvature.
The schematic on the right indicates the stationary orienta-
tions induced by the coupling ∼ λUD. C, D. Phase diagrams
of possible stable steady homogeneous states for ζc > 0 and
ζn = 0 (C), or ζn∆µκ/(ζc∆µ)2 = 1 (D). Green: θ = θ0 =
1

2
arccos

(

− 2ζc
ζcn

+ ζnκ

ηλ̄UD∆µζcn

)

or θ = π − θ0, π + θ0, 2π − θ0;

Brown region: θ = 0, π; Blue region: θ = π/2, 3π/2; or-
ange region: θ = 0, π/2, π, 3π/2. The dashed line indicates a
change of curvature sign of the solutions θ = 0, π, which does
not correspond to a bifurcation. One assumes here β = ν = 0.
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K8, 134-135):

tij =− Pgij + 2ηṽij + (ζn + ζ̃′nCk
k)∆µqij + 2ζ̃∆µC̃ij

+
ν

2
(pihj + pjhi − pkh

kgij)

− 1

2

[

ǫklp
khl −KǫkmpkplC

nlCnm

]

ǫij

−K((∇ipk)(∇jpk)−
1

2
(∇lpk)(∇lpk)g

ij)

− 1

2
(m̄ikCk

j + m̄jkCk
i − m̄lkCklg

ij

− m̄lkClmǫk
mǫij) (145)

mij =(κCk
k + ηcbDtCk

k)gij +KCi
kp

kpj

+ 2ηcDtC̃
ij + ζc∆µg

ij + ζcn∆µq
ij

+
β

2
(pihj + pjhi − pkhkg

ij) (146)

Dtp
i =

1

γ
hi − νṽijpj + λUD∆µC

ijpj − βpjDtC̃
i
j .

(147)

In the equations above, ηc and ηcb are shear and bulk
bending viscosities. The term in ζc corresponds to an
active bending moment which results in a spontaneous
curvature of the film Ck

k = −ζc∆µ/κ in the absence of
other effects. Without loss of generality, we assume that
the surface is oriented such that ζc > 0. The term in
ζcn corresponds to an active anisotropic bending moment
whose orientation is set by the polarity field (Fig. 6A).
λUD is an active orientation coupling which orients the
polarity along the directions of principal curvatures of
the surface (Fig. 6B).

We perform calculations in the Monge gauge, at first
order in the height gradient ∂xh, the velocity field and the
polar angle gradient ∂xθ. The surface is considered in-
compressible, vxx = ∂xvx+Cxxvn = 0. The only non-zero
component of the curvature tensor is Cxx ≃ −∂2xh. For
simplicity, we take here the limit where flow-alignment
and curvature-alignment couplings are small, such that
β = ν ≃ 0; and where the bending modulus is large com-
pared to the polarity distortion modulus, κ ≫ K. We
then obtain (Appendix K 2):

∂tCxx = − κCxx + ζc∆µ+ ζcn∆µ
1
2 cos 2θ

ηc + ηcb
, (148)

∂tθ =
K(4η + γ)

4ηγ
∂2xθ −

∆µ(ζn + 2ηλ̄UDCxx)

4η
sin 2θ .

(149)

where in the last line, we have introduced the parameter
λ̄UD = λUD + (ζ̃′n − ζcn)/(2η). Uniform steady-states

correspond either to:

cos 2θ = −2ζc
ζcn

+
ζnκ

ηλ̄UD∆µζcn
, Cxx = − ζn

2ηλ̄UD
,

(150)

or θ = kπ,Cxx = − (ζcn + 2ζc)∆µ

2κ
, (151)

or θ =
π

2
+ kπ,Cxx =

(ζcn − 2ζc)∆µ

2κ
, (152)

with k an integer. As we require weak deformations,
these solutions apply provided that CxxL ≪ 1. We de-
termine the stability thresholds of these solutions ana-
lytically for fast curvature relaxation (ηc → 0, ηcb → 0)
(Appendix K). In the limit of an infinite system, L→ ∞,
one obtains the phase diagram of Fig. 6C . The phase di-
agram exhibits two regions of solution coexistence where
the active film can have opposite curvatures, depending
on the orientation of the polarity (orange regions in Fig.
6C). Remarkably, in the absence of a contractile or ex-
tensile anisotropic active tension (ζn = 0), two regions
of the diagram have flat solutions despite the existence
of an active bending moment and therefore a film spon-
taneous curvature (green regions in Fig. 6C). In these
parameter regions, the polarity orients so as to cancel
the spontaneous curvature in the x direction. Therefore,
varying λ̄UD or ζcn allows to switch between a flat shape
with tilted polarity, and a curved shape with the polar-
ity aligned along, or orthogonal to, the curvature princi-
pal axis. For ζn 6= 0, the flat solution is replaced by a
curved layer, whose curvature depends on the active film
contractile or extensile anisotropic active tension, ζn∆µ
(Fig. 6D).
For λ̄UD > 0, ζcn < 2ζ̄c or λ̄UD < 0, ζcn > 2ζ̄c, the ho-

mogeneous solution θ = π
2 and Cxx = (ζcn−2ζ̄c)∆µ/(2κ)

is always stable for planar anchoring of the polarity
(θ(0) = π

2 and θ(L) = π
2 ). Away from this region, this

solution is stable only for a sufficient small system size
L, and the stability condition is

L < π

√

κK(4η + γ)π2

2ηγλ̄UD(2ζ̄c − ζcn)(∆µ)2
. (153)

This situation is reminiscent of the flowing flat film dis-
cussed in the previous section, but the physics at play
is different. Here a distortion introduced in the polarity
field away from the homogeneous steady-state not only
couples to the emergence of a flow field, but also responds
to the curvature of the surface, which can favour further
polarity rotation (Fig. 6A-B).

VIII. DISCUSSION

In this work we have considered polar and nematic sur-
faces and categorized different phases according to their
symmetries. We find 7 possible polar surfaces, 7 possible
nematic surfaces, which add to the 5 types of in-plane
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isotropic surfaces we have previously discussed [25]. Two
polar surfaces and two nematic surfaces actually involve
pseudovectors and pseudotensors which do not transform
as vectors and tensors under all symmetries; for this rea-
son we call them pseudopolar and pseudonematic sur-
faces. Some of these 19 phases have experimental re-
alisations, notably with lipid membranes and epithelial
layers, which we discuss in appendix J: the pseudopo-
lar phase for instance is simply realised with a phospho-
lipid bilayer with molecules tilted relative to the normal.
In some cases, for instance in the case of the pseudone-
matic surface, we do not know of a physical realisation.
Remarkably however the case of the supracellular actin
fiber arrangement in Hydra, which provides a remarkable
example of a complex arrangement of orthogonal fibers
in two parallel layers in a living organism, may be seen
as an approximate realisation of such a pseudonematic
surface [21]. Surfaces with order parameters with higher
symmetries, such as hexatic surfaces, could in principle
be categorized following the reasoning outlined in sec-
tion III. We note that an hexatic phase has recently been
found in a model of self-propelled active tissues [34].

We have introduced differential operators ∇ and D
which are helpful in maintaining notations compact and
distinguishing various physical effects. For instance, the
corotational variation of the polar order parameter p en-
ters the expression for the infinitesimal variation of free
energy 42, as it describes variations of the order param-
eter which do not arise from the surface rotation.

We have derived constitutive equations for polar and
active surfaces that depend on their broken symmetries.
Constitutive equations are obtained by identifying ther-
modynamics forces and fluxes based on a derivation of
entropy production, generalizing to active polar and ne-
matic surfaces previous results obtained for multicompo-
nent isotropic passive or active surfaces [25, 35] or for
passive nematic surfaces [28, 36, 37]. Constitutive equa-
tions for the tension tensor, bending moment tensor, have
passive, equilibrium contributions which follow from the
surface free-energy, and deviatoric contributions, notably
viscous and active effects, whose full expressions are given
in Appendix I. Some of the active terms we identified are
well-known in the active matter literature, such as the
nematic active tension ζn∆µ [3, 38]; however we also find
a large number of additional active couplings, involving
notably the curvature tensor Cij or, with appropriate
broken symmetries, the Levi-Civita tensor ǫij .

To identify some of the physical effects associated to
polar and nematic active couplings in surfaces, we have
considered here two examples of application of the frame-
work of active polar and nematic surfaces by consider-
ing a quasi one-dimensional confined surface with planar
anchoring at its boundaries. We have allowed first for
planar-chiral effect in a flat surface and then for out-
of-plane deformation of a surface with broken up-down
symmetry. For a flat surface with a broken planar-chiral
symmetry, the system undergoes a transition from a dis-
torted but steady polarity field, to a permanently rotat-

ing polarity field [32], when the confinement distance is
large. We find that boundary conditions can oppose this
rotation, instead setting up a spatial pattern consisting
of repeated full turns of the polarity vector. In a weakly-
deformed surface with a broken up-down symmetry, we
find that depending on the magnitude of active couplings,
the active surface can switch between a state with tilted
polarity and a curvature that is controlled by the nematic
active tension, and a state with polarity aligned along or
orthogonal to the direction of curvature, and curvature
controlled by active bending moments. Here, we have
restricted our analysis to quasi-one dimensional patterns
of flows and polarities; we note that further instabili-
ties could in general emerge in the longitudinal direction
along the confinement walls [39].
In this work we have considered that the active sur-

face is subjected to external forces and torques, but we
have not treated explicitly the surface surroundings; no-
tably exchange of chemical species which would modify
the mass and concentration balance equations D5-D6. It
would be interesting to consider these effects in future
work. Here we have also considered active effects giving
rise to internal tension and torques, but we have not con-
sidered active external forces giving rise to a net surface
velocity [40, 41].
The role of intrinsic or spin angular momentum den-

sity has been considered in three-dimensional passive and
active fluids [38, 42]. It would be interesting to study ac-
tive surfaces taking account such a degree of freedom,
which would require modifying the torque balance equa-
tion 22 by retaining an inertial term that has so far been
neglected.
The examples treated here already show that interac-

tions of polar or nematic order and curvature changes in
active surfaces can exhibit a range of behaviours which
is only beginning to be explored. We expect that further
applications of our framework will reveal other physical
effects, and will be useful notably to describe biological
morphogenesis [43].
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Appendix A: Notations and relations of differential

geometry

Here we summarize our notations and give relations of
differential geometry for the surface.



24

The surface is embedded in a 3D cartesian basis whose
coordinates are denoted by greek indices α, β.... ǫ̃ijk is
the fully antisymmetric 3D unit tensor (Levi-Civita ten-
sor) and ẽα the tangent vectors of the 3D cartesian basis.
The cross product is then denoted for two vectors a, b:

a× b = ǫ̃αβγaβbγ ẽα , (A1)

and for a vector a and second rank tensor B, we use the
notation:

a×1 B = −B×1 a = ǫ̃αγδaγBδβ ẽα ⊗ ẽβ ,

a×2 B = −B×2 a = ǫ̃αγδaγBβδẽβ ⊗ ẽα , (A2)

which can generalized for a vector a and a tensor of rank
n, B = Bi1...in ẽi1 ⊗ ...⊗ ẽin :

a×k B =ǫ̃αγδaγBi1...ik−1δik+1...in

ẽi1 ⊗ ...⊗ ẽik−1
⊗ ẽα ⊗ ẽik+1

⊗ ...⊗ ẽin .
(A3)

We also find it convenient to introduce a cross-product
notation, returning a vector from the product of two
second-rank tensors A and B:

A×1 B =ǫ̃αβγAβδBγδẽα

A×2 B =ǫ̃αβγAδβBδγ ẽα . (A4)

This allows to generalize the circular shifts relations of
the triple product for three vectors a, b, c:

a · (b× c) = b · (c × a) = c · (a × b) (A5)

to a triple product for a vector and two second-rank ten-
sors:

A : (b×1 C) = b · (C×1 A) = C : (A×1 b) ,

A : (b×2 C) = b · (C×2 A) = C : (A×2 b) , (A6)

where we use the contraction notation A : B = AαβBαβ .
We consider a curved surface X(s1, s2) parametrised

by two generalised coordinates s1, s2 (Fig. 1C). We use
latin indices to refer to surface coordinates. The tangent
vectors are given by

ei = ∂iX , (A7)

with ∂i = ∂/∂si and the unit normal vector by

n =
e1 × e2

|e1 × e2|
. (A8)

The metric gij and curvature tensor Cij associated to
X are defined by

gij = ei · ej , Cij = −(∂i∂jX) · n . (A9)

The vectors e1, e2 of the dual basis are defined by

ei · ej = δji . (A10)

The inverse of the metric is denoted gij , such that
gijg

jk = δki . The components of a vector a or a tensor B
can be written:

a =aiei = aie
i (A11)

B =Bijei ⊗ ej = Bije
i ⊗ ej , (A12)

and the metric gij can be used to raise or lower indices,
i.e. ai = gijaj and ai = gija

j . We use the notation
∂i = gij∂j .
We denote dl with dl2 = gijds

idsj a line element on
the surface, and dS =

√
gds1ds2 a surface element, where

g = det gij is the determinant of the metric tensor.
The derivatives of the basis and normal vectors are

given by the Gauss-Weingarten equations

∂in = Ci
jej , (A13)

∂iej = −Cijn+ Γk
ijek, (A14)

where Γk
ij are the Christoffel symbols.

We introduce the Riemann tensor as

Rl
kji = ∂jΓ

l
ik − ∂iΓ

l
jk + Γm

ikΓ
l
jm − Γm

jkΓ
l
im , (A15)

which can be expressed in terms of the curvature tensor:

Rijkl =CikCjl − CilCjk (A16)

=det(Ck
l)(gikgjl − gilgjk) , (A17)

where the first identity follows from the definition A15
and the relation (∂i∂jek) · el = (∂j∂iek) · el.
The Levi-Civita tensor on the curved surface is defined

as:

ǫij = n · (ei × ej) , (A18)

and it satisfies the identity

ǫijǫ
jk = −δki . (A19)

The Levi-Civita tensor can be used to express vectorial
products of the basis vectors:

n× ei = ǫi
jej , (A20)

ei × ej = ǫijn . (A21)

A tensor with two indices can generally be decomposed
into a symmetric and antisymmetric part:

Aij = Aij
s +Aij

a (A22)

= Aij
s +

1

2
Aklǫklǫ

ij . (A23)

We also use the notation [Aij ]s = Aij
s . The traceless part

of a tensor A is denoted Ã with:

Ãij = Aij − 1

2
Ak

kgij . (A24)

In Eqs. 7 and 10 we introduce the generic covariant
differentiation operator defined by ∇ai = (da) · ei and
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∇Bij = (dB) · (ei ⊗ ej). From the differentiation rule
d(a ⊗ b) = (da) ⊗ b + a⊗ (db) one obtains directly the
product rule ∇(aibj) = (∇ai)bj + ai(∇bj). Denoting the
metric tensor G = gije

i ⊗ ej , one obtains the identity
using Eqs. A9 and A10:

∇gij = 0 , (A25)

from which it also follows that ∇igjk = 0 and ∇tgij = 0.
The corotational variation and time derivative of the met-
ric also vanishes, Dgij = 0 and Dtgij = 0, by direct
application of Eq. B16. These identities can be used
to lower or raise indices inside the covariant and corota-
tional derivatives.
Denoting the Levi-Civita antisymmetric tensor ǫ =

ǫije
i ⊗ ej, one obtains using Eq. A21 that its covari-

ant variation vanishes:

∇ǫij = 0 , (A26)

which also implies ∇iǫjk = 0 and ∇tǫij = 0. By di-
rect application of Eq. B16, one also has Dǫij = 0 and
Dtǫij = 0.
The curvature tensor satisfies the Mainardi-Codazzi

equation [44]:

∇iCjk = ∇jCik. (A27)

The curvature tensor also satisfies the identity

∇i

(

Ci
j − Ck

kδij
)

= 0, (A28)

as well as the relation

CikC
k
j = Ck

kCij − gij det(Ck
l). (A29)

The divergence theorem on a curved surface reads [45]:

∫

S

dS∇if
i =

∫

C

dlνif
i, (A30)

where S is the surface enclosed by C, ν is a unit vector
tangent to S, outward-pointing and normal to the con-
tour C, and dl is an infinitesimal line element going along
the contour C.
The two-components tensor obtained from the gradient

of a tangent vector p is denoted

∇⊗ p =ei ⊗ ∂ip (A31)

=(∇ip
j)ei ⊗ ej − Cijp

jei ⊗ n , (A32)

and it contains a component which is not tangent. Simi-
larly the gradient of a two-components tangent tensor Q
is a tensor of rank 3:

∇⊗Q =ei ⊗ ∂iQ (A33)

=(∇iQ
jk)ei ⊗ ej ⊗ ek − CijQ

jkei ⊗ n⊗ ek

− CikQ
jkei ⊗ ej ⊗ n . (A34)

Covariant derivatives are not commutative and verify

[∇i,∇j ]p
k =∇i(∇jp

k)−∇j(∇ip
k)

=Rk
lijp

l , (A35)

[∇i,∇j ]Q
kl =∇i(∇jQ

kl)−∇j(∇iQ
kl)

=Rk
mijQ

ml +Rl
mijQ

km , (A36)

where [·, ·] is the commutation operator, and Rijkl is the
Riemann tensor introduced in Eq. A15. The commuta-
tion relation between covariant derivatives can be rewrit-
ten using the Riemann tensor expression in terms of the
curvature tensor, Eq. A16:

[∇i,∇j ]p
k =Ci

kCljp
l − CilCj

kpl , (A37)

[∇i,∇j ]Q
kl =Ci

kCmjQ
ml − CimC

k
jQ

ml

+ Ci
lCmjQ

km − CimCj
lQkm . (A38)

We further note that for a scalar field f , a vector field
a or a tensor field B,

∇i(∂jf) = ∇j(∂if) (A39)

∇i(∂ja) = ∇j(∂ia) (A40)

∇i(∂jB) = ∇j(∂iB) , (A41)

which follow from the symmetry relations of Christoffel
coefficients Γk

ij = Γk
ji.

Denoting S a tangent symmetric tensor and Q a tan-
gent traceless symmetric tensor, we obtain the following
product identities:

SikQ
k
j =

1

2
Sk

kQij +
1

2
SklQ

klgij +
1

2
ǫklQ

lmSm
kǫij ,

(A42)

QikS
k
j =

1

2
Sk

kQij +
1

2
SklQ

klgij −
1

2
ǫklQ

lmSm
kǫij ,

(A43)

ǫikS
k
j =ǫj

kSki + Sk
kǫij , (A44)

Sikǫ
k
j =Sjkǫ

k
i + Sk

kǫij , (A45)

ǫikQ
k
j =−Qikǫ

k
j . (A46)

The two first relations imply, for two traceless symmetric
tensor Q and Q′,

[QikQ
′k

j ]s =[Q′
ikQ

k
j ]s =

1

2
QklQ

′klgij , (A47)

[ǫikQ
klQ′

lj ]s =[QikQ
′klǫlj ]s = [Q′

ikǫ
klQlj ]s

=
1

2
ǫmkQ

klQ′
lmgij . (A48)

Appendix B: Variation of vectorial and tensorial

surface quantities

Here we discuss infinitesimal variations of surface
quantities and expressions for the corotational and co-
variant variations introduced in the manuscript.
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1. Infinitesimal variations of fundamental vectors

and tensors

We consider here an infinitesimal surface displacement
dX of the surface. Using the definitions A7, A8, A9, A10,
we obtain the following expressions for the infinitesimal
variations of the tangent and normal vector, and metric
and curvature tensors:

dei =(∇idX
j + Ci

jdXn)ej + (∂idXn − CijdX
j)n,

(B1)

dei =− (∇jdX i + CijdXn)ej + (∂idXn − Ci
jdX

j)n,
(B2)

dn =(−∂idXn + CijdX
j)ei, (B3)

dgij =∇idXj +∇jdXi + 2CijdXn , (B4)

d
√
g =

1

2

√
ggijdgij , (B5)

dCij =−∇i(∂jdXn) + CikCj
kdXn + (∇kCij)dX

k

+ Cik∇jdX
k + Cjk∇idX

k . (B6)

We write an arbitrary change in surface scalar fields,
for instance a concentration field cα, as:

dcα = −cαgij dgij
2

+ d̄cα (B7)

with d̄cα = d(
√
gcα)/

√
g a change of concentration that

does not arise by “geometric” dilution, whose effect is
captured by the first term in the right-hand side of Eq.
B7.

2. Infinitesimal surface rotation and rotation

gradient

The surface infinitesimal rotation dϑ associated with
the surface infinitesimal displacement dX has explicit ex-
pression:

dϑ =
1

2
∇× dX

=ǫij(∂jdXn − CjkdX
k)ei +

1

2
(∇idXj)ǫ

ijn . (B8)

To obtain this expression, we have assumed that the
derivative of the deformation in the direction normal to
the surface reads ∂ndX = −((∂idX) · n)ei [25].
We note the following useful identities involving the

differential surface rotation:

dei =
dgij
2

ej + dϑ× ei , (B9)

dei =− gik
dgkj
2

ej + dϑ× ei , (B10)

dn =dϑ× n . (B11)

In Appendix E we require an expression for in-plane
gradients of the local rotation variation, (∂idϑ) · ej , in

terms of the curvature and the metric. Writing the
curvature tensor C = ei ⊗ (∂in) which follows from
the Gauss-Weingarten equation A13, and calculating its
corotational variation (Eq. 3) using the relations B9 -
B11, we note that we the surface gradient of rotation can
be rewritten:

(∂idϑ) · ej = ǫkj

(

DCi
k +

dgil
2
Ckl

)

. (B12)

The normal part of the gradient of rotation is coupled
to the normal part of the moment tensor mi

n (Eq. 30)
and can be written

(∂idϑ) · n = ∂idϑn − Ci
jdϑj . (B13)

3. Corotational infinitesimal variations

In Eqs. 1 and 3, we introduce the corotational infinites-
imal variation D, and its components in Eqs. 13 and 15.
If p and Q are tangent vectors and second-rank tensors,
Dp and DQ are also tangent vectors and second-rank
tensors. Indeed:

(Dp) · n =(dp) · n− (dϑ × p) · n
=pi [dei · n− (dϑ× ei) · n] = 0 , (B14)

where we have used the identity B9 in the last line. A
similar calculation leads to DQ also a tangent tensor.
Explicit expressions in components of the infinitesimal
corotational variation of a tangent vector p and a tangent
tensor Q are:

Dpi =∇pi + dϑnǫ
ijpj , (B15)

DQij =∇Qij + dϑnǫ
ikQk

j + dϑnǫ
jkQi

k , (B16)

with dϑn = 1
2ǫ

ij∇idXj (Eq. B8).
We now give explicit expressions for the infinitesimal

corotational variation of the normal vector, metric ten-
sor, curvature tensor, of the gradient of a tangent vector
and of the gradient of a second-rank tangent tensor. Us-
ing the definitions 1 and 3, Eqs. B11 and B16 and the
variations B2, B6, we find the following relations:

Dn =0 , (B17)

Dgij =0 , (B18)

DCij =−∇i(∂jdXn)− CikCj
kdXn + (∇kCij)dX

k

+ dϑnǫikC
k
j + dϑnǫjkCi

k . (B19)

This last expression also impliesDCij = dCij−Ck
j
dgki

2 −
Ci

l dglj
2 .

Next, we obtain an expression for the co-rotational
variation of the components of the gradient ∇ ⊗ p of
a tangent vector p, defined in Eq. A31:

D(∇ ⊗ p) =ei ⊗
[

(∂iDp)− dgij
2
∂jp+ (∂idϑ)× p

]

.

(B20)
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Similarly, the components of the co-rotational variation
of the gradient of a tangent second-rank tensorD(∇⊗Q),
defined in Eq. A33, read:

D(∇⊗Q) =ei ⊗
[

∂i(DQ)− dgij
2
∂jQ+ (∂idϑ)×1 Q

+(∂idϑ)×2 Q] . (B21)

In Appendix H, we use Eqs. B20 and B21 in calculating
the variation of a free energy with gradient of polarity or
gradient of nematic tensor term. Eq. B21 also implies
the following relations:

D(∇⊗Q) · (ei ⊗ ej ⊗ ek) =D(∇⊗Q) · (ei ⊗ ek ⊗ ej)

D(∇ ⊗Q) · (ei ⊗ n⊗ ej) =D(∇⊗Q) · (ei ⊗ ej ⊗ n)

D(∇⊗Q) · (ei ⊗ n⊗ nj) =0. (B22)

If the tangent tensor Q is symmetric traceless, DQ is
also symmetric traceless. This follows from Eq. B16 and
Eq. A46 if ∇Qij is symmetric traceless. This is the case
as

∇Qij =(dQ) · (ei ⊗ ej)

=dQij +Qkjde
k · ei +Qikde

k · ej , (B23)

such that ∇Qij is symmetric if Qij is symmetric; and

∇Qk
k =(dQ) · (ek ⊗ ek)

=d(Q : ek ⊗ ek)−Q : d(ek ⊗ ek)

=d(Qk
k) , (B24)

such ∇Qij is traceless if Qij is traceless.

4. Corotational time derivatives

In Eqs. 5-6, we have introduced the Lagrangian time
derivative denoted d/dt. We first clarify here this defini-
tion. For a field f(s1, s2, t) on the surface changing with
time, one can calculate the change of f along the trajec-
tory of the flow, i.e. the time derivative of f(s(t), t) where
s(t) are the coordinates labelling a point moving with the
flow. We use an Eulerian description with respect to tan-
gential flows, and Lagrangian description with respect to
normal flows, such that points with given coordinates fol-
low the normal component of the flow. Then

df

dt
= ∂t [f(s(t), t)] = ∂tf + vi∂if , (B25)

where we have used that moving along a line of flow with
s(t), one has (X+dX)(s+ds) = X(s)+vdt; therefore ex-
panding in ds, dt, and using that dX is along the normal
to the surface, one obtains dsi = vidt. The definition B25
can be extended directly to vector and tensorial fields on
the surface.

In Eqs. 2 and 4, we have introduced the corotational
derivative operators Dt. The explicit expressions in com-
ponents of the corotational derivatives of a tangent vector
p and a tangent tensor Q are, following Eqs. B15-B16:

Dtp
i =∇tp

i + ωnǫ
ijpj (B26)

DtQ
ij =∇tQ

ij + ωnǫ
ikQk

j + ωnǫ
jkQi

k , (B27)

with ωn = 1
2ǫ

ij∇ivj .
Following the definition for the covariant time deriva-

tive, Eq. 9, the covariant time derivative of a tangent
polar vector p reads:

∇tp
i =(∂tp+ vj∂jp) · ei

=∂tp
i + vj∇jp

i + vnC
i
jp

j , (B28)

where we have used Eq. B1, replacing dXj by 0 and dXn

by vndt, to obtain the relation (∂tei) · ej = Cijvn.
Similarly for a tangent second-rank tensor field Q one

has from Eq. 12:

∇tQ
ij = (∂tQ+ vk∂kQ) : (ei ⊗ ej)

= ∂tQ
ij + vk∇kQ

ij + vnC
j
kQ

ik + vnC
i
kQ

kj .
(B29)

Combining Eqs. B26 and B28 for a tangent vector,
and Eqs. B27 and B29 for a tangent second-rank ten-
sor, the full explicit expression for the corotational time-
differential operator Dt is, for a tangent vector p and a
tangent second-rank tensor Q:

Dtp
i =∂tp

i + vj∇jp
i + vnC

i
jp

j + ωnǫ
i
jp

j , (B30)

DtQ
ij =∂tQ

ij + vk∇kQ
ij + vnC

j
kQ

ik + vnC
i
kQ

kj

+ ωnǫ
ikQk

j + ωnǫ
j
kQ

ik . (B31)

In the expressions above, the partial time derivatives
are taken for components chosen to be expressed in
a covariant or contravariant basis, so that in general
∂tpi 6= gij∂tp

j,∂tQ
ij 6= gikgjl∂tQkl. For instance, the

tensor DtQij reads, using the time derivative of the con-
travariant components Qij :

DtQij =∂tQij + vk∇kQij − vnC
j
kQ

ik − vnC
i
kQ

kj

+ ωnǫikQ
k
j + ωnǫjkQi

k . (B32)

Appendix C: Rotation of order parameters

In this Appendix we give the table of conserved and
broken symmetries for order parameters which result

from the transformation p → p̂ and Q → ˆ̂Q of one of
the phases discussed in the main text. Here p denotes a
tangent vector or pseudovector, and Q a tangent tensor
or pseudotensor. In this Appendix, for a given transfor-
mation T , we denote T the associated tensor; and we use
the notations T [p] = ǫTpTp and T [Q] = ǫTQTQT−1 for
the application of this transformation; where the matrix
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products are understood here in a cartesian basis. We
note that p and Q have signature +1 with respect to
rotations around the normal.

We denote R
1
2
n the rotation by π/2 around the normal

vector. For polar phases we find, with the definitions of

p and p̂ = R
1
2
n [p] introduced in the main text:

Order
parameters

Mn Mp Rp Mp̂ Rp̂ I Rn

p̂, pPC 1 X X 1 1 X X
p̂C, pUD X 1 X X 1 1 X
{ǫUD, p̂} X X X 1 X X X
{ǫC, p̂} X X X X 1 X X

These relations follow from Table IV and the identities
which apply for a tangent vector or pseudovector p:

Rp[p] = p ⇐⇒ Rp̂[p̂] = p̂ (C1)

Rp̂[p] = p ⇐⇒ Rp[p̂] = p̂ (C2)

Mp[p] = p ⇐⇒ Mp̂[p̂] = p̂ (C3)

Mp̂[p] = p ⇐⇒ Mp[p̂] = p̂ , (C4)

which imply that the transformation p → p̂ leads to an
exchange of the columnsMp ↔Mp̂ and Rp ↔ Rp̂ in the
table of conserved and broken symmetries. The relations
C1-C4 follow from

Rp̂[p̂] = R
1
2
n [Rp[p]] (C5)

Rp[p̂] = R
1
2
n [Rp̂[p]] (C6)

Mp̂[p̂] = R
1
2
n [Mp[p]] (C7)

Mp[p̂] = R
1
2
n [Mp̂[p]] , (C8)

which follow from the relations Rp̂R
1
2
n = R

1
2
nRp, RpR

1
2
n =

R
1
2
nRp̂, Mp̂R

1
2
n = R

1
2
nMp and MpR

1
2
n = R

1
2
nMp̂.

For nematic phases we find:

Order
parameters

Mn

Mq

or
Mq̂

Rq

or
Rq̂

I Rn R
± 1

2
n R

± 1
2

n Mn Mˆ̂q
Rˆ̂q

ˆ̂Q, QPC 1 X X 1 1 X X 1 1
ˆ̂QUD, QC X X 1 X 1 X 1 1 X

{ǫUD,
ˆ̂Q} X X X X 1 X X 1 X

{ǫC, ˆ̂Q} X X X X 1 X X X 1

These relations follow from Table VI and the identities
which apply for a tangent tensor or pseudotensor Q:

Rq[Q] = Q ⇐⇒ Rˆ̂q
[ ˆ̂Q] = ˆ̂Q (C9)

Rˆ̂q
[Q] = Q ⇐⇒ Rq[

ˆ̂Q] = ˆ̂Q (C10)

Mq[Q] = Q ⇐⇒ Mˆ̂q
[ ˆ̂Q] = ˆ̂Q (C11)

Mˆ̂q
[Q] = Q ⇐⇒ Mq[

ˆ̂Q] = ˆ̂Q , (C12)

which imply that the transformation Q → ˆ̂Q = R
1
4
n [Q]

leads to an exchange of the columns Mq ↔ Mˆ̂q
and

Rq ↔ Rˆ̂q
in the table of conserved and broken sym-

metries. Here R
± 1

4
n is the rotation by ±π/4 around the

normal. The relations C9-C12 follow from

Rˆ̂q
[ ˆ̂Q] = R

1
4
n [Rq[Q]] (C13)

Rq[
ˆ̂Q] = R

1
4
n [Rˆ̂q

[Q]] (C14)

Mˆ̂q
[ ˆ̂Q] = R

1
4
n [Mq[Q]] (C15)

Mq[
ˆ̂Q] = R

1
4
n [Mˆ̂q

[Q]] , (C16)

which follow from the relations Rˆ̂q
R

1
4
n = R

1
4
nRq, RqR

1
4
n =

RnR
1
4
nRˆ̂q

, Mˆ̂q
R

1
4
n = R

1
4
nMq and MqR

1
4
n = RnR

1
4
nMˆ̂q

, and

that all tensors and pseudotensorsQ are invariant by Rn.

Appendix D: Tension and moment tensors and

conservation equations on a curved surface

1. Force and torques on the surface

The force f and torque Γ on a line of length dl with unit

vector ν = νiei, tangential to the surface and normal to
the line can be expressed as

f = dl νiti = dl νit
i, (D1)

Γ = dl νimi = dl νim
i , (D2)

where we have introduced the tension ti and moment mi

per unit length (Fig. 1B, D). Decomposing ti and mi in
tangential and normal components as

ti = tijej + tinn, (D3)

mi = mijej +mi
nn , (D4)

defines the tension and moment per unit length tensors
tij , tin, m

ij and mi
n.

2. Conservation equations

Here we recall conservation equations for the surface
mass, concentration of chemical species, energy, entropy
and free energy given for a Eulerian representation in
Ref. [25]. Mass balance reads

∂tρ+∇i(ρv
i) + vnCi

iρ = 0, (D5)

with ρ the mass density on the surface and v = viei+vnn
is the center-of-mass velocity.
The concentrations cα obey the balance equation

∂tc
α +∇iJ

α,i + vnCi
icα = rα, (D6)

where Jα,i = cαvi + jα,i is the tangential flux in the sur-
face of molecule α, jα,i is the flux relative to the center of
mass, and rα denote source and sink terms corresponding
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to chemical reactions in the surface. In this work we do
not consider exchanges of chemical species between the
surface and its surrounding environment, which would
contribute additional source terms in Eq. D6. Mass con-
servation implies the following relation between fluxes of
molecules and chemical rates

∑

α

mαjα,i = 0, (D7)

∑

α

mαrα = 0. (D8)

The rate rα at which species α is generated by chemical
reactions can be rewritten as a sum over contributions
from different chemical reactions [38]

rα = −
∑

I

aα,IrI , (D9)

where the index I labels chemical reactions, and the num-
bers aα,I are the stoichiometric coefficients for reaction
I:

∑

α

aα,IAα
⇋ 0 . (D10)

In Eq. D10, Aα is the chemical symbol for species α.
Mass conservation implies that

∑

α a
α,Imα = 0.

The conservation of energy and the balance of entropy
and free energy density have the form:

∂te+∇i[v
ie+ je,i] + vnCi

ie =Je
n, (D11)

∂ts+∇i[v
is+ js,i] + vnCi

is =Js
n + θ, (D12)

∂tf +∇i[v
if + jf,i] + vnCi

if =Jf
n − Tθ− J i

s∇iT

− (∂tT )s, (D13)

where e and s are the energy and entropy density respec-
tively, Je

n and Js
n are energy and entropy fluxes enter-

ing the surface from the adjacent bulk, Je,i = vie + je,i

and Js,i = vis + js,i are the tangential energy and en-
tropy fluxes within the surface, and Jf

n = Je
n − TJs

n and
Jf,i = Je,i − TJs,i = vif + jf,i are the normal and tan-
gential fluxes of free energy. The entropy production rate
within the surface is denoted θ. Eq. D13 is obtained
from the relation f = e− Ts and Eqs. D11 and D12. In
this manuscript we consider for simplicity the isothermal
case.
Considering a surface S enclosed by a contour C, mov-

ing with the velocity field v and such that the contour
C follows the flow, the rate of change of free energy
F =

∫

S
dSf is then

dF

dt
=

∫

S

dS[Jf
n − Tθ]−

∫

C

dlνij
i
f . (D14)

Appendix E: Virtual work

In this Appendix we derive an alternative expression
for the infinitesimal virtual work defined in Eq. 27 [25].

Using the force and torque balance equations 21 and 22,
the virtual work defined in Eq. 27 can be re-written

dW =

∫

S

dS
[

ti · dei +mi · ∂idϑ+ (ti × ei) · dϑ
]

=

∫

S

dS

[

tij
dgij
2

+mi · ∂idϑ
]

, (E1)

where Eq. B9 has been used to replace dei in the first
line. By re-expressing (∂idϑ) ·ej with the aid of Eq. B12
one then finds:

δW =

∫

S

dS

[

t
ij dgij

2
+mijDCij +mi

n(∂idϑ) · n
]

,

(E2)

where we use the modified tensors introduced in Eqs. 31
and 32.
We note that the definition of the virtual work dif-

ferential 27 allows for a redefinition of the tension and
moment tensors ti → ti + ǫik∂k(An), m

i → mi +Agijej
with an arbitrary scalar field A, which leaves the virtual
work differential invariant. Indeed for any scalar field A:
∮

C

dlνi
(

ti · dX+mi · dϑ
)

=

∮

C

dlνi
(

[ti + ǫik∂k(An)] · dX+ (mi +Agijej) · dϑ
)

,

(E3)

which can be proven using using that the difference ∆
between the right-hand side and left-hand side in the
equation above is:

∆ =

∮

C

dlνi[∂k(An) · dXǫik +Adθi]

=

∮

C

dlνi[∂k(An) · dX+An · ∂kdX]ǫik

=

∮

C

dlνi∂k(AdXn)ǫ
ik

=

∮

S

dS∇i(∂k(AdXn))ǫ
ik

= 0 , (E4)

where we have used Eq. B8, the divergence theorem A30,
and the commutation relation A39.
The transformation mi → mi+Agijej corresponds to

m̄ij → m̄ij − Aǫij , using the definition for the modified
moment tensor, Eq. 32. Choosing A to be equal to the
antisymmetric part of the tensor m̄ij , A = 1

2m̄
ijǫij , then

implies that m̄ij can always be symmetrised at the cost
of a redefinition of the tension tensor ti.

Appendix F: Translation and rotation invariance

In this Appendix we obtain Gibbs-Duhem relation for
polar and nematic surfaces, which result from the invari-
ance of the surface free energy under solid translations
and rotations.



30

1. Polar surface

a. Invariance by translation

To express invariance by translation for a polar surface,
we consider the free energy densityf0(c

α,C,p,∇ ⊗ p)
introduced in Eq. 34 with its differential given in Eq.
35. Because the free energy density f0 does not depend
on the surface position X, we obtain:

∂if0 =µα∂ic
α +K : ∂iC− h0 · ∂ip+ π : ∂i(∇⊗ p)

=µα∂ic
α +K : ∂iC− h · ∂ip+ (∇jπ

j) · ∂ip
+ π

j · ∇i(∂jp)

=µα∂ic
α +K : ∂iC− h · ∂ip+∇j(π

j · ∂ip)
+ π

j · [∇i(∂jp)−∇j(∂ip)]

=µα∂ic
α +K : ∂iC− h · ∂ip+∇j(π

j · ∂ip) ,
(F1)

where one has used that π = ei ⊗ π
i, the definition of

the total molecular field h (Eq. 38), the definition of the
gradient of polarity A31 and the commutation relation
Eq. A40. This relation reflects the property that the
free energy density f0 is a function only of the surface
internal variables, and leads to the relation given in Eq.
40.

b. Invariance by rotation

We now discuss the invariance of free energy under an
infinitesimal rotation dϑ. Under this rotation the polar
vector, curvature tensor, and gradient of polarity tensors
transform as:

dp = dϑ× p , (F2)

dC = dϑ×1 C+ dϑ×2 C , (F3)

d(∇⊗ p) = dϑ×1 (∇⊗ p) + dϑ×2 (∇⊗ p) , (F4)

which correspond to the requirements of a vanishing coro-
tational variation Dp = 0, DC = 0, D(∇⊗p) = 0. The
concentration fields do not change, dcα = 0. One then
obtains for the change of free energy density under this
rotation:

df0 =K : (dϑ×1 C) +K : (dϑ×2 C)− h0 · (dϑ× p)

+ π : (dϑ×1 (∇⊗ p)) + π : (dϑ×2 (∇⊗ p))

=dϑ · (C×1 K+C×2 K+ h0 × p− π ×1 (∇⊗ p)

−π ×2 (∇ ⊗ p))

=dϑ · (C×1 K+C×2 K+ h0 × p− ǫi
j(πi · ∂jp)n

− π
i × ∂ip) . (F5)

where we have used that π = ei⊗π
i, and used the nota-

tion for cross-products of tensors introduced in Eq. A4
and the related circular shift relation of triple products,
Eqs. A5 and A6. Invariance of the free energy density

under a local rotation then leads to the following condi-
tion:

π
i × ∂ip+ ǫi

j(πi · ∂jp)n = h0 × p+C×1 K+C×2 K .
(F6)

which is reported in the main text in Eq. 41. This equa-
tion can be projected on the normal and tangent direc-
tions to give the conditions:

2Ci
kǫk

jKi
j + (h0 × p) · n− ǫi

j
π

i · ∂jp
−(πi × ∂ip) · n = 0 (F7)

(πi × ∂ip) · ej = 0 (F8)

where one has used the symmetry of the tensor Kij , and
that K and h0 are tangent to the surface.

2. Nematic surface

a. Invariance by translation

We now consider a nematic surface with free energy
density f0(c

α,C,Q,∇ ⊗ Q) with Q the nematic tensor
on the surface. One then obtains the gradient of the
free energy density, using that it does not depend on the
surface position:

∂if0 =µα∂ic
α +K : ∂iC−H0 : ∂iQ+Π

... ∂i(∇⊗Q)

=µα∂ic
α +K : ∂iC−H : ∂iQ+ (∇jΠ

j) : ∂iQ

+Πj : ∇i∂jQ

=µα∂ic
α +K : ∂iC−H : ∂iQ+∇j(Π

j : ∂iQ)

+Πj : (∇i∂jQ−∇j∂iQ)

=µα∂ic
α +K : ∂iC−H : ∂iQ+∇j(Π

j : ∂iQ) ,
(F9)

where one has used thatΠ = ei⊗Πi, the definition of the
total molecular field H (Eq. 94) and the commutation
relation Eq. A41. Rearranging then gives the Gibbs-
Duhem relation, Eq. 96.

b. Invariance by rotation

We proceed as in Appendix F 1 b and consider the ef-
fect of a local infinitesimal rotation dϑ on the free energy
density f0. The curvature tensor transforms as in Eq. F3
under a rotation, and the nematic tensor and its gradient
transform as

dC =dϑ×1 C+ dϑ×2 C , (F10)

dQ =dϑ×1 Q+ dϑ×2 Q , (F11)

d(∇ ⊗Q) =dϑ×1 (∇⊗Q) + dϑ×2 (∇⊗Q)

+ dϑ×3 (∇ ⊗Q) , (F12)
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which correspond to DC = 0, DQ = 0 and D(∇⊗Q) =
0. Here we use the notation for cross-product of tensors
introduced in Eq. A3. Under the infinitesimal rotation
one also has dcα = 0. This then leads to the change of
free energy density under the rotation:

df0 =K : (dϑ×1 C) +K : (dϑ ×2 C)−H0 : (dϑ×1 Q)

−H0 : (dϑ ×2 Q) +Π
... (dϑ ×1 (∇⊗Q))

+Π
... (dϑ ×2 (∇⊗Q)) +Π

... (dϑ×3 (∇ ⊗Q))

=dϑ · (C×1 K+C×2 K+H0 ×1 Q+H0 ×2 Q

− ǫi
j(Πi : ∂jQ)n−Πk ×1 ∂kQ−Πk ×2 ∂kQ) ,

(F13)

where we have used that Π = ei ⊗Πi, and used the no-
tation for cross-products of tensors introduced in Eq. A4
and the related circular shift relation of triple products,
Eqs. A5 and A6. Invariance of the free energy density
under this rotation then leads to the relation:

Πk ×1 ∂kQ+Πk ×2 ∂kQ+ ǫi
j(Πi : ∂jQ)n =

H0 ×1 Q+H0 ×2 Q+C×1 K+C×2 K , (F14)

which is reported in Eq. 97.

Appendix G: Equilibrium forces

1. Generic equilibrium polar fluid membrane

a. Internal free energy

Here we calculate the free energy change associated
to an infinitesimal surface shape change, using the in-
finitesimal variation of the surface free energy density
given in Eq. 35. We consider a shape change of the
surface, such that a point at X(s1, s2) is displaced to
X(s1, s2) + dX(s1, s2). We allow for an arbitrary change
in p and in the concentration cα. Calculating the varia-
tion of the free energy about equilibrium, we have

dF0 =

∫

S

dS

(

f0 g
ij dgij

2
+ df0

)

, (G1)

where we have used the variation of the square root of the
metric determinant, Eq. B5. The first term arises from
area variation and the second from variation of f0. Using
the expression for the free energy density differential df0,
this can be rewritten

dF0 =

∫

S

dS

[

(f0 − µαcα)gij
dgij
2

− h0 · dp+K : dC

+π : d(∇ ⊗ p) + µαd̄cα] , (G2)

where the variation of concentration that does not arise
from dilution, d̄cα, has been defined in Eq. B7. This

expression can be further rewritten,

dF0 =

∫

S

dS

[

tije
dgij
2

+mi
e · ∂idϑ− h ·Dp+ µαd̄cα

]

+

∮

C

dlνi π
i ·Dp , (G3)

with

tie =
[

(f0 − µαcα)gij −KikCj
k − π

i · ∂jp
]

ej

+ tie,nn , (G4)

mi
e =K

ijǫj
kek + p× π

i . (G5)

We postpone to the end of this section the calculation
showing the equality between Eqs. G2 and G3. We first
note that using the expression for the variation of the free
energy, eq. 42, and the virtual work expression Eq. E1, tie
and mi

e are indeed the equilibrium tension and moment
tensors.

To obtain an explicit expression for the normal part of
the equilibrium tension tensor tie,n, we use the tangential
torque balance condition Eq. 25. We find:

tie,n =∇jm̄
ji
e + Cj

kmj
n,eǫ

i
k + Γext,jǫij

=∇jK
ji − ǫik∇j [

(

π
j × p) · ek

]

− ǫikCj
k(πj × p) · n+ Γext,jǫij

=∇jK
ji − ǫik[

(

∇jπ
j)× p) · ek

]

+ Γext,jǫij

=∇jK
ji + ǫij

[

Γext − h× p
]

· ej , (G6)

where we have used the relation coming from invariance
by rotation, Eq. F6, and in the last line that h0 × p is
normal to the surface.

We now establish the equality between Eqs. G2 and
G3. The infinitesimal variation of vectors a and second-
rank tensors B can be decomposed in a corotational part
and a infinitesimal rotation arising from the surface ro-
tation dϑ, da = Da + dϑ × a and dB = DB + dϑ ×1

B+dϑ×2B (Eqs 1 and 3). A local infinitesimal rotation
of the surface and its associated vector and tensor fields
does not change the free energy density of the surface.
This property has been used in Appendix F to obtain a
Gibbs-Duhem relation. Such a local rotation is equiva-
lent to performing a rotation of the vectors a and tensors
B together with the shape rotation, such that Da = 0
and DB = 0 . Therefore, only corotational variations of
vectors and tensor lead to a change in the surface free



32

energy, and one can rewrite Eq. G2:

dF0 =

∫

S

dS

[

(f0 − µαcα)gij
dgij
2

− h0 ·Dp+K : DC

+π : D(∇ ⊗ p) + µαd̄cα]

=

∫

S

dS

[

((f0 − µαcα)gij − π
i · ∂jp)dgij

2

−h0 ·Dp+KijDCij + π
i · ∂iDp

+π
i · (∂idϑ× p) + µαd̄cα

]

=

∫

S

dS

[

((f0 − µαcα)gij − π
i · ∂jp)dgij

2

−h ·Dp+Kij

(

−dgik
2
Ck

j + ǫj
k∂idθ · ek

)

+(∂idϑ) · (p× π
i) + µαd̄cα

]

+

∮

C

dlνi π
i ·Dp

=

∫

S

dS

[

((f0 − µαcα)gij − π
i · ∂jp−KikCk

j)
dgij
2

−h ·Dp+ (Kikǫk
jej + p× π

i) · ∂idϑ+ µαd̄cα
]

+

∮

C

dlνi π
i ·Dp . (G7)

To go from the first to the second line above, we have
used Eq. B20. To go from the second to the third line, we
have performed an integration by parts and have used the
definition h = h0 +∇iπ

i. We have also used Eq. B12 to
reexpress the differential of the curvature tensor in terms
of (∂idθ) · ej and the variations of the metric tensor.

b. External forces and torques arising from an external
potential

We consider here forces arising from an external po-
tential U =

∫

S
dScαuα(X,n,p), where uα acts on com-

ponent α. Variation of the surface shape dX and of the
polarity vector p leads to

dU =

∫

S

dS

[

cα
[

∂uα

∂X
· dX+

∂uα

∂n
· (dϑ× n)

+
∂uα

∂p
· (dϑ× p) +

∂uα

∂p
·Dp

]

+ uαd̄cα
]

, (G8)

where we have used Eq. B7 for d̄cα, a change of concen-
tration not arising from dilution; dn = dϑ × n; and Eq.
1, giving here dp = dϑ×p+Dp. The expression for dU
can then be rewritten

dU =

∫

S

dS

[

cα
[

∂uα

∂X
· dX−

(

∂uα

∂n
× n+

∂uα

∂p
× p

)

· dϑ

+
∂uα

∂p
·Dp

]

+ uαd̄cα
]

. (G9)

Comparing this expression to the external virtual work
dWext defined in Eq. 28, and using the expression for the
variation of the external potential 43, one obtains expres-
sions for the equilibrium external force density, torque
density, molecular field, and external chemical potentials:

f exte = −cα ∂u
α

∂X
, (G10)

Γext
e = cα

(

∂uα

∂n
× n+

∂uα

∂p
× p

)

, (G11)

hext = cα
∂uα

∂p
, (G12)

µext,α = −uα . (G13)

With these definitions, the variation of external potential
can be written

dU =

∫

S

dS
[

−f exte · dX− Γext · dϑ+ hext ·Dp

−µext,αd̄cα
]

. (G14)

As a result of these equilibrium equations, the normal
torque can be written:

Γext
e,n = (hext × p) · n , (G15)

and we also note the following identity:

cα∂iµ
ext,α =− cα∂iu

α

=− cα
[

∂uα

∂X
· ei +

∂uα

∂n
· ∂in+

∂uα

∂p
· ∂ip

]

=f ext
e,i + Cijǫ

jk
[

Γext
e − hext × p

]

· ek
− hext · ∂ip . (G16)

2. Generic equilibrium nematic fluid membrane

a. Internal free energy

We now consider a nematic fluid membrane with
free energy for a region of surface S given by F0 =
∫

S
dSf0 and free energy differential given by Eq. 91.

The surface is also subjected to an external poten-
tial U =

∫

S
dScαuα(X,n,Q), where uα is an exter-

nal potential density acting on species α. We consider
a shape change of the surface, displacing X(s1, s2) to
X(s1, s2) + dX(s1, s2).
Subjected to a variation of the surface shape, of the

concentration field cα and of Q, the variation of the free
energy about equilibrium is

dF0 =

∫

S

dS

(

f0 g
ij dgij

2
+ df0

)

=

∫

S

dS

[

(f0 − µαcα)gij
dgij
2

−H0 : dQ+K : dC

+Π
... d(∇ ⊗Q) + µαd̄cα] , (G17)
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where the variation of concentration that does not arise
from dilution, d̄cα, has been defined in Eq. B7. This
expression can be rewritten:

dF0 =

∫

S

dS

[

tije
dgij
2

+mi
e · ∂idϑ −H : DQ+ µαd̄cα

]

+

∮

C

dl νiΠ
i : DQ , (G18)

with

tie =
[

(f0 − µαcα)gij −KikCk
j −Πi : ∂jQ

]

ej

+ tie,nn , (G19)

mi
e = Kikǫk

jej −Πi ×1 Q−Πi ×2 Q . (G20)

As for the polar case, we show the equality of Eq. G17
and G18 at the end of this section. We first note that
using the expression for the variation of the free energy
98 and the virtual work expression Eq. E1, tie and mi

e

are indeed the equilibrium tension and moment tensors.

To obtain an explicit expression for the normal part of
the equilibrium tension tensor tie,n, we use the tangential
torque balance condition Eq. 25. We find:

tie,n =∇jm̄
ji
e + Cj

kmj
n,eǫ

i
k + Γext,jǫij

=∇jK
ji − ǫik∇j [

(

Πj ×1 Q+Πj ×2 Q) · ek
]

− ǫikCj
k(Πj ×1 Q+Πj ×2 Q) · n+ Γext,jǫij

=∇jK
ji − ǫik

[

((∇jΠ
j)×1 Q+ (∇jΠ

j)×2 Q) · ek
]

+ Γext,jǫij

=∇jK
ji + ǫij

[

Γext − (H×1 Q+H×2 Q)
]

· ej ,
(G21)

where we have used the relation coming from invariance
by rotation, Eq. F14; and in the last line that the vectors
H0 ×1 Q and H0 ×2 Q are normal to the surface.

We now establish the equality between Eqs. G17 and

G18. Starting from Eq. G17, we obtain:

dF0 =

∫

S

dS

[

(f0 − µαcα)gij
dgij
2

−H0 : DQ+K : DC

+Π
... D(∇⊗Q) + µαd̄cα]

=

∫

S

dS

[

(

(f0 − µαcα)gij −Πi : ∂jQ
) dgij

2

−H0 : DQ+KijDCij +Πi : ∂iDQ

+Πi : (∂idϑ×1 Q) +Πi : (∂idϑ×2 Q) + µαd̄cα
]

=

∫

S

dS

[

(

(f0 − µαcα)gij −Πi : ∂jQ
) dgij

2

−H : DQ+Kij

(

−dgik
2
Ck

j + ǫj
k∂idθ · ek

)

−(∂idϑ) · (Πi ×1 Q+Πi ×2 Q) + µαd̄cα
]

+

∮

C

dl νiΠ
i : DQ

=

∫

S

dS

[

((

f0 − µαcα)gij −Πi : ∂jQ−KikCk
j
)) dgij

2

+(Kijǫj
kek −Πi ×1 Q−Πi ×2 Q) · ∂idϑ

−H : DQ+ µαd̄cα] +

∮

C

dl νiΠ
i : DQ . (G22)

In the first line, we have used the invariance of the free
energy density by solid rotation (Appendix F 2 b). To go
from the first to the second line, we have used Eq. B21.
To go from the second to the third line, we have per-
formed an integration by parts, we have used the defini-
tion for the total molecular field H = H0 + ∇iΠ

i, Eq.
B12 and the triple product relations A6.

b. Forces and torques arising from an external potential

We consider here forces arising from an external po-
tential U =

∫

S
dScαuα(X,n,Q), where uα acts on com-

ponent α. Variation of the surface shape dX and of the
second-rank tensor Q leads to

dU =

∫

S

dS

[

cα
[

∂uα

∂X
· dX+

∂uα

∂n
· (dϑ × n)

+
∂uα

∂Q
: (dϑ×1 Q+ dϑ×2 Q) +

∂uα

∂Q
: DQ

]

+uαd̄cα] (G23)

where we have used Eq. 3, giving here dQ = dϑ×1 Q+
dϑ ×2 Q+DQ, and the variation of the normal vector,
Eq. B11. The expression for dU can then be rewritten

dU =

∫

S

dS

[

cα
[

∂uα

∂X
· dX+

∂uα

∂Q
: DQ

]

+ uαd̄cα

−cα
(

∂uα

∂n
× n+

∂uα

∂Q
×1 Q+

∂uα

∂Q
×2 Q

)

· dϑ
]

(G24)



34

where we have used the triple product relations A6.
Then, comparing this expression to the external virtual
work dWext defined in Eq. 28, and using the equilibrium
relation Eq. 99, one obtains expressions for the equi-
librium external force density, torque density, molecular
field, and external chemical potentials:

f exte = −cα ∂u
α

∂X
(G25)

Γext
e = cα

(

∂uα

∂n
× n+

∂uα

∂Q
×1 Q+

∂uα

∂Q
×2 Q

)

(G26)

Hext = cα
∂uα

∂Q
(G27)

µext,α = −uα . (G28)

With these definitions, the variation of external potential
can be written

dU =

∫

S

dS
[

−f exte · dX− Γext · dϑ+Hext : DQ

−µext,αd̄cα
]

. (G29)

We note that since Hext and Q are symmetric and Q is
a tangent tensor, the normal torque can be written:

Γext
n =[Hext ×1 Q+Hext ×2 Q] · n

=2ǫi
kHext,ijQkj . (G30)

We also note the following identity:

cα∂iµ
ext,α =− cα∂iu

α

=− cα
[

∂uα

∂X
· ei +

∂uα

∂n
· ∂in+

∂uα

∂Q
: ∂iQ

]

=f ext
e,i + Cijǫ

jk
[

Γext
e −Hext ×1 Q

−Hext ×2 Q
]

· ek −Hext : ∂iQ . (G31)

Appendix H: Entropy production rate

1. Entropy production rate for a polar fluid surface

In this Appendix we calculate the entropy production
rate of a polar surface using a Lagrangian approach.
That is, we follow a moving fluid surface element labeled
by its center of mass (s1, s2), moving with velocity v.
Expressions for the gradient of flow vij , the vorticity ω,
the corotational of the curvature tensor DtCij can then
found from the replacements dX → vdt, dgij → 2vijdt,
dϑ → ωdt, DCij → DtCijdt in Eqs. B4, B8, and B19.
Corresponding expressions are reported in Eqs. 60-63.
Including the external potential U , the total free energy
is

Ftot = F + U =

∫

S

dS (fkin + f0 + cαuα) , (H1)

where fkin = ρ v2/2 is the kinetic energy density. The
differential of f0 is given in Eq. 35:

df0 = µαdcα +K : dC− h0 · dp+ π : d(∇ ⊗ p) . (H2)

We consider the time derivative of the free energy, Ḟ =
Ḟ0 + Ḟkin, and first calculate Ḟkin:

Ḟkin =
d

dt

∫

S

dS fkin

=

∫

S

dS

[

ρv2

2
vi

i +
d

dt

(

ρ v2

2

)]

, (H3)

where d/dt denotes a Lagrangian time derivative (Eq.
B25) and where we have used Eq. B5. In the Lagrangian
approach,

d

dt

(

ρ v2

2

)

=
v2

2

dρ

dt
+ ρv · dv

dt
= −v

2

2
ρ vi

i + v · ρa ,
(H4)

where we have used the mass conservation equation:

dρ

dt
+ ρvi

i = 0 , (H5)

to go from the first to the second line. We thus obtain

Ḟkin =

∫

S

dSρa · v . (H6)

We can express the first term in the integral above in
terms of forces and moments by noting that, since we
are taking a Lagrangian approach, we may make the re-
placements dX → v dt, dϑ → ω dt, dgij/2 → vijdt, and
DCij → DtCijdt in the equality between Eqs. 27 and
30. We thereby obtain

Ḟkin =

∫

S

dS
[

−tijvij −mijDtCij −mi
nωin

+f ext · v + Γext · ω
]

+

∮

C

dlνi
[

ti · v +mi · ω
]

.

(H7)

with ωin = (∂iω) · n.
We next calculate Ḟ0 = d/dt

∫

S
dS f0. Using the dif-

ferential of f0, Eq. 35, we have

Ḟ0 =

∫

S

dS

[

f0vi
i +

∑

α

µα∂tc
α +K :

dC

dt
− h0 ·

dp

dt

+π :
d

dt
(∇⊗ p)

]

. (H8)

The second term on the right-hand side can be re-
written using mass conservation for species α, Eq. D6
in a Lagrangian form, that is,

dcα

dt
+ cαvi

i = rα −∇ij
α,i , (H9)



35

where rα is the chemical reaction rate at which a molecule
of species is produced, and jα,i is the relative flux of α.
As a result,

µα dc
α

dt
= −µαcαvi

i + rαµα + jα,i∂iµ
α −∇i(µ

αjα,i) ,

(H10)
Using the balance equations for tangential and normal
fluxes, Eq. D7, and for chemical reactions D8, we then
have:

∑

α

µα dc
α

dt
=
∑

α

[−viiµαcα + rαµα]

+

N
∑

α=2

[jα,i∂iµ
α −∇i(µ

αjα,i)] , (H11)

where

µα = µα − mα

m1
µ1 (H12)

is the relative chemical potential of species α.
With implicit summation from α = 1 to N for terms

with µα, and from α = 2 to N for terms with µα, we
therefore have

Ḟ0 =

∫

S

dS

[

(f0 − µαcα)vi
i +K :

dC

dt
− h0 ·

dp

dt

+π :
d

dt
(∇⊗ p) + jα,i∂iµ

α + rαµα

]

−
∮

νidl µ
αjα,i . (H13)

The remaining terms in Eq. H8 can be transformed using
the results from section G1 by using the equality of Eqs.
G2 and G3, with the replacements dgij/2 → vijdt, dp →
dp
dt dt, dC → dC

dt dt, d(∇ ⊗ p) → d
dt (∇⊗ p)dt, dϑ → ω dt

and Dp → Dtpdt:

Ḟ0 =

∫

S

dS
[

t
ij

e vij +mij
e DtCij − h ·Dtp+mi

n,eωin

+ jα,i∂iµ
α + rαµα

]

+

∮

C

dlνi
(

−µαjα,i + π
i ·Dtp

)

.

Finally, we calculate the time derivative of the external
potential U , using Eq. G14 and Eq. H9:

U̇ =

∫

S

dS
[

−f exte · v − Γext
e · ω + hext ·Dtp

−µext,αrα + µext,α∇ij
α,i

]

, (H14)

where

µext,α = µext,α − mα

m1
µext,1 (H15)

is the external relative chemical potential. Putting to-
gether Ḟkin, Ḟ0 and U̇ , we finally obtain Eq. 59.

2. Entropy production rate for a nematic fluid

surface

We now calculate the entropy production rate for a
nematic surface. We carry over much of the derivation
from the previous section, in particular the calculation of
Ḟkin is unchanged. In the calculation of Ḟ0, we use the
differential of the free energy introduced in Eq. 91. We
also use the equality between Eq. G17 and eq. G18. We
then obtain:

Ḟ0 =

∫

S

dS
[

t
ij

e vij +mij
e DtCij −H : DtQ+mi

n,eωin

+ rαµα + jα,i∂iµ
α
]

+

∮

C

dlνi(−µαjα,i +Πi : DtQ) .

(H16)

The time derivative of the external potential U reads,
using Eq. G29:

U̇ =

∫

S

dS
[

−f exte · v − Γext
e · ω +Hext : DtQ

−µext,αrα + µext,α∇ij
α,i

]

, (H17)

where the relative external chemical potential µ̄ext,α is
defined in Eq. H15.

We can then compute Ḟtot = Ḟ + U̇ = Ḟ0 + Ḟkin + U̇
with the aid of Eqs. H7, H16 and H17, obtaining Eq. 114.

Appendix I: Full constitutive equations

Here we give complete constitutive equations, includ-
ing terms for isotropic surfaces which do not couple to
the polar or nematic order parameter on the surface. We
include terms which are first-order in the curvature ten-
sor Cij , first order in polarity vector p and its associated
nematic tensor qij = pipj − 1

2p
2gij for polar surfaces and

first order in the nematic tensor Qij for nematic surfaces.
We do not include cross-coupling terms in the gradient of
the chemical potential, ∂iµ̄

α
d or the flux jα,i, except for

active couplings with the fuel hydrolysis chemical poten-
tial, ∆µ. For simplicity, “viscous” coupling coefficients
between t̄ijd , m̄

ij , mi
n,d and vij , DtCij , ωin which de-

pend on the curvature, polarity vector or nematic tensor
are not considered. The same simplification is applied
to “diagonal” coupling coefficients between a flux and
its conjugate force. We do not include couplings between
the mechanical tensors and the deviatoric molecular field,
and conversely between Dtp or DtQ and vij , DtCij , ωin,
that depend on the curvature tensor.



36

1. Polar surface

The tension tensor has contributions:

t
ij

0 =2ηṽij + ηbvk
kgij + ζ∆µgij + ζn∆µq

ij

+
ν

2
(pihjd + pjhid − hd,kp

kgij) + ν′hd,kp
kgij

t
ij

UD =2η̄DtC̃
ij + η̄bDtCk

kgij + 2ζ̃∆µC̃ij

+ ζ′∆µCk
kgij + ζ̃n∆µq

klCklg
ij + ζ̃′n∆µq

ijCk
k

t
ij

C =ηC
(

ǫikDtCk
j + ǫjkDtCk

i
)

+ ζC∆µ
(

ǫikC
kj + ǫjkC

ki
)

+ ζCn∆µ(ǫ
ikqk

lCl
j + ǫjkqk

lCl
i)

+ ζ̃Cn∆µ(ǫ
ikCk

lql
j + ǫjkCk

lql
i)

t
ij
PC =ηPC

(

ǫikv
kj + ǫjkv

ki
)

+ ν′PCǫklp
khldg

ij

+
νPC

2
(ǫikh

k
dp

j + ǫjkh
k
dp

i − ǫlkh
k
dp

lgij)

+ ζPCn∆µǫ
ikqk

j . (I1)

The bending moment tensor reads

mij
0 =2ηcDtC̃

ij + ηcbDtCk
kgij + 2ζ̃c∆µC̃

ij + ζ′c∆µCk
kgij

+ ζ̃cn∆µq
klCklg

ij + ζ̃′cn∆µCk
kqij

mij
UD =2η̄ṽij + η̄bvk

kgij +
β

2
(pihjd + pjhid − pkh

k
dg

ij)

+ β′pkh
k
dg

ij + ζc∆µg
ij + ζcn∆µq

ij

mij
C =− ηC

(

ǫikv
kj + ǫjkv

ki
)

+ β′
Cǫ

k
lpkh

l
dg

ij

+
βC
2
(ǫikh

k
dp

j + ǫjkh
k
dp

i − ǫlkh
k
dp

lgij)

+ ζcCn∆µǫ
ikqk

j

mij
PC =ηcPC

(

ǫikDtCk
j + ǫjkDtCk

i
)

+ ζPC∆µ
(

ǫikC
kj + ǫjkC

ki
)

+ ζcPCn∆µ(ǫ
ikqk

lCl
j + ǫjkqk

lCl
i)

+ ζ̃cPCn∆µ(ǫ
ikCk

lql
j + ǫjkCk

lql
i) . (I2)

Contributions to the tensor mn read:

mi
n0 =κωi

n + χpǫ
ijpj∆µ+ ψ ǫijh

j
d

mi
nUD =(χpǫ

i
kC

kj + χ′
pǫ

j
kC

ki)pj∆µ

mi
nC =(χCpC

ij + χ′
CpCk

kgij)pj∆µ

mi
nPC =κPCǫ

ijωjn + χPCpp
i∆µ+ ψPCh

i
d . (I3)

with ωin = ∂iωn − Cijωj . Terms contributing to the

dynamics of the polarity field read:

P i
0 =

1

γ
hid − νṽijpj − ν′vk

kpi + λ∆µpi + ψ ǫijωjn

P i
UD =− βpjDtC̃

ij − β′DtCk
kpi

+ λUD∆µC
ijpj + λ′UD∆µC

j
jp

i

P i
C =βCǫ

i
kDtC̃

kjpj + β′
Cǫ

ijpjDtCk
k

+ (λCǫ
i
kC

kj + λ′Cǫ
j
kC

ki)pj∆µ

P i
PC =

1

γPC
ǫijh

j
d + νPCǫ

i
kṽ

kjpj + ν′PCvk
kǫijpj

+ λPC∆µǫ
ijpj − ψPCω

i
n . (I4)

The flux of species α = 2...N , relative to the centre of
mass has different contributions given by

jα,i0 =− Lαβ∂iµ̄β
d + καpp

i∆µ

jα,iUD =(καUDpC
ij + κ′αUDpCk

kgij)pj∆µ

jα,iC =(καCpǫ
i
kC

kj + κ′αCpǫ
j
kC

ki)pj∆µ

jα,iPC =− Lαβ
PCǫ

ij∂j µ̄
β
d + καPCpǫ

ijpj∆µ , (I5)

where we have used the relation ǫikC
kj = ǫjkC

ki+Ck
kǫij

to avoid introducing redundant couplings in the equation
for jC .
Finally, the rate of fuel consumption has the following

decomposition:

r0 =− ζvk
k − 2ζ̃cC̃

ijDtC̃
ij − ζ′cCk

kDtCk
k − ζnv

ijqij

− (ζ̃cnq
klCklg

ij + ζ̃′cnCk
kqij)DtCij

− χpǫ
ijpjωin + λpih

i
d − καpp

i∂iµ̄
α
d + Λ∆µ

rUD = −ζ′Ck
kvk

k − 2ζ̃C̃ijvij − ζcDtCk
k

− (ζ̃nq
klCklg

ij + ζ̃′nq
ijCk

k)vij − ζcnq
ijDtCij

− (χpǫ
i
kC

kj + χ′
pǫ

j
kC

ki)pjωin

+ (λUDC
ij + λ′UDCk

kgij)pjhd,i

− (καUDpC
ij + κ′αUDpCk

kgij)pj∂iµ̄
α
d

rC =− 2ζCǫikC
kjvij − (2ζCnǫ

ikqklCl
j + 2ζ̃Cnǫ

ikCk
lql

j)vij

− ζcCnǫ
ikqk

jDtCij

− (χCpC
ij + χ′

CpCk
kgij)pjωin

+ (λCǫ
i
kC

kj + λ′Cǫ
j
kC

ki)pjhd,i

− (καCpǫ
i
kC

kj + κ′
α
Cpǫ

j
kC

ki)pj∂iµ̄
α
d

rPC =− 2ζPCǫikC
kjDtC

i
j − ζPCnǫ

ikqk
jvij

− (2ζcPCnǫ
ikqk

lCl
j + 2ζ̃cPCnǫ

ikCk
lql

j)DtCij

− χPCpp
iωin + λPCǫ

ijpjhd,i − καPCpǫ
ijpj∂iµ̄

α
d .

(I6)

The odd or Hall viscosities ηPC, ηcPC, κPC, the trans-

port coefficients Lαβ
PC and the inverse rotational viscosity

1/γPC are odd under time-reversal; they can be non-zero
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for a system close to equilibrium for instance in the pres-
ence of a magnetic field [46]. They can emerge more
generally as a linear response coefficient around a non-
equilibrium steady-state [47].

2. Pseudopolar surface

For a pseudopolar surface described by the order pa-
rameter pC or by the combination ǫPC, pC, the constitu-

tive equations read:

t
ij

d =2ηṽij + ηbvk
kgij + ζ∆µgij + ν′hkC,dpC,kg

ij

+ ζn∆µq
ij +

ν

2
(piCh

j
C,d + pjCh

i
C,d − hkC,dpC,kg

ij)

+ ǫPC

[

ηPC

(

ǫikv
kj + ǫjkv

ki
)

+ ζPCn∆µǫ
ikqk

j

+
νPC

2
(ǫikh

k
C,dp

j
C + ǫjkh

k
C,dp

i
C − ǫklh

l
C,dp

k
Cg

ij)

+ν′PCǫklp
k
Ch

l
C,dg

ij
]

(I7)

mij
d =2ηcDtC̃

ij + ηcbDtCk
kgij

+ 2ζ̃c∆µC̃
ij + ζ′c∆µCk

kgij

+ ζ̃cn∆µq
klCklg

ij + ˜ζ′cn∆µq
ijCk

k

+ ǫPC

[

ηcPC

(

ǫikDtCk
j + ǫjkDtCk

i
)

+ζPC∆µ
(

ǫikC
kj + ǫjkC

ki
)

+ζcPCn∆µ(ǫ
ikqk

lCl
j + ǫjkqk

lCl
i)

+ζ̃cPCn∆µ(ǫ
ikCk

lql
j + ǫjkCk

lql
i)
]

(I8)

mi
n,d = κωi

n + (χCpC
i
j + χ′

CpCk
kgij)p

j
C∆µ

+ ǫPC(κPCǫ
ijωjn + (χpǫ

ikCkj + χ′
pǫjkC

ki)pjC∆µ)

(I9)

Dtp
i
C =

1

γ
hiC,d − νṽijpC,j − ν′vk

kpiC + λ∆µpiC

+ ǫPC

[

1

γPC
ǫijh

j
C,d + νPCǫ

ikṽkjp
j
C

+ν′PCvk
kǫijpC,j + λPC∆µǫ

i
jp

j
C

]

(I10)

jα,i =− Lαβ∂iµ̄β
d + (καCpǫ

ikCkj + κ′αCpǫjkC
ki)pjC∆µ

− ǫPCL
αβ
PCǫ

ij∂j µ̄
β
d

+ ǫPC(κ
α
UDpC

i
j + κ′αUDpCk

kgij)p
j
C∆µ (I11)

r =− ζvk
k − ζnv

ijqij − 2ζ̃cC̃
ijDtC̃

ij − ζ′cCk
kDtCk

k

− (ζ̃cnq
klCklg

ij + ζ̃′cnCk
kqij)DtCij

− (χCpC
ij + χ′

CpCk
kgij)p

j
Cωin + Λ∆µ

+ λpC,ih
i
C,d − (καCpǫ

ikCkj + κ′αCpǫjkC
ki)pjC∂iµ̄

α
d

− ǫPC

[

−λPCǫijp
j
Ch

i
C,d + 2ζPCǫikC

kjDtC
i
j

+ζPCnǫ
ikqk

jvij + (χpǫ
i
kC

kj + χ′
pǫ

j
kC

ki)pjωin

+(καUDpC
ij + κ′αUDpCk

kgij)pC,j∂iµ̄
α
d

+(2ζcPCnǫ
ikqk

lCl
j + 2ζ̃cPCnǫ

ikCk
lql

j)DtCij

]

(I12)
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3. Nematic surface

The contributions to the tension tensor read:

t
ij

0 =2ηṽij + ηbvk
kgij + ζ∆µgij + νHij

d

+ ν′QklH
kl
d g

ij + ζn∆µQ
ij

t
ij
UD =2η̄DtC̃

ij + η̄b(DtCk
k)gij + 2ζ̃∆µC̃ij

+ ζ′∆µCk
kgij + ζ̃n∆µQ

klCklg
ij + ζ̃′n∆µQ

ijCk
k

t
ij

C =ηC
(

ǫikDtCk
j + ǫjkDtCk

i
)

+ ζC∆µ
(

ǫikC
kj + ǫjkC

ki
)

+ ζCn∆µ(ǫ
ikQk

lCl
j + ǫjkQk

lCl
i)

+ ζ̃Cn∆µ(ǫ
ikCk

lQl
j + ǫjkCk

lQl
i)

t
ij

PC =ηPC

(

ǫikv
kj + ǫjkv

ki
)

+ νPCǫ
i
kH

kj
d

+ ν′PCǫ
klQkmH

ml
d gij + ζPCn∆µǫ

ikQk
j . (I13)

The contributions to the moment tensor, in the decom-
position indicated in Eq. 70, read

mij
0 =2ηcDtC̃

ij + ηcbDtCk
kgij + 2ζ̃c∆µC̃

ij + ζ′c∆µCk
kgij

+ ζ̃cn∆µQ
klCklg

ij + ˜ζ′cn∆µQ
ijCk

k

mij
UD =2η̄ṽij + η̄bvk

kgij + βHij
d + β′QklH

kl
d g

ij

+ ζc∆µg
ij + ζcn∆µQ

ij

mij
C =− ηC

(

ǫikv
kj + ǫjkv

ki
)

+ βCǫ
i
kH

kj
d

+ β′
Cǫ

klQkmH
ml
d gij + ζcCn∆µǫ

ikQk
j

mij
PC =ηcPC

(

ǫikDtCk
j + ǫjkDtCk

i
)

+ ζPC∆µ
(

ǫikC
kj + ǫjkC

ki
)

+ ζcPCn∆µ(ǫ
ikQk

lCl
j + ǫjkQk

lCl
i)

+ ζ̃cPCn∆µ(ǫ
ikCk

lQl
j + ǫjkCk

lQl
i) . (I14)

Contributions to the tensor mn read:

mi
n0 = κωin

mi
nUD = 0

mi
nC = 0

mi
nPC = κPCǫ

ijωjn (I15)

and the corotational time derivative of the nematic order

parameter is:

Qij
0 =

1

γ
Hij

d − νṽij − ν′vk
kQij + λ∆µQij

Qij
UD =− βDtC̃

ij − β′DtCk
kQij

+ λUD∆µ C̃
ij + λ′UD∆µCk

kQij

Qij
C =βCǫ

i
kDtC̃

kj + β′
Cǫ

i
kQ

kjDtCl
l

+ λC∆µ(ǫ
i
kC

kj + ǫjkC
ki) + λCn∆µCk

kǫikQk
j

Qij
PC =

1

γPC
ǫikH

kj
d + νPCǫ

ikṽk
j

+ ν′PCǫ
i
kQ

kjvl
l + λPC∆µǫ

ikQk
j . (I16)

The flux of species α = 2...N , relative to the centre of
mass has different contributions given by

jα,i0 =− Lαβ∂iµ̄β
d

jα,iUD =0

jα,iC =0

jα,iPC =− Lαβ
PCǫ

ij∂j µ̄
β
d . (I17)

Finally, the rate of fuel consumption has the following
decomposition:

r0 =− ζvk
k − 2ζ̃cC̃

ijDtC̃
ij − ζ′cCk

kDtCk
k − ζnv

ijQij

− (ζ̃cnQ
klCklg

ij + ζ̃′cnCk
kQij)DtCij + λQijH

ij
d + Λ∆µ

rUD =− ζ′Ck
kvk

k − 2ζ̃C̃ijvij − ζcDtCk
k

− (ζ̃nQ
klCklg

ij + ζ̃′nQ
ijCk

k)vij − ζcnQ
ijDtCij

+ (λUDC̃
ij + λ′UDCk

kQij)Hdij

rC =− 2ζCǫikC
kjvij − (2ζCnǫ

ikQklCl
j + 2ζ̃Cnǫ

ikCk
lQl

j)vij

− ζcCnǫ
ikQk

jDtCij + 2λCǫjkC
k
iH

ij
d

+ λCnCk
kǫikQk

jHdij

rPC =− 2ζPCǫikC
kjDtC

i
j − ζPCnǫ

ikQk
jvij

− (2ζcPCnǫ
ikQk

lCl
j + 2ζ̃cPCnǫ

ikCk
lQl

j)DtCij

+ λPCǫikQ
k
jH

ij
d . (I18)

As for the polar case, the odd or Hall viscosities ηPC,

ηcPC, κPC, the transport coefficients Lαβ
PC and the inverse

rotational viscosity 1/γPC are odd under time-reversal,
and can be non-zero in a system close to equilibrium for
instance in the presence of a magnetic field.

4. Pseudonematic surface

For pseudonematic surfaces whose broken symme-
tries can be described by the pseudotensor QUD and
the combination of the pseudoscalar and pseudovector
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{ǫPC,QUD}, we find:

t
ij
d =2ηṽij + ηbvk

kgij + ζgij∆µ

+ ν′QUD,klH
kl
UDdg

ij + ζ̃n∆µQ
kl
UDCklg

ij

+ ζ̃′n∆µQ
ij
UDCk

k + ǫPC

[

ηPC

(

ǫikv
kj + ǫjkv

ki
)

+ν′PCǫ
klQUD,kmH

ml
UDdg

ij

+ζCn∆µ(ǫ
i
kQ

kl
UDCl

j + ǫjkQ
kl
UDCl

i)

+ζ̃Cn∆µ(ǫ
ikCklQ

lj
UD + ǫjkCklQ

li
UD)

]

(I19)

mij
d =2ηcDtC̃

ij + ηcbDtCk
kgij + 2ζ̃c∆µC̃

ij

+ ζ′c∆µCk
kgij + βHij

UDd + ζcn∆µQ
ij
UD

+ ǫPC

[

ηcPC

(

ǫikDtCk
j + ǫjkDtCk

i
)

+ζPC∆µ(ǫikCkj+ǫjkCki)

+βCǫ
i
kH

kj
UDd + ζcCn∆µǫ

i
kQ

kj
UD

]

(I20)

mi
n,d =κωi

n + ǫPCκPCǫ
ijωjn (I21)

DtQ
ij
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γ
Hij

UDd + λ∆µQij
UD + λUD∆µ C̃

ij

− ν′vk
kQij
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+ ǫPC

[
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ǫikH
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i
kQ

kj
UDvl
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kQ

kj
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(I22)

jα,i0 =− Lαβ∂iµ̄β
d − ǫPCL

αβ
PCǫ

ij∂j µ̄
β
d (I23)

r =Λ∆µ− ζvk
k − 2ζ̃cC̃

ijDtC̃
ij − ζ′cCk

kDtCk
k

+ λQij
UDHUDd,ij + λUDC̃ijH

ij
UDd − ζcnQ

ij
UDDtCij
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UDCklg
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ij
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ikCklQ
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+λPCǫikQUD
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ij
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. (I24)

Appendix J: Glossary of physical realisations of

surface symmetries

In this Appendix we give examples of physical realisa-
tions of surfaces with symmetries that are discussed in
the main text (see Tables II, IV, VI and Fig. 3). We dis-
cuss mostly examples of biological membranes bilayers
and epithelia.

• D⊥
∞h, isotropic: Corresponds to the symmetry of

pure phospholipid membrane bilayers used for in-
stance in giant unilamellar vesicles [48]. Another
example is given by free standing smectic A films
[27].

• C⊥
∞v, isotropic, up-down broken symmetry:

Corresponds to the symmetry of a phospholipid bi-
layer in which the two leaflets have a different com-
position. An alternative is provided by a conven-
tional phospholipid bilayer loaded with ion pumps
[49], oriented in a preferred direction.

• D⊥
∞, isotropic, chiral broken symmetry: Cor-

responds to the symmetry of a phospholipid-
cholesterol membrane bilayer [50], a smectic A free
standing film made of chiral molecules, or a free
standing cell monolayer film with no apico-basal
polarity (since cells are chiral [51]).

• C⊥
∞h, isotropic, planar- chiral broken sym-

metry: Such a symmetry may be obtained with
spin polarised molecules or magnetically polarised
nanoparticles, with magnetic polarisation along the
membrane normal, embedded in a conventional
phospholipid membrane. An alternative way to ob-
tain such a symmetry would be to have an isotropic
bilayer, one leaflet with an excess of dextrorotatory
chiral molecules, the other with an excess of levoro-
tatory ones, in exactly the opposite concentration.
An out of equilibrium version would be obtained
by a membrane composed of rotary motors with
rotation axis parallel to the membrane normal and
with up-down symmetry, embedded in a conven-
tional phospholipid membrane. Note that motors
such as F0F1-ATPase do not have up-down sym-
metry [52].

• C⊥
∞, isotropic, chiral and up-down broken

symmetries: Most biological membranes corre-
spond to this symmetry group. They contain
chiral molecules such as cholesterol, oriented ion
pumps, different leaflet composition, and are in-
plane isotropic.

• C
||
2v, polar: A simple example is that of a mem-

brane with polar order parallel to the membrane.
We do not know of such a system made of small
molecules, neither do we know of more complex re-
alisations.

• C
||
s , polar, up-down broken symmetry: This

corresponds to a polar phase with polarity parallel
to the membrane with broken up-down symmetry.
The simplest example is that of a tilted phospho-
lipid monolayer. Such phases are known in Lang-
muir films [53, 54]. An example at a cell level would
be a membrane, on one side of which actin poly-
merization takes place with a tilt with respect to
the membrane normal. The composite membrane-
cortex layer has the required symmetry if we ne-
glect actin chirality. At the tissue scale this phase
corresponds to any polar epithelial tissue, either in
vivo or in vitro on a substrate, the polarity hav-
ing components both along and perpendicular to
the membrane, provided we again neglect the weak
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chirality of cells. Such tissues have a spontaneous
tendency to move homogeneously with respect to
their substrate [55].

• C
||
2 , polar, chiral broken symmetry: This phase

typically corresponds to a free standing chiral smec-
tic C film [27] or a phospholipid bilayer made of
chiral molecules that are tilted with respect to the
normal. Such phases have not been described in
biological membranes, but could exist.

• C⊥
s , polar, planar-chiral broken symmetry: A

possible picture is that of a polar membrane, with
polarity parallel to the membrane, embedding rota-
tory motors with up-down symmetry and rotation
axis parallel to the membrane normal.

• C1, polar, chiral and up-down broken sym-

metry: Adding chirality to any of the physical

realizations of C
||
s membranes suppresses mirror

planes, and leads to membrane which are not in-
variant under any point group symmetry operation.
This is, for example, the case of tilted chiral phos-
pholipid bilayers with inequivalent leaflets, as well
as epithelium with in-plane polar symmetry and
apico-basal polarity, since they lack up-down sym-
metry and cells are chiral. On the cell surface, the
actomyosin cortex, with polar and chiral actin fila-
ments polymerizing away from the cell membrane,
enters this category [56].

• C
||
2h, pseudopolar: The simplest physical pic-

ture is that of a free standing smectic C film [27],
or a phospholipid bilayer membrane in which the
molecules are tilted with respect to the membrane
normal. An alternative out-of-equilibrium version
would correspond to a similar membrane in which
rotatory motors with up-down symmetry and rota-
tion axis parallel to the membrane are embedded
in the membrane.

• Ci = S2, pseudopolar and planar-chiral bro-

ken symmetry: This phase corresponds to a

C
||
2h, pseudopolar surface, with an additional bro-

ken symmetry. We are not aware of an experimen-
tal realisation of such a surface.

• D⊥
2h, D

||
2h, nematic: This phase corresponds to a

membrane with in-plane nematic order. To our
knowledge there is no simple example with phos-
pholipids or smectic free standing films. Thin
spherical nematic shells obtained with a nematic
drop containing a smaller aqueous drop would en-
ter this category [57, 58].

• C⊥
2v, nematic, up-down broken symmetry: A

simple representation is of a membrane with ne-
matic order parallel to the membrane and with no
up-down symmetry. Such a membrane type, not re-
ported to our knowledge in systems made of small

molecules, corresponds to many epithelial layers in
vivo or in vitro when they rest on a substrate and
cells spontaneously elongate, whenever cell chiral-
ity can be neglected [31, 59].

• D⊥
2 , D

||
2 , nematic, chiral broken symme-

try: Corresponds to a membrane made of chiral
molecules with in-plane nematic order. We do not
know of any example with phospholipids or free
standing smectic films.

• C⊥
2h, nematic, planar-chiral broken symme-

try: A simple realization would be obtained by
dissolving planar pinwheel-shaped molecules in an
otherwise nematic membrane with nematic order
parallel to the membrane. We know of no such re-
alization.

• C⊥
2 , nematic, chiral and up-down broken

symmetries: This corresponds to an in-plane ne-
matic order, with chiral molecules and broken up-
down symmetry. We do not know of such phases
made of phospholipids. Chiral microtubule fila-
ments with no coarse-grained polarity but orien-
tational order coated on a lipid vesicle [16], or ne-
matic epithelial layers on substrate or in vivo pro-
vide good examples of such phases [31, 59].

• D⊥
2d, pseudonematic: Corresponds to a bilayer

membrane in which a nematic order parallel to the
membrane exists in each monolayer, but with their
main axis being orthogonal to each other. We do
not know of any example of such a phase made of
small molecules. The supracellular actin fiber sys-
tem in Hydra could provide a beautiful example of
such a symmetry, if we ignore chirality and assume
that the orthogonal actin network fibers have an
equal degree of organisation [21].

• S⊥
4 , pseudonematic and planar-chiral broken

symmetry: We are not aware of an experimental
realisation of such a surface.

Appendix K: Quasi one-dimensional confined active

film

Here we describe calculations for the steady-state so-
lutions of a confined, quasi-dimensional active film. We
assume that the system has invariance of translation in
the y direction, is confined along the x direction, and is
free from external forces and torques. The active film po-
sition in space X(x, y) is denoted using the Monge gauge:

X(x, y) = xẽx + yẽy + h(x, y)ẽz (K1)

with h an height function, and ẽx, ẽy, ẽz are unit vectors
of a 3D cartesian basis. We assume a weakly deformed
surface, |∂xh| ≪ 1 and |∂yh| ≪ 1. To first order in the
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height function gradients, gij ≃ δij , the Christoffel coef-
ficients vanish and Cij ≃ −∂i∂jh. Because gij ≃ δij , we
use indifferently contravariant and covariant tensor com-
ponents. At low Reynolds number where inertial terms
can be neglected, the relevant force balance equations
(Eqs. 23-26) then are, in the weakly deformed limit,

∂xtxx + Cxx∂xm̄xx = 0 (K2)

∂xtxy = 0 (K3)

∂2xm̄xx − Cxxtxx = 0 . (K4)

In both examples discussed below we assume that
txy(0) = txy(L) = 0 (no stress tangent to the active film
at the boundary), resulting in txy = 0.
Using the normal torque balance Eq. 26, the total

tension tensor can be written:

tij =tijs − 1

2
ǫij(∇km

k
n − Cklm

kl) . (K5)

In this section we consider only equilibrium contributions
to mk

n. Using Eq. 135, one finds

∇km
k
n = ∇km

k
n,e = ǫklp

khl −Kǫklp
kpjCijC

il . (K6)

Using Eqs. K5-K6 and the relation between the sym-
metric part of the tension tensor tijs and t̄ij , Eq. 31; one
obtains:

tij =t
ij − 1

2
ǫij

[

ǫklp
khl −KǫkmpkplC

nlCnm

]

− 1

2

(

mikCk
j +mjkCk

i − Cklm̄
kmǫm

lǫij
)

. (K7)

To find the total tension tensor (Eqs. 136 and 145),
the expression of the modified equilibrium tension ten-
sor, which follows from Eqs. 31, 134 and 135, is useful:

t̄ije =

[

γ +
κ

2
(Ck

k)2 +
K

2
(∂ip)

2

]

gij −K(∇ipk)(∇jpk) .

(K8)

Using Eq. 133, the tangential components of the total
molecular field have explicit expression:

hi = −λppi +K
(

∇j∇jpi − CijCjkp
k
)

, (K9)

which gives with the simplifications considered here:

hx = −λppx +K∂2xpx , (K10)

hy = −λppy +K∂2xpy . (K11)

1. Flat planar chiral active film

We first discuss a flat planar film confined between two
walls, such that vx(x = 0) = vx(x = L) = 0. Since we
consider an incompressible fluid, one has ∂xvx+∂yvy = 0.
Translational invariance in the y direction then implies
∂xvx = 0 which then results in vx = 0. The normal com-
ponent of the vorticity ω = 1

2∇ × v (defined in Eq. 61)

is ωn = ∂xvy/2. Using the constitutive equation tension
tensor, Eq. 136, one obtains:

txy =2ηωn +
ν

2
(pxhy + pyhx) +

νPC

2
(hypy − hxpx)

+ ζn∆µpxpy +
1

2
ζPCn∆µ(p

2
y − p2x)−

1

2
(pxhy − pyhx) .

(K12)

Writing px = cos θ, py = sin θ, the polarity equation
137 results in an equation for the time evolution of the
angle θ:

∂tθ =
K

γ
∂2xθ + ωn(1− ν cos 2θ − νPC sin 2θ)− λPC∆µ ,

(K13)

and in an expression for the Lagrange multiplier λ ob-
tained by imposing p · ∂tp = 0:

λp = −K (∂xθ)
2 − γωn(ν sin 2θ − νPC cos 2θ) . (K14)

Using Eq. K14 allows to evaluate the molecular field h,
Eqs. K10-K11, and the tension component txy, Eq. K12.
Imposing txy = 0 one then obtains for ωn:

ωn =
∂xvy
2

=
1

(4η + γ(ν sin 2θ − νPC cos 2θ)2)
×

(

K∂2xθ(1 − ν cos 2θ − νPC sin 2θ)

− ζn∆µ sin 2θ + ζPCn∆µ cos 2θ

)

, (K15)

which can be plugged in Eq. K13 to obtain a dynamic
equation for θ, Eq. 138.
In the following we consider situations for which ν and

νPC can be neglected, ν = νPC = 0. In that case the
homogeneous steady-state solutions for the angle θ = θs
satisfy:

sin(2θ − θp) = −4ηλPC cos θp
ζn

, (K16)

where θp is defined in Eq. 139. The corresponding
steady-state solutions are given in Eq. 142.
To study the stability of homogeneous steady-states,

we now linearise Eq. 138 around the steady-state solu-
tions, θ = θs + δθ, and obtain:

∂tδθ = K

(

1

γ
+

1

4η

)

∂2xδθ −
ζn∆µ

2η cos θp
cos(2θs − θp)δθ .

(K17)

We note that the steady-state solutions θ1s and θ2s satisfy

cos(2θ1s − θp) = −
√

1− (4ηλPC)2

ζ2PCn + ζ2n
(K18)

cos(2θ2s − θp) =

√

1− (4ηλPC)2

ζ2PCn + ζ2n
. (K19)



42

such that when these solutions exist, cos(2θ1s − θp) ≤ 0
and cos(2θ2s −θp) ≥ 0. Considering Eq. K17, this implies
that the stability of solutions for L→ ∞ depends on ζn:
θ1s is stable for ζn < 0, θ2s is stable for ζn > 0.

In the regime where θ is spatially homogeneous and
rotates (L → ∞ and | ζn

4ηλPC cos θp
| < 1, corresponding to

the opposite regime to Eq. 141), integration of Eq. 138
shows that the period of rotation is given by

T =

∣

∣

∣

∣

∣

∣

∫ 2π

0

dθ

λPC +
ζn sin(2θ−θp)

4η cos θp

∣

∣

∣

∣

∣

∣

=
2π

|λPC|
√

1− ( ζn
4ηλPC cos θp

)2
. (K20)

In the regime where the polarity is fixed with planar
anchoring at the confinement boundaries (θ(0) = θ(L) =
π
2 ), and in the limit ζn = ζPCn = ν = νPC = 0, the
steady-state profile of θ is:

θ(x) =
π

2
+

2ηγλPC∆µ

K(γ + 4η)
x(x − L) . (K21)

The number of full spatial rotations of the polarity can
be estimated from n ≃ 2|θ(x = L/2) − θ(x = 0)|/(2π),
giving here n ≃ ηγ|λPC|∆µL2

2πK(γ+4η) .

2. Weakly deformed active film with broken

up-down symmetry

Here we consider a weakly deformed active film whose
boundaries are enforced to be straight (∂yvx(x = 0) =
∂yvx(x = L) = 0 and ∂yvn(x = 0) = ∂yvn(x = L) = 0)
but whose boundaries position can still freely adjust,
without external force txx(x = 0) = txx(x = L) =
txy(x = 0) = txy(x = L) = 0 or bending moment
(m̄xx(x = 0) = m̄xx(x = L) = 0). The tangential
and normal force balance equations K2 - K4 then imply
txx = txy = m̄xx = 0. The incompressibility condition
vk

k = 0 becomes here ∂xvx + vnCxx = 0. Since calcula-
tions are done to first order in the velocity field v and in
the surface height gradient |∂xh|, this condition becomes
∂xvx ≃ 0 and, without loss of generality since this fixes
a condition on rigid translation of the system, vx = 0.
This implies that at this order, the change in system size
dL/dt = vx(x = L)− vx(x = 0) can be neglected.

Using Eqs. 145-146 and the molecular field expression
Eqs K10-K11, we obtain to first order in the curvature
tensor and in the flow field vy the expression for the com-

ponents txy and m̄xx:

txy =2ηωn

+
ν − βCxx

2
(−(λp +K(∂xθ)

2) sin 2θ +K cos 2θ∂2xθ)

+
(ζn + (ζ̃′n − ζcn)Cxx)∆µ

2
sin 2θ − 1

2
K∂2xθ ,

(K22)

m̄xx =(ηc + ηcb)∂tCxx + (κ+K cos2 θ)Cxx

+ ζc∆µ+
ζcn
2

∆µ cos 2θ

+ β

(

−(λp +K(∂xθ)
2)
cos 2θ

2
− K

2
sin 2θ∂2xθ

)

.

(K23)

where we have used the notation px = cos θ, py = sin θ.
We have also used that to first order in the velocity field
and in the curvature tensor, DtCxx ≃ ∂tCxx. Using the
polarity dynamic equation, Eq. 147, we obtain:

∂tθ =
K

γ
∂2xθ + ωn(1− ν cos 2θ)− 1

2
λUD∆µ sin 2θCxx

+ β
sin 2θ

4
∂tCxx , (K24)

and

λp =−K (∂xθ)
2 − γωnν sin 2θ −

1

2
γβ cos2 θ∂tCxx

+ γλUD∆µCxx cos
2 θ . (K25)

Setting txy = 0 in Eq. K22 gives an expression for the
gradient of flow ωn, while setting m̄xx = 0 in Eq. K23
gives a dynamic equation for the curvature time deriva-
tive, ∂tCxx. Combined with Eq. K24, one obtains two
coupled dynamic equations for θ and Cxx. These equa-
tions are lengthy but take a simpler form in the limit
ν = β = 0 and κ≫ K(Eqs. 148-149).
We now discuss the stability of uniform, steady-state

solutions of Eqs. 148-149. This analysis is carried out
more easily in the limit of fast shape relaxation, ηc → 0,
ηcb → 0. In that case Cxx relaxes quasi-statically to
the steady-state solution of Eq. 148 and the polarity
equation becomes:

∂tθ =
K(4η + γ)

4ηγ
∂2xθ + sin 2θλ̄UD

2ζ̄c + ζcn cos 2θ

4κ
∆µ2 ,

(K26)

where for convenience we have introduced the reduced
parameters λ̄UD = λUD + (ζ̃′n − ζcn)/(2η) and ζ̄c = ζc −
ζnκ/(2ηλ̄UD∆µ).
We now linearize around the steady-state solutions,

θ = θs + δθ, and consider only uniform perturbations.
For θs = ±π

2 one obtains:

∂tδθ = − λ̄UD(2ζ̄c − ζcn)(∆µ)
2

2κ
δθ , (K27)
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so that the steady-state solutions θs = ±π
2 are stable for

λ̄UD(2ζ̄c − ζcn) > 0. For λ̄UD > 0, this corresponds to
ζcn < 2ζ̄c. For λ̄UD < 0, this corresponds to ζcn > 2ζ̄c.
Around θs = 0 or θs = π one obtains:

∂tδθ =
λ̄UD(2ζ̄c + ζcn)(∆µ)

2

2κ
δθ , (K28)

which is stable for λ̄UD(2ζ̄c + ζcn) < 0. For λ̄UD > 0,
this corresponds to ζcn < −2ζ̄c. For λ̄UD < 0, this corre-
sponds to ζcn > −2ζ̄c.
Around θs = θ0 with θ0 defined by cos 2θ0 = −2ζ̄c/ζcn

(see Eq. 150; a solution exists only if |ζcn/ζ̄c| > 2), one
obtains:

∂tδθ =−
λ̄UDζcn

(

1− 4ζ̄2
c

ζ2
cn

)

(∆µ)2

2κ
δθ (K29)

Here the corresponding steady-state solutions are stable

for λ̄UDζcn

(

(

ζcn
ζ̄c

)2

− 4

)

> 0.

For an inhomogeneous θ perturbation around θs = π
2 ,

one has:

∂tδθ =
K(4η + γ)

4ηγ
∂2xδθ −

λ̄UD(2ζ̄c − ζcn)(∆µ)
2

2κ
δθ .

(K30)

Considering a confined system with planar anchoring
boundary conditions θ(0) = θ(L) = π

2 , one has δθ(0) =
δθ(L) = 0. The most unstable mode δθ = A sin(π x

L
)

then has an amplitude A with the dynamics:

∂tA = −
[

K(4η + γ)π2

4γηL2
+
λ̄UD(2ζ̄c − ζcn)(∆µ)

2

2κ

]

A .

(K31)

If λ̄UD(2ζ̄c − ζcn) > 0, this mode is always stable. if
λ̄UD(2ζ̄c − ζcn) < 0, the system becomes unstable above
a critical length L > L∗, with L∗ given by

L∗ =

√

κKπ2(4η + γ)

2ηγλ̄UD(2ζ̄c − ζcn)(∆µ)2
. (K32)

[1] Anne-Cecile Reymann, Fabio Staniscia, Anna Erzberger,
Guillaume Salbreux, and Stephan W Grill. Cortical flow
aligns actin filaments to form a furrow. Elife, 5, 10 2016.

[2] Suzanne Eaton and Frank Jülicher. Cell flow and tissue
polarity patterns. Curr Opin Genet Dev, 21(6):747–52,
Dec 2011.

[3] M. C. Marchetti, J. F. Joanny, S. Ramaswamy, T. B.
Liverpool, J. Prost, Madan Rao, and R. Aditi Simha.
Hydrodynamics of soft active matter. Rev. Mod. Phys.,
85:1143–1189, Jul 2013.
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tive chiral fluids. The European physical journal. E, Soft
matter, 35:89, 2012.

[43] Diana Khoromskaia and Guillaume Salbreux. Active
morphogenesis of patterned epithelial shells. arXiv
preprint arXiv:2111.12820, 2021.

[44] Erwin Kreyszig. Introduction to differential geometry and
Riemannian geometry, volume 16. University of Toronto
Press, 1968.

[45] Riccardo Capovilla and Jemal Guven. Stresses in lipid
membranes. Journal of Physics A: Mathematical and
General, 35(30):6233, 2002.

[46] JE Avron. Odd viscosity. Journal of statistical physics,
92(3):543–557, 1998.

[47] Debarghya Banerjee, Anton Souslov, Alexander G
Abanov, and Vincenzo Vitelli. Odd viscosity in chiral
active fluids. Nature communications, 8(1):1–12, 2017.

[48] Peter Walde, Katia Cosentino, Helen Engel, and
Pasquale Stano. Giant vesicles: preparations and ap-
plications. ChemBioChem, 11(7):848–865, 2010.

[49] J-B Manneville, P Bassereau, D Levy, and J Prost. Ac-
tivity of transmembrane proteins induces magnification
of shape fluctuations of lipid membranes. Physical review
letters, 82(21):4356, 1999.

[50] Sarah L Veatch and Sarah L Keller. Separation of liquid
phases in giant vesicles of ternary mixtures of phospho-
lipids and cholesterol. Biophysical journal, 85(5):3074–
3083, 2003.

[51] Mikiko Inaki, Jingyang Liu, and Kenji Matsuno. Cell chi-
rality: its origin and roles in left–right asymmetric devel-
opment. Philosophical Transactions of the Royal Society
B: Biological Sciences, 371(1710):20150403, 2016.

[52] Hiroyuki Noji, Ryohei Yasuda, Masasuke Yoshida, and
Kazuhiko Kinosita. Direct observation of the rotation of
f 1-atpase. Nature, 386(6622):299–302, 1997.

[53] Arthur W Adamson, Alice Petry Gast, et al. Physical
chemistry of surfaces, volume 150. Interscience publish-
ers New York, 1967.

[54] Vladimir M Kaganer, Helmuth Möhwald, and Pulak
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