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Outline
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1. From a black box to an explanation

2. Four strategies how to get there

3. Conclusions, questions and limitations
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Rise of deep learning in cognitive neuroscience
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Black box  explanation

4 strategies

Conclusion & outlook

Black box problem

Explainable Artificial Intelligence (XAI) 
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What is an explanation?
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… is any information that is helpful for the user to understand the 
mechanism behind the described system, by showing what caused the 
system to make decisions it made given a certain input.

Black box  explanation

4 strategies

Conclusion & outlook
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Why do we care?
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1. Describe 

2. Explain

3. Predict 

4. Change 

Black box  explanation

4 strategies

Conclusion & outlook
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Strategy 1 – Post hoc explanation methods
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Black box  explanation

4 strategies

Conclusion & outlook

Image classification Neuroimaging Mental state decoding 

Samek et al. 2021, IEEE

Hofmann et al. 2022, Neuroimage
Goltermann & Hofmann et al. 2022, OHBM

Thomas et al. 2022, arxiv preprint
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Strategy 2 – Being cognitive psychologists 
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use this box for 
citations and move 

Black box  explanation

4 strategies

Conclusion & outlook
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Strategy 2 – Being cognitive psychologists 
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GPT-3

humans

Binz & Schulz, 2022, arxiv preprint

Black box  explanation

4 strategies

Conclusion & outlook
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Further approaches
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Conclusion & outlook



Strategy 3 - Using simple models to explain a DNN 
model
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Used a DNN model as an 
exploratory tool to predict different 
types of human behaviour in a 
multi-armed bandit task, and 
explicit, theory-driven models, to 
explain the DNN model

10Fintz, Osadchy, & Hertz, Scientific Reports, 2022 

Black box  explanation

4 strategies

Conclusion & outlook



Strategy 3 - Using simple models to explain a DNN 
model
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• DNNs can shed light on previously ignored human behaviours, and simpler models can be 
used to explain DNNs

• Applicable in fields where the input space is multidimensional and inference is made from 
noisy data 

• Experimental manipulations

11Fintz, Osadchy, & Hertz, Scientific Reports, 2022 

Black box  explanation

4 strategies

Conclusion & outlook

Limitations:

• Rather general explanations



Strategy 4 - Using large-scale experiments and ML 
to discover theories of human decision-making
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1. Evaluated most competitive theories at each level of 
the hierarchy           best-performing theory belongs to 
the most complex (less interpretable) class

2. Conducted a second pass of the method to explain the 
selected model

12Peterson et al., Science, 2021

Hierarchy of theoretical assumptions

Black box  explanation

4 strategies

Conclusion & outlook



Strategy 4 - Using large-scale experiments and ML 
to discover theories of human decision-making
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2. Conducted a second
pass of the method to
identify the aspects of
context responsible for
better model performance

13Peterson et al., Science, 2021

Black box  explanation

4 strategies

Conclusion & outlook



Strategy 4 - Using large-scale experiments and ML 
to discover theories of human decision-making
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• When differentiated, psychological theories can be combined with gradient-based
optimization approaches from machine learning to broadly search the space of theories and 
obtain clear scientific explanations

14Peterson et al., Science, 2021

Black box  explanation

4 strategies

Conclusion & outlook

Limitations:
• Need for big datasets



Summary
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● XAI for cognitive research is in its infancy

15

● Most approaches involve experimental manipulations, tests on different cognitive tasks, 
and comparison with simpler models

● These approaches provide a general overview of the process

● There is scope to explore how to apply existing interpretations algorithms to cognitive
models to provide more detailed explanations (e.g., how individual decisions come about) 
and to test proposed methods on a wider range of tasks and stimuli

Black box  explanation

4 strategies

Conclusion & outlook



Implications
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Only by providing thorough explanations of how a particular model came to its prediction, we can 
understand its contribution to the existing body of knowledge, thereby:

• Having  a point of reference and advancing our theoretical knowledge on the given cognitive
process

• Getting closer to the ‘real’ AI that learns and thinks like humans (Lake et al., 2017)

16
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4 strategies

Conclusion & outlook



Thank you!
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