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ABSTRACT 
 

OPS-SAT is an ESA technology demonstration cubesat which includes a colour camera, a Software Defined Radio (SDR) 

receiver and a powerful ARM processor. One of the experiments executed there is FAPEC, a high-performance and 

versatile data compression software. Among others, it features image compression and linear prediction coding 

algorithms, suitable for multi-band and baseband radio-frequency (RF) samples, respectively. Since its deployment on-

board OPS-SAT in late 2020, FAPEC has allowed for downloading a large set of Earth Observation images. Recently, 

thanks to ESA Open Space Innovation Platform funds, these two algorithms from FAPEC are being improved to get 

better compression ratios and speeds, add video compression capabilities, and higher quality levels in case of lossy 

compression. A smart lossy approach is being developed for radio-frequency data, identifying the time segments with 

signal presence and quantizing noise-only samples to further reduce the size. In order to identify the really useful files to 

be downloaded from the satellite, on-board data analysis capabilities are being developed as well. In this work we present 

in-orbit results, recent developments and preliminary results obtained with the new algorithms on real data. 

 

1. INTRODUCTION 
 

During the last decade, we have witnessed the raise of the NewSpace paradigm. It is a new philosophy of space missions, 

which are often based on the cubesat standard [1] and a constellation of several satellites, aiming at a higher overall 

reliability and reduced revisit time. The use of cubesats, thanks to their much reduced cost with respect to medium or 

large satellites, also allows for educational, experimental or technology demonstration missions. One of these is 

OPS-SAT [2-4], a technology demonstration 3U cubesat of the European Space Agency (ESA). It features a high-

resolution camera (2048×1944 pixels) with a Bayer Colour Filter Array (CFA) and 12-bit pixels, with a capability to 

acquire bursts of up to five frames per second [5]. It also includes a Software Defined Radio (SDR) front-end and a patch 

antenna, able to acquire radio-frequency (RF) signals in the Ultra-High Frequency (UHF) band, delivering 12-bit in-phase 

and quadrature samples (I/Q). OPS-SAT also has a powerful dual-core ARM microprocessor at a clock speed of 800 MHz 

and with 1 GB of RAM, which is the core of the Satellite Experimental Processing Platform (SEPP). One of the novelties 

of this mission is the Nanosat Mission operations Framework (NMF) [6], based on the Java programming language, which 

can run several applications from the experimenters approved by ESA for in-orbit tests. OPS-SAT has other interesting 

features, such as a Global Positioning System (GPS) receiver, an Attitude Determination and Control System (ADCS) 

and an optical receiver. In this work, we will focus on the camera, the SDR, the SEPP and the NMF. 

Amongst the 226 registered experiments for OPS-SAT, one of them is FAPEC (Fully Adaptive Prediction Error 

Coder) [7], a data compression software provided by DAPCOM Data Services. It features a variety of pre-processing or 

decorrelation algorithms, followed by a high-performance adaptive entropy coding core, altogether supported by a multi-

threaded framework providing several command-line interface (CLI) and application process interface (API) options to 

the user. FAPEC can be invoked from the Linux, macOS or Windows command line, or from a C, Python or Java API. 
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The latter has made possible its integration in the OPS-SAT NMF, as we will describe hereafter, whereas the CLI has 

allowed for a prompt and easy integration in the OPS-SAT SEPP in orbit since late 2020. 

 

2. CURRENT FAPEC USAGE IN OPS-SAT 
 

FAPEC is being used by the OPS-SAT operations team in its CLI form, invoking it from the Linux command-line (or 

shell scripts) to compress the raw image files acquired on-board before downloading them to the ground station. The 

CILLIC image compression algorithm [8] is used for this purpose, which provides ratio-vs-PSNR figures similar to a 

Discrete Wavelet Transform (DWT) [9] but with a much faster operation. FAPEC and CILLIC were updated to support 

the peculiar image format of the OPS-SAT camera, which encodes the 12-bit pixels in the most significant bits of 16-bit 

integer values, contrary to the usual convention. The Bayer CFA format is also supported, which is handled as a multi-

band image with 4 bands. Experimental results soon revealed that our spectral decorrelators do not provide any significant 

improvement, but nonetheless, CILLIC internally tests several inter-band decorrelators (including a spatial-only option) 

and automatically selects the best one. Finally, CILLIC supports lossless, near-lossless (fixed-quality) and lossy (fixed-

rate) operation. The latter is the option typically used on-board, with a target ratio of 10. Fig. 1 shows an execution of the 

FAPEC CLI on-board OPS-SAT. As can be seen, FAPEC compresses the camera images at a speed of about 9 MB/s (in 

single-thread mode), that is, less than one second per image. 

 
[29-11-2020 17:00:26] COMMAND  Uplink to SEPP: for f in /home/exp1000/toGround/edge/*.ims_rgb; do 
  c='/home/exp100/fapec -q -chunk 512K -mt 1 -dtype 16 -cillic 2048 1944 1 x10 12 4 -lev 5 –ow 

  -o /home/exp100/toGround/'$(basename ${f%.*}.fapec); eval '$c $f >> /home/exp100/f.log'; done 

[29-11-2020 17:00:33] DATA: START 
[29-11-2020 17:00:33] DATA: STOP 
[29-11-2020 17:00:34] COMMAND  Uplink to SEPP: cat /home/exp100/f.log; ls -larthR /home/exp100/toGround 
[29-11-2020 17:00:41] DATA: START 
[29-11-2020 17:00:41] (...) 
[29-11-2020 17:00:41] FAPEC Archiver - 20.0.0 Beta r2280 (2020-11-15) 

[29-11-2020 17:00:41] (...) 
[29-11-2020 17:00:41] Compressing 1 file into /home/exp100/toGround/img_msec_1606638723330_2.fapec... 
[29-11-2020 17:00:41]  [1/1] /home/exp1000/toGround/edge/img_msec_1606638723330_2.ims_rgb (7.6 MB)... 
[29-11-2020 17:00:41] Done: 7.6 MB compressed to 0.8 MB (ratio 9.9437) in 0.8 seconds (9.3 MB/s) 

[29-11-2020 17:00:41] /home/exp100/toGround: 
[29-11-2020 17:00:41] -rw-r--r--    1 root     root      806.2K Nov 29 17:00 img_msec_1606601765418_2.fapec 

[29-11-2020 17:00:41] -rw-r--r--    1 root     root      782.2K Nov 29 17:00 img_msec_1606638723330_2.fapec 

 

Fig. 1. Screenshot of the OPS-SAT SEPP invoking FAPEC to compress two image files 

 

Besides this usage as a simple CLI program with the adequate parameters provided by the user, we have also implemented 

a Java wrapper for the integration of FAPEC in the OPS-SAT NMF. It is composed of a Java Native Interface (JNI) plus 

an application following the NMF API, ready to be invoked from it. Left panel of Fig. 2 illustrates this integration, whereas 

the right panel shows one of the steps in its execution from the NMF front-end. 

 

   
 

Fig. 2. Integration and execution of FAPEC in the OPS-SAT Nanosat Mission operations Framework (NMF) 

 

3. IMPROVEMENTS IN IMAGE AND RADIO-FREQUENCY COMPRESSION 
 

ESA opened a call in 2021 in the Open Space Innovation Platform (OSIP) asking for ideas to improve OPS-SAT 

operations. DAPCOM Data Services applied with the proposal “Versatile data compression software for sustained high-

throughput in-orbit data acquisition”, which was accepted and is being executed during 2022. In a nutshell, the main goals 
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were the improvement of the CILLIC and Wave algorithms of FAPEC, aiming at higher throughputs, better compression 

ratios and, in case of lossy image compression, better quality in the recovered images. In the following subsections we 

describe the main improvements done in these algorithms. 

 

3.1. Updates in the CILLIC Algorithm 
 

The original CILLIC algorithm [8] is based on blocks of 15×15 pixels and a prediction-based (not transform-based) 

operation. It is composed of three decorrelators: spatial, spectral and mixed. The spatial decorrelator gives the name to 

the algorithm (Context Interpolation Lossless and Lossy Image Compressor), as it progressively builds the pixel 

references which are later used to predict a pixel from the interpolation of its neighbours. The spectral decorrelator 

essentially predicts a pixel from the previous band plus a common inter-band offset. The mixed decorrelator combines 

spatial and spectral prediction, estimating each pixel from the previous band plus the average inter-band offsets from the 

west and north pixels. In its near-lossless mode, residuals are quantized and the pixels are then reconstructed during 

compression to avoid error propagation. 

As part of the OSIP-funded developments we have evolved the CILLIC concept into a second version (CILLIC v2). One 

of its most remarkable features is the increase of the block size to 17×17 pixels, as illustrated in Fig. 3 for the spatial 

decorrelator. With this, we can obtain better multi-level predictions, starting with type-1 pixels (shown in black in Fig. 3), 

some of which are predicted from the north or west neighbour blocks combined with the neighbour type-1 pixels of the 

same block. For the east and south edges we make use of another novelty available in CILLIC v2, which is the 

determination of thumbnails, composed of the average values determined for each block (and in each band). Thus, 

thumbnails have 1/289th the original image resolution, and are always available in the compressed file. Thumbnails are 

determined ahead of the normal block operations, which allow for using them in the predictions. Thus, for type-1 pixels 

in the east and south edges, we estimate them from the east and south neighbour thumbnails. These inter-block references 

provide smoother transitions in lossy mode, thus reducing the block effect at high loss levels. Once the type-1 edges have 

been handled, the inner type-1 pixels are predicted from the linear interpolation of neighbour pixels. This approach is then 

continued for type-2 pixels (dark grey in Fig. 3), predicted from interpolations of either type-1 or type-2 pixels. These 

two pixel types form a grid from which the rest of the pixels (in lighter grey shades) are interpolated. In lossy mode, we 

apply conservative quantization levels in type-2 and specially type-1 pixels, thus forming a medium-resolution lattice that 

allows to get reasonably good image details even at high loss levels. 

 

 
 

Fig. 3. Schematic of the spatial decorrelation algorithm in CILLIC v2 

 

Inter-band decorrelation is done just with the mixed algorithm for now, that is, predicting each pixel from the same pixel 

location in the previous band, plus an inter-band offset determined from the north and east pixels of both bands. It provides 

a fast operation and reasonably good compression performance. 

The main novelty of CILLIC v2 is the capability to process raw video files. We have implemented an inter-frame 

decorrelator based on the same inter-band algorithm plus a motion estimator. The latter is based on a brute-force analysis 

of the inter-frame Mean Square Error (MSE) at different shifts. That is, we shift the previous-frame block with respect to 

the current-frame block, within the range of -17…+17 pixels (either horizontally or vertically), determine the MSE 

between adjacent pixels of the whole block, and find the shift leading to the smallest MSE value. We are working on 

more efficient algorithms, such as hill climbing [10] or phase correlation [11], which would furthermore allow for 

improvements in the inter-band decorrelation, mainly in case of low-quality cameras with misregistration artefacts. 

Given the interest in compressing video files, compression speed is of utmost importance. For this reason we have 

included the option to use FASEC [12] as the coding stage of CILLIC v2. With this, we can get significantly higher 

compression throughputs, yet at the cost of a modest reduction in the compression ratios. 

Finally, we have revised the data analysis capabilities embedded in the FAPEC framework, which can generate a summary 

or statistics file with information on each of the chunks. In FAPEC, files or buffers are often split into chunks (typically 
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of uniform size), each 4 KB to 384 MB, which are compressed independently each other. It is an extra reliability layer, 

as it makes possible to recover healthy chunks from a corrupted file. Also, it brings in the capability to obtain basic 

statistics or simplistic data analysis on each of the chunks of a file, such as an image. In our case, CILLIC determines the 

number of blocks in each chunk, the fraction of these handled by each of the decorrelator types (spatial or mixed), and 

also the fraction of blocks found to be flat – that is, with a smaller variability than the quantization step (in case of lossy 

compression). The latter is remarkably interesting to easily identify images with no relevant content, as well as images 

with large areas of clouds, sea or space. 

 

3.2. Updates in the Wave Algorithm 
 

The original Wave algorithm of FAPEC [13] is based on Linear Predictive Coding (LPC), that is, a linear filter which 

predicts samples following the model 
 

𝑥 = ∑ ℎ𝑖
𝑄
𝑖=1 𝑥(𝑛 − 𝑖)                                                                              (1) 

 

where 𝑥(𝑛) is the predicted sequence, 𝑥(𝑛 − 𝑖) the previous samples, hi the filter coefficients and Q the filter order. In 

order to obtain the filter coefficients hi, we need to solve the well-known Yule-Walker equations. In the Wave 

implementation, we take advantage of the Levinson-Durbin recursion [14] which reduces the computational complexity 

of the problem from O(Q³) to O(Q²). 

There are several reasons that justify using a linear predictor to process RF data. The first one is related to the structure 

of RF files: 16-bit signed integers in two channels (I/Q). This format is very similar to that of audio files, and LPC is often 

used for audio compression, for instance in the FLAC algorithm [15]. On the other hand, linear prediction is a very simple 

method that, following the Ockham’s razor, is to be preferred [16]. In addition, a particular case of a RF signals are 

linearly modulated communications signals. In this case, the Maximum a posteriori (MAP) estimate of the signal can be 

obtained by using a linear predictor [17], thus the prediction error is very small and the performance of the entropy coder 

is better. The linear predictor is applied on small independent periods of samples, typically about 8,000 each, but allowing 

the user to configure up to one million samples. Also, it is able to handle up to 32,000 channels. In addition, a simplistic 

near-lossless approach is implemented by quantizing the original samples prior to the prediction stage, thus effectively 

reducing the resolution of the samples. 

During the OSIP-funded work, we have verified that this is an optimum compromise approach, offering nearly-optimal 

coding efficiencies at a reduced computational cost. Remarkably, in lossless mode it is difficult to achieve significantly 

higher ratios. Nonetheless, we have been able to make some minor improvements, mainly by increasing the maximum 

filter order to 16, making it adaptive to each period. That is, the Levinson-Durbin recursion stops if the decrease in the 

error is less than 1% compared with the error from the previous filter order iteration. The default FAPEC block length for 

this algorithm has also been increased, overall leading to a modest increase in the lossless ratios. 

The most significant improvement in the FAPEC Wave algorithm (hereafter “Wave v2”) is the so-called “smart lossy” 

approach. In cubesats, SDR receivers can often generate data files mostly containing noise. In these cases, we considered 

that it would be useful to automatically detect the periods that actually contain some sort of signal, keeping a very low 

level of losses here (or even a lossless mode), and significantly increasing the losses for the noise-only periods. However, 

signal detection is a challenging problem, especially considering the vast range of use cases of a satellite SDR receiver, 

including GNSS signals which are based on a spread spectrum approach [18] and are hidden below the noise ground. We 

have followed and tested two approaches. 

First, a very simplistic one based on the prediction error already calculated by the Levinson-Durbin recursion and the 

accumulated energy from the autocorrelation and the LPC coefficients. In situations where the underlying model is linear, 

the former can be considered an approximation to the noise level, and similarly, the latter can be taken as the signal level. 

From these, the quantization level for the samples of that period can be determined, leading to progressively high losses 

for the periods with a worse signal-to-noise ratio (taken from these estimations). 

The second approach is inspired in classical spectrum sensing problems and it involves a higher computational load, 

although it is probably acceptable given the capacity of the OPS-SAT SEPP. The main idea is to design an energy 

detector [19] for three different probabilities of false alarm – conservative, moderate and aggressive levels of loss. 

However, we do not know the noise power, so it has to be estimated [20]. In order to do that, we compute the average 

periodogram [21] and by invoking the central limit theorem (CLT), the distribution of the periodogram is N(σw
2, σw

4/ K), 

where K is the number of segments over which the periodogram is averaged. Assuming that the noise is also Gaussian, 

we can use the Akaike Information Criterion (AIC) [22] to find which frequency bins are assumed to represent the signal. 

Thus, we can average the remaining ones to compute an estimate of the noise power. 

Similarly to the CILLIC case, these Wave improvements make possible a basic on-the-fly data analysis of SDR data files, 

allowing to generate short summaries of their contents which, for example, can aid in the decision to download each of 

the files generated on-board. 
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4. PRELIMINARY RESULTS 
 

4.1. CILLIC v2 Results 
 

We have implemented most of the improvements designed for CILLIC. The ESA OPS-SAT team has kindly provided us 

a rich set of test images, some of which were downloaded from the satellite using lossy CILLIC compression and thus 

with some artefacts that may affect the test results. In Table 1 we show some of these images, with the original image in 

the left panels and the recovered images in the right panels after applying the maximum near-lossless level in FAPEC. As 

can be seen, despite of these high loss levels we can still clearly see the overall contents (and usefulness) of the image, 

even with some detailed features as in row (c). Note that these are still “normal” images (not the thumbnails), simply with 

highly quantized residuals. It reveals the capability of CILLIC to recover image features even when losing most of the 

pixels. When providing just the thumbnails, ratios around 500 were observed. 

In the central panels of Table 1 we illustrate the basic data analysis capability previously mentioned – namely, the 

distribution of the flat blocks for each of the images. A very clear example is row (a), where 100% of the blocks are flat 

for the first chunks (that is, for the upper part of the image), whereas it progressively decreases towards fewer flat blocks 

for the bottom part. Similarly, row (b) exhibits flat blocks for the central sea areas, and row (d) for the areas with more 

clouds. Finally, we have also tested the use of FASEC as the entropy coding core, which reveals nearly twice the 

throughput on an ARM platform. 

To test the video compression capability of CILLIC v2 we have used a raw YUV test video from a ground-based scene 

with a tractor in a field. For now, we only have still images from OPS-SAT taken a few seconds apart, which leads to too 

high motions for the capabilities of CILLIC. Left panel of Fig. 4 shows one frame of this video, where the camera is 

following the tractor towards the left. Right panel shows the motion vectors estimated by CILLIC v2 for each of the pixel 

blocks, showing the vector norm in color. When carefully examining this we can see that the motion is correctly 

determined, even for the tires of the tractor, where a circular motion can be found. However, for now, when applying this 

to the inter-frame decorrelator we just get a modest improvement of about 10% in the lossless ratio, probably due to sub-

pixel motion levels or due to the simplistic inter-frame decorrelator. 

 

 
 

Fig. 4. One frame of the Tractor video in raw YUV format (left), and motion estimation vectors from CILLIC (right) 

 

4.2. Wave v2 Results 
 

To test the improvements in Wave v2 we have focused on the new smart lossy feature, and more specifically on the signal 

detection capability. We have taken a real SDR file acquired on-board OPS-SAT during 2022, which reveals quite some 

signal structure in its spectrogram (top panel of Fig. 5). Remarkably, we can see some signals with a strong Doppler 

effect, which may presumably correspond to other satellites relatively close to the OPS-SAT orbit. 

First, in the central panel of Fig. 5, we show the signal and noise levels estimated by the simplistic approach based on the 

information from the Levinson-Durbin recursion. By comparing it to the spectrogram, we can see that it follows quite 

accurately the variation in the signal level, and it even seems to detect the two apparently noisy periods towards the end 

of the file. Note that those sudden increases and decreases of “noise” may also correspond to GNSS signals. 
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Table 1. Data compression and analysis tests on OPS-SAT images and FAPEC-CILLIC 
 

Original image 
Distribution of flat blocks per chunk 

(each chunk is 2048×68 pixels, 4 bands) 
Recovered image at maximum loss 

 

 

(a) 

 

Ratio 122.8 

 
 

 

(b) 

 

Ratio 102.0 

 
 

 

(c) 

 

Ratio 45.4 

 
 

 

(d) 

 

Ratio 134.0 
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Regarding the information-theoretic method based on spectral estimation and AIC (bottom panel of Fig. 5), we can see 

that the periods highlighted in grey (meaning “signal presence detected”) follow very well the peaks seen in the 

periodogram, including the “noisy” (or perhaps GNSS) ones mentioned. Other files with similar spectrograms exhibit 

very similar results. Pending further analysis, these tests seem to reveal that both methods perform quite similarly, with 

the latter giving more reliability and generalizing better for different kinds of files. 

When using the results from the central panel to determine a variable quantization step (keeping at least 4 bits for the 

noise and 8 bits for the signal, we find very interesting improvements in the ratios. For example, we can move from a 

ratio of 1.47 (lossless) to 2.37 (smart lossy). 

 

             

 
Fig. 5. Spectrogram (top), Levinson-Durbin estimations (middle) and Welch estimations (bottom) for an SDR file 

 

We have also tested the near-lossless operation of Wave v2 on GNSS data, in order to evaluate its effect on this kind of 

spread spectrum signals. To do this, we have used the GNSS-SDR software package [23], configured with the kind help 

of its main developer to detect GPS and Galileo signals. On real OPS-SAT SDR files we were unable to get conclusive 

detections, probably due to their short duration, so we used a ground-based SDR data file with identical format. In this 

case, GNSS-SDR consistently detects Galileo signals. In lossless mode, FAPEC with its Wave v2 stage achieves a 

compression ratio of 1.8. When quantizing the raw input samples we can reach a ratio around 7 while still consistently 

detecting Galileo signals. It means that, with the adequate settings, we should be able to reliably use the smart lossy 

method even on data files with GNSS signals. 

 

5. CONCLUSIONS AND FORTHCOMING WORK 

 

In this work we have presented several improvements to the FAPEC image and radio-frequency data compression 

algorithms, called CILLIC and Wave, respectively. We have tested them on real in-orbit data from OPS-SAT. The main 

improvements achieved in CILLIC are the capability to reach higher compression ratios while still keeping a good image 

quality. It is now also able to generate thumbnails, as well as tiny text files with the outcome of a basic data analysis 

(focused on the fraction of flat blocks detected, for now). CILLIC is also able to compress video files, correctly detecting 
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the motion vectors, although the decorrelation algorithm in itself should be further improved. It also applies to the inter-

band decorrelator. Regarding the Wave algorithm, we have slightly improved its lossless performance, and especially, we 

have implemented a smart lossy algorithm able to detect the presence (or absence) of signals in a data file. With this, we 

can significantly improve the ratios in RF files, and also generate tiny summary files with the signals detection outcome. 

These features can be used to optimize the download of image and RF files, prioritizing those for which FAPEC has 

detected relevant contents. In general, FAPEC confirms to be an excellent option for cubesats, owing to its versatility, 

ease of integration, basic data analysis capabilities, excellent performance and good ratios under nearly any situation. 
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