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Abstract 

Optical microscopy has revolutionized the way we understand our world and has 

become a crucial tool in a range of disciplines such as biology, physics, chemistry, 

and material sciences. The development of new microscopy techniques has been 

capital to its success and wide applicability. A prominent example is the recent 

development of methods that allow imaging in three dimensions. This has been a 

breakthrough in biology as scientists realized how important the 3D context is for 

cells and bacteria. However, in material sciences, the 3D context is not always as 

important, and thus, it is often more informative to use different parameters such as 

lifetime (x,y,τ) or excitation wavelength (x,y,λ) as additional “dimensions” to the 

measurement instead of the classical spatial dimensions. In this thesis, we develop 

multi-dimensional imaging methods and demonstrate their application in different 

areas of materials sciences. First, we use multiplane microscopy to do single particle 

tracking in 3D (x,y,z,t) to provide insight into optical trapping and the assembling 

of nanoparticles. We show that the inhomogeneous field of the optical trapping laser 

when tightly focused has a huge influence on the trajectories of the nanoparticles. 

For instance, it induces the formation of a metastable trapping position and the 

appearance of helicoidal trajectories. In addition, we show evidence of optical 

binding outside the irradiated area as the mechanism for the gold nanoparticle 

assembling under optical trapping. The second method is a correlation-based 

imaging technique (x,y,r) which was developed to analyse the blinking phenomenon 

in hybrid halide perovskite film. We show that we can map out the different regions 

of a film that blink differently. Moreover, by comparing with SEM images, we 

discovered that these regions correspond to individual grains in the film. This 

method paves the way to understand non-radiative decay in metal halide Perovskite 

semiconductors and provides a new type of imaging contrast. Finally, an excitation-

emission microscope (x,y,λexc,λem) setup was used to study the structure-property 

relationships in the conjugated polymer TQ1 by measuring the 2D fluorescence 

spectra (excitation, emission) of individual molecules.  We find that the excitation 

spectrum of a single chain is broad with a width similar to the corresponding 

polymer film while the emission spectrum is narrow. This confirms the idea that all 

the spectroscopic units of the chain absorb while only 1 or a few units contribute to 

the emission due to efficient intrachain energy transfer. This thesis demonstrates the 

potential and versatility of multi-dimensional imaging to investigate materials at the 

nanoscale. 
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Popular Summary 

Since the history of mankind, seeing, observing, and recognizing have been key to 

our survival and development as a specie. Indeed, seeing the landscape around us 

has helped us travel around and tame our environment. Observing others’ behaviour 

is one of the first ways humans had to transfer their knowledge. Recognizing 

predators and/or food that is safe to eat has helped us survive. Hence, it is not 

surprising that researchers estimate that 80% of our perception is achieved with our 

eyes. 

However, our vision is far from perfect, we cannot see extremely far nor see 

extremely small objects. In addition, the spectrum of light that we can see is largely 

limited. It is therefore impossible to fully understand our world relying solely on 

our vision. This is why a great effort from scientists and engineers was and is still 

spent on developing technologies to improve upon our vision. Prominent examples 

of these technologies include the telescope which allows us to see very far away and 

the microscope which enable us to see very small objects.  

The development of new technologies and new methodologies has been capital for 

the applicability of microscopes and telescopes. One such development enabled 

these methods to image in multiple dimensions. The most common of these is 3D 

imaging (x,y,z) which allows viewing an object in all its three spatial dimensions. 

However, in an experiment, the dimensions can be chosen by the experimenter. For 

example, one could use the colour of the light or wavelength (x,y,λ) as the third 

dimension instead of a spatial dimension. This is how telescopes can obtain images 

of the stars and study their composition at the same time because the colour 

(spectrum) of the light emitted by the stars is dependent on their composition.  

In microscopy, 3D imaging (x,y,z) has had a large impact on biology as scientists 

realized the importance of the 3D spatial environment for cells and bacteria. 

However, its application to material sciences had much less impact because the 3D 

context is usually less important than other properties such as the colour of the light 

they emit. This is why, in materials sciences, it is often more informative to use 

other parameters as a third dimension to the measurement. Similar to stars, 

photovoltaic materials give a lot of information on their properties from the colour 

of the light they emit. 

In this thesis, we demonstrate the development and application of multi-dimensional 

microscopy techniques in relevant areas of material sciences. First, using 3D 



10 

imaging (x,y,z) we studied how small particles assemble with each other when 

irradiated by a strongly focused laser beam. These assemblies of particles present 

many different and unexpected behaviours. We show that the inhomogeneity of the 

laser intensity profile makes the particle travel through it following a helicoidal 

trajectory. We also show that these small particles can assemble into something 

resembling a newton cradle system at the nanoscale due to optical binding. Finally, 

we present another type of small particle assembly which seldomly eject particles 

at very high speed, like a pistol when rearranging.  

Second, we developed a method that calculates the similarity (correlation) between 

time-dependent signals and then groups these signals accordingly. By looking at the 

blinking signal of fluorescence in thin films of semiconductors, we were able to map 

the areas of the film that blink differently. We found that this technique can obtain 

an image of the microscopic grains.  

The last method allows the imaging of single molecules of a fluorescent polymer 

and their colour (x,y,λ). Using this technique, we obtain information on the 

individual sub-unit which are responsible for its fluorescence. We show that all the 

individual sub-unit contribute to the absorption of light but only one or a few units 

are responsible for the emission. This is in line with the current understanding of 

conjugated polymers. 

This thesis demonstrates how important the development of new methodologies in 

multi-dimensional microscopy is for understanding the materials that surround us. 
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Chapter 1 

Introduction 

Since the history of mankind, seeing, observing, and recognizing have been key to 

our survival and development as a specie. Seeing the landscape around us has helped 

us tame our environment. Observing others’ behaviour is one of the first ways 

humans had to transfer their knowledge. Recognizing predators and/or food that is 

safe to eat has helped us survive. Hence it is not surprising that the majority of our 

perception is achieved with our eyes, making vision our most important sense.1,2  

Yet, our vision is far from perfect, we cannot see extremely far nor see very small 

objects. In addition, the spectrum of light that we perceive is largely limited. It is 

therefore impossible to fully understand our world relying solely on our vision. 

Moreover, our sight is easy to deceive as context, background and motion can 

heavily affect the way we perceive the colour, size and shape of an object.3–6 An 

example of misinterpretation of our sight due to a difference in the background is 

illustrated by a simple Munkres illusion in Figure 1.1. Two vertical grey rectangles 

are displayed with black (left) or white(right) stripes crossing them. While the left 

 

 

 

 

 

 

 

 

 

Figure 1.1 Simple Munker’s optical illusion: The two grey bands have exactly the same 

colour. However, our eyes perceive them differently because of the different background and 

neighbourhood. Indeed, on the left band, the grey band is overlaid with black stripes making 

it appear darker while on the right, it is overlaid with white stripes making it appear lighter. 
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grey rectangle appears darker, they are in fact the same colour, the stripes are 

tricking our eyes into seeing them in different shades due to their different 

environment. Another example of deception of our eyes is eyewitnesses who have 

long been considered one of the most reliable kinds of testimony while they are 

often responsible for false accusations.7 Finally, with the rise of photoshop, deep 

learning and deep fakes, being able to trust what we see, might not be possible 

anymore. 

Considering the importance of vision as well as its flaws, it is not surprising that a 

significant portion of engineering and scientific work has been spent developing 

devices and methods to improve and extend our vision. The most prominent 

examples are the telescope which allows observing objects that are very far away 

and the microscope which enables the observation of small objects. This thesis 

focuses on microscopes. 

One of the earliest known examples of a microscope was attributed to Hans and 

Zacharias Janssen, at the turn of the 16th century. However, it was only designed 

and used for scientific purposes in the 17th century by Antony Van Leeuwenhoek. 

The main components were then light and two lenses: the objective, and the 

eyepiece. Figure 1.2 below presents the basic principle of a standard light 

microscope.  The objective generates an intermediate image that is enlarged (image 

1). The eyepiece magnifies the image generated by the objective and projects it so 

that it can be observed by the eye. The resulting image (image 2) is a perfect copy 

of the object but magnified and inverted. The extent of the magnification depends 

on the characteristics of the lenses.  

Ever since it was invented, the microscope has enabled discoveries in most fields of 

science but, more particularly, in biology and material sciences. Despite this 

immense step, the first microscopes were limited having relatively low contrast and 

 

 

 

 

 

 

 

 

Figure 1.2: Schematic of a standard light microscope: The light illuminates the sample; the 

transmitted light is collected by the objective which generate a magnified image of the object. 

The eye piece generates an enlarged image which can be observed by the eye. 
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a poor resolution. It took years of optics and methodology development to arrive at 

the current state of the art where single molecules can be readily observed on a 

microscope. Indeed, about thirty years ago, W.E. Moerner and M. Orrit reported the 

detection of single molecules, the latter using fluorescence.8–10 Fluorescence is the 

spontaneous emission of light after the absorption of photons (see Chapter 2 for 

more details). The ability to observe individual molecules and/or a small part of a 

sample allows us to see beyond the ensemble average. This turned out to be crucial 

because individual molecules were found to behave quite differently from one 

another, even when belonging to the same material. 

This discovery had an extremely large impact and fluorescence microscopes are 

now a very common tool in the labs. W.E. Moerner was awarded 1/3 of the Nobel 

prize in Chemistry in 2014 for his contribution to the single-molecule microscopy 

field. The rest of the Nobel prize was shared for new imaging methodologies 

allowing to obtain resolutions below the theoretical physical limit (diffraction limit, 

see Chapter 2). The revolution of fluorescence microscopy has led to where we are 

today, where labs are readily able to resolve a few nm structures on a microscope. 

Despite the developments, there is still a shared issue with vision, microscopy, and 

telescopes: they all present a two-dimensional view of an inherently three-

dimensional world. Figure 1.3 shows a simple example of the limitation and 

misinterpretation that imaging in two-dimension of a three-dimensional object can 

yield. With a single image plane, one may conclude that the object is a disk, while 

in fact, it is a cone. In more complex systems, such misinterpretation can lead to the 

wrong conclusions. 

Consequently, in parallel to the development of single-molecule microscopy and 

super-resolution, microscopy evolved toward multi-dimensionality and many 

methods now allow imaging in three dimensions. 

 

 

 

 

 

 

Figure 1.3: 2D vs 3D: Illustration of how imaging a two-dimensional cross-section of a 3D 

object can lead to wrong interpretation of the shape of the object. For example, from that 

two-dimensional image we cannot distinguish between a round based pyramid, a cylinder, 

and a sphere. 
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While Biology highly benefits from three-dimensional imaging because the 3D 

context is often crucial to understanding the structure and function of living 

organisms. These benefits are less obvious in materials sciences where the 3D 

context is not always relevant. In these systems, it is often more informative to use 

different parameters such as lifetime (x,y,τ) or excitation wavelength (x,y,λ) as 

additional “dimensions” to the measurement instead of the classical spatial 

dimensions. Hence, in this thesis, we refer to multi-dimensional imaging as any 

method that performs imaging in at least two dimensions while measuring other 

parameters such as time, excitation wavelength, emission spectra, time 

correlation… As we will see in this thesis, by diversifying the type of additional 

dimensions used, we can craft methods that are suited to explore different areas of 

materials sciences. 

The research presented in this thesis concentrate on the development and 

applications of multi-dimensional fluorescence microscopy methods to relevant 

areas of materials sciences. Papers I & II present the development of a multiplane 

microscope and a fast-tracking algorithm which allows the investigation of 

nanoparticles dynamics as they come to an optical trap in three dimensions (x,y,z). 

We demonstrate the formation of a metastable trapping position and the appearance 

of helicoidal trajectories which could not have been uncovered with fast 3D 

imaging. Paper III investigate the early formation of an optically formed assembly 

of gold nanoparticles using optical trapping. We demonstrate for the first time 

optical binding outside of the focus as the underlying mechanism for the formation 

and growth of these assemblies. Paper IV uses multiplane microscopy to study the 

3D pistol-like ejection from a polystyrene nanoparticle assembly. Paper V presents 

the development and applications of a temporal correlation imaging method (x,y,r) 

that separates the areas of a metal halide perovskite semiconductor film that blink 

differently. By comparing with electron microscopy, we show that the areas found 

by the algorithm perfectly match individual grains in the film. Paper VI uses single 

molecule excitation emission imaging to study spectroscopic units of TQ1 

conjugated polymers. The results obtained are in agreement with the idea that all 

the spectroscopic units contribute to the absorption but only a small subset of them 

is responsible for the emission. 
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Chapter 2:  

Theoretical background 

2.1 Fluorescence 

The basics of absorption and emission of light are often described using Jablonski 

diagrams (see Figure 2.1), where the energy levels of the molecules are depicted. 

There are three types of energy levels, electronic, vibrational, and rotational. 

Vibrational levels are found between two electronic levels (S0, S1) as shown in 

Figure 2.1 and rotational levels are found between two vibrational levels (not 

shown). Every molecule can absorb light provided that the energy of the light has 

adequate energy, that is, it corresponds to the difference in energy between two of 

its energy levels. Fluorescence (F) is an electronic transition, hence, it occurs 

between two electronic levels, from S1 to S0 and induces the emission of a photon 

(light). 1 

 

 

 

 

 

 

 

 

 

Figure 2.1: Simplified Jablonski diagram and absorption emission spectra. The Jablonski 

diagram presents the different events that can occur during light matter interaction. A is 

absorption, F is fluorescence, VR is vibrational relaxation, IC is internal conversion, E is 

energy, S0 and S1 are the electronic ground state and excited state respectively. B) Schematic 

of a typical absorption and fluorescence spectra in the visible 
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After absorption of a photon, an electron of the molecule is promoted from S0 

(ground state) to S1 (excited state), with a certain vibrational state. Vibrational states 

relax significantly faster than electronic states, hence, vibrational relaxation (VR) 

first occurs to the vibrational ground state of S1 then S1 relaxes to S0 within some 

nanoseconds. The excess energy from the electron is dissipated via the emission of 

a photon, which is the fluorescence emission. Since a certain amount of energy is 

lost during the vibrational relaxation, the energy of the photon emitted is lower than 

the initially absorbed photon.  

Figure 2.1b shows a schematic of a typical absorption and emission spectrum for a 

fluorescent molecule. The molecules that are responsible for absorption/emission in 

the visible are often referred to as chromophores. Since different chromophores 

absorb and emit at different wavelengths, by selecting the excitation wavelength, 

selective excitation of a specific chromophore is possible.1 

2.2 Fluorescence microscopy  

Fluorescence microscopy is highly similar to the standard light microscope that is 

briefly described in Chapter 1 in that it also uses a light source and two lenses. The 

main difference is that it employs a laser to excite the molecules and that the signal 

observed is the fluorescence light instead of the transmitted light.  A very simple 

fluorescence microscope is shown in Figure 2.2.2  

Briefly, the excitation laser source is collimated by the objective resulting in a wide 

excitation spot onto the sample. This mode of excitation is called wide-field 

illumination. The illumination pattern on the sample often displays a Gaussian-like 

shape. The light is absorbed by the sample which in turn emits fluorescence. The 

fluorescence signal is collected by the objective and directed toward the tube lens 

that will generate the final image onto the camera. The camera records the images 

which are then saved on the computer. On the way toward the detector, a dichroic 

mirror reflects the laser without reflecting the fluorescence signal and additional 

filters can be placed to remove unwanted signals.  

The ability to selectively excite some chromophores but not others give fluorescence 

microscopy a high selectivity. Using filters that block specific parts of the light 

spectrum, selective detection is also possible. Moreover, fluorescence is a zero-

background signal giving fluorescence images a very high contrast.  

In addition, chemistry has now reached a point where we can craft chromophores 

and tune their absorption and emission properties. These molecules can then be 

selectively attached to fluorescently labelling biological structure or materials.3–5 

Fluorescent labels allows us to image more or less anything regardless of whether 
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the object or structure of interest is fluorescent or not, making fluorescence imaging 

a very versatile imaging tool. 

While strong emission in the visible is relatively uncommon in unlabelled biological 

samples, in material sciences, many materials of interest have their absorption and 

emission spectrum in the visible. Indeed, a lot of these materials belong to the 

category of semiconductors and are studied for their photo-physical properties for 

potential applications in optoelectronics, photovoltaics or LEDs. In this case, 

labelling is no longer an option as studying the light emitted by the sample gives us 

more information about its properties and thus its potential for real-world 

applications.  

Resolution in Microscopy 

The resolution of a microscope determines the smallest feature that it can resolve. 

To study micrometre and nanometre structures, it is crucial to understand what 

factors influence the resolution. It depends on the wavelength of the light and the 

parameters of the objective used. When light passes through an aperture (the 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2: Widefield Fluorescence Microscope: The excitation laser is focused by the 

widefield lens (WL) on the back aperture of the objective leading to wide-field illumination. 

The fluorescence emitted by the sample is collected by the objective and collimated toward 

the tube lens. On the way, the laser reflections/scattering and unwanted signal are filtered 

out using a dichroic mirror and additional filters. The image is reconstructed on a camera 

via the tube lens. 
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objective lens in this case) diffraction occurs resulting in a diffraction pattern. Since 

the aperture is circular, the diffraction pattern is an airy disk which is characterized 

by a bright region at the centre with concentric rings around. As a consequence, 

even a point source, when imaged through a lens, will yield a significantly broader, 

airy disk pattern. If two of these patterns are too close to each other, they will overlap 

and it will no longer be possible to distinguish them individually, limiting the quality 

of the imaging. Figure 2.3 shows how the diffraction limit impacts the imaging 

where the airy pattern is simplified into a 2D Gaussian. Due to the significant 

broadening of the signal, (a ➔ b), the hexagonal structure depicted in c) is 

completely lost in d).  

The first formal definition of the resolution was given by Abbé in 1873 (eq.2.1), 

followed by Rayleigh, Sparrow, and Houston.6–9 

 
𝑑 =  

𝜆

2 𝑁𝐴
 (Eq. 2.1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3: Practical implication of the diffraction limit: a) Intensity of a single molecule 

emitter illuminating a single pixel on the detector if there was no diffraction limit b) 

Simulated signal recorded by the camera due to the diffraction limit (here simplified as a 

Gaussian with FWHM = 300nm . c-d) demonstrate how the diffraction limit impact the 

resolution of simple structure, the hexagon is completely lost in the broadened signals. 
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Where d is the resolution, λ is the wavelength of the light, and NA is the numerical 

aperture of the objective which characterizes the proportion of light that the 

objective can capture. The resolution limit is typically between 200-500 nm in 

standard imaging conditions (NA = 1, 400 < λ < 800).  

Fluorescence Blinking 

Fluorescence blinking or flickering is a phenomenon first observed in 

semiconductor nanocrystals and later in single molecules. It is characterized by a 

time-dependent fluorescence intensity, usually manifested by two levels, a bright 

state “ON” and a dark state “OFF” (see Figure 2.4).10–14  

The blinking phenomenon is attributed to the system going into a dark state from 

which it cannot emit (Figure 2.4 b) and in which it remains for a significant amount 

of time, typically a few tenths of milliseconds. The nature behind this dark state is 

beyond the scope of the thesis and depends largely on the nature of the system 

studied. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.4: Fluorescence Blinking: Illustration of a fluorescent molecule in emissive states 

(“ON”) and in non-emissive states or dark state (“OFF”). The fluctuations of intensity over 

shows two clear levels, one of which is around 0 after background subtraction. 
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The ability of single molecules to turn ON and OFF turned out to be a crucial 

phenomenon to circumvent the diffraction limit in microscopy (see the dedicated 

section). 

Tracking of single particles 

Besides obtaining images of a labelled structure, an important use of fluorescence 

microscopy is the possibility to track particles and molecules. The idea is to follow 

a molecule or a particle in a movie over time by recording its position for each 

frame. Then, by studying its motion, one can obtain information about the diffusion, 

the viscosity but also on the type of motion (freely diffusing, confined or active 

transport) which can give information on the function of the molecules and/or the 

properties of the system it is embedded in .15–22 

To track objects through time, the object first needs to be detected on each frame, a 

good detection algorithm for single-molecule is found here.23 Once all the desired 

objects are identified, their position needs to be determined accurately. This is 

typically done by fitting a mathematical function to the fluorescence signal. The 

Gaussian function (Eq. 2.2) is the most commonly used due to its high accuracy and 

simplicity.24,25 An example of such fit is given in Figure 2.5A where the data is 

presented in colour and the corresponding fit in white. 

 
𝑓(𝑥, 𝑦) = 𝐴 exp (− (

(𝑥 − 𝑥0)

2𝜎2
+

(𝑦 − 𝑦0)

2𝜎2 ) ) (Eq. 2.2) 

The great advantage of using a mathematical function is that one can obtain the 

centre position of the object with a sub-pixel precision that would normally not be 

allowed by the diffraction limit. This will be discussed in more detail in the next 

section.  

Once a set of positions is obtained at each time frame, the traces need to be 

reconstructed by connecting the positions that belong to the same particle. This is 

likely the trickiest part of particle tracking as misassignment can result in erroneous 

data. Many approaches exist and their performances depend largely on the system 

studied (interacting, non-interacting, large motions,). The simplest approach 

minimizes the square displacement over all particles between each frame.17,24,26–28  

Once we obtained the traces for all particles detected, we can finally extract the 

interesting quantity such as the diffusion coefficient and viscosity. To do so, the 

mean squared displacement (MSD) is usually computed.17,29–31 The equation for 

MSD and the relationship to diffusion and viscosity are given below: 

 
𝑀𝑆𝐷(𝜏) =  〈(𝑥(𝑡) − 𝑥(𝑡 − 𝜏)〉2 + 〈(𝑦(𝑡) − 𝑦(𝑡 − 𝜏)〉2

+ 〈(𝑧(𝑡) − 𝑧(𝑡 − 𝜏)〉2 
(Eq. 2.3) 
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 𝑀𝑆𝐷(𝜏) = 2𝑛𝐷𝑛𝜏 (Eq. 2.4) 

 
𝐷 =

𝑘𝐵𝑇

6𝜋𝜂𝑟0
 (Eq. 2. 5) 

Where x(t), y(t), z(t) are the coordinates of the particle at time t. τ is the delay 

between the time points compared. n is the dimensionality, n=3 in the case where 

x,y and z are considered. D is the diffusion coefficient. kb is the Boltzmann constant. 

T is the temperature, η is the viscosity and r0 is the hydrodynamic radius of the 

particle.  

The main categories of motion are schematically represented in Fig.2.5B. The type 

of motion is determined by the dependence of the MSD on the time interval. A linear 

dependence is linked to random Brownian diffusion, a sub-linear regime is 

considered a confined motion, and a super-linear regime is typically due to active 

transport. 

Circumventing the diffraction limit  

Recently, scientists have been able to circumvent the infamous diffraction limit. 

Some of the main actors in these developments were even awarded the Nobel Prize 

in Chemistry in 2014. These methods are now often referred to as super-resolution 

methods. A succinct description is given in this thesis, the interested reader is 

referred to the following reviews32–36 to have a more detailed overview of these 

impressive techniques. 

 

 

 

 

 

 

 

Figure 2.5: Particle Tracking. A) Example of two-dimensional intensity profile of a single 

particle fitted by a 2D Gaussian (fit in white). B) The Brownian diffusion is given by a linear 

relationship between the MSD and the time interval. When the particle has some 

directionality (red curve), either by a flow or an active transport mechanism, it enters a super 

diffusion regime yielding a power law. When the motion is confined (green curve) the MSD 

will tend to an asymptotic value. 
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Most super-resolution methods use the ability of chromophores to be turned “ON” 

and “OFF”. Some molecules are photo-switchable, that is, they can be changed from 

an emitting state to a non-emitting state by using different excitation wavelengths. 

However, most chromophores exhibit blinking and photo-bleaching as an 

“ON/OFF” mechanism. These methods exploit these “ON/OFF” mechanisms to 

control the density of chromophores that are emitting at any given time to avoid the 

overlapping of airy disk patterns. If the patterns do not overlap the centre of the 

molecules can be accurately localized by fitting a mathematical function exactly as 

explained in the particle tracking section.37 Hence, by separating the chromophores 

in time their positions can be known with high accuracy allowing the reconstruction 

of a super-resolved image. The basic idea behind localization-based super-

resolution methods is illustrated in Figure.2.6, using the previous hexagon example 

from Figure 2.3. Note that a large number of images is required to obtain optimal 

results.25,38,39 Many methods used this approach, and they mostly differ by the way 

the density of emitting chromophores is controlled. In PALM40,41, photobleaching 

is the mechanism that allows separation of the chromophores in time, STORM39,42 

uses stochastic blinking for this and PAINT43 uses attaching-detaching of the 

chromophores. Finally, SOFI44–46 uses the correlated blinking over time to 

distinguish chromophores via high-order correlation analysis based on cumulant and 

thus does not require Gaussian fitting.  

 𝜎 =  
𝜎𝑃𝑆𝐹

√𝑁𝑝

 
(Eq. 2.6) 

 

It is worth noting that these methods only require a standard wide-field microscope 

with a minimal adaption of experimental conditions since image analysis is the core 

of these methods making them widely applicable and relatively cheap to use.  

Other super-resolution methods use optics and/or spectroscopic ruse to circumvent 

the diffraction limit. Examples include 4PI microscopy which uses two objectives 

to increase the numerical aperture.47–49 Stimulated emission depletion (STED) uses 

an additional doughnut-shaped laser to quench fluorescence outside of the doughnut 

centre via stimulated emission, effectively reducing the excitation volume to up to 

a few tenths of nanometres. 50,51 Structured illumination microscopy (SIM) uses 

spatially structure excitation to shift high-frequency components in the Fourier 

space such that they appear in the observable range of the optical system. Images 

with many different patterns are then required to reconstruct a super-resolved image 

(typically factor 2 compared to the diffraction limit). 52–54 Finally, the highest optical 

resolution techniques are MINFLUX55–57 which uses the laser intensity profile and 

smart software to localize the particle and cryogenic localization which uses 

cryogenic temperature to increase the stability and photon emitted of the emitter 

leading to outstanding resolutions.58–60 Both yield resolutions close to 1 nm. 
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2.3 Multi-dimensional microscopy 

Multi-dimensional microscopy is mostly understood as three-dimensional imaging 

(x,y,z,(t)). In this thesis, the term is used in the widest sense of the term whereby the 

two first dimensions are (x,y) coordinates (imaging) and the additional dimension(s) 

can be anything such as the axial direction (z), time (t), lifetime (τ), excitation 

wavelength (λexc), emission wavelength (λem), correlation of intensity through time 

(r) and any combination. Figure 2.7 shows a simple representation of what a typical 

data set looks like. Hence, when the additional dimensions are not the axial direction 

or time, the idea is typically to map a certain property of the sample to the image 

location and sample structure. 

With this broader definition in mind, one may realize that, even if they were not 

branded as such, most of the super-resolution methods are multi-dimensional. 

Indeed, the increase in resolution always comes from an increased dimensionality 

in the data that is processed. Localization-based methods use time and on/off 

dynamic as additional dimensions to resolve individual chromophores, STED uses 

stimulated emission and lifetime to increase resolution, SOFI uses time and 

correlation, etc... 

 

 

 

 

 

 

 

 

Figure 2.6: Localization microscopy: The time-average widefield image of the hexagon 

structure presented in Fig. 2.3 is super-resolved by separating in time the emission of each 

individual emitter using the stochastic blinking. When the emitter is isolated on the image, it 

can be localized with high precision. The localization precision is then used to recreate the 

image using the precision as the new width for the diffraction limited pattern 
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Throughout this thesis, I refer to three-dimensional imaging for (x,y,z,(t)) and 

spectroscopic imaging when the additional dimensions are different from the axial 

position. 

Three-dimensional imaging 

Three-dimensional imaging has been mostly driven by biology and biochemistry 

applications where the 3D spatial context is often crucial to understanding the 

structure of interest as well as their functions. 61–63 

Initially, most of the 3D imaging was done using a scanning confocal microscope. 

Since the out-of-plane light is blocked by design, taking images at different z-

position allows the acquisition of a 3D image.64–67 However, the imaging procedure 

is quite slow due to the scanning, making it complicated to study live samples and 

or perform particle tracking. Consequently, different strategies have emerged to 

solve the problem of acquisition speed in 3D microscopy. There are 3 main types of 

approaches, 1) modifications to the excitation beam 2) encoding of axial position in 

2D 3) Simultaneous acquisition of axial planes using specific optics. 

Among modifications to the excitation beam, there is multi-focal two-photon 

microscopy which uses a rotating micro-lens disk to generate multiple foci thereby 

reducing the scanning time68. Light sheet microscopy is another method which uses 

a sheet of light spread parallel to the x-y plane as excitation that is scanned across 

the axial direction. This yields a wide-field type acquisition in x-y with the z-

sectioning of a confocal microscope taking advantage of both techniques and 

reducing significantly the acquisition time.34,67,69,70 Light sheet microscopy has had 

 

 

 

 

 

 

 

Figure 2.7: Multi-dimensional imaging data. The key component here is that two-dimension 

needs to be an image of the sample, typically (x,y), while the additional dimensions can be 

either spatial (z) or temporal (t) or different parameters such as lifetime (τ), wavelength (λ) 

or correlation (χ) 
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a very large impact on biology and is the tool of choice for large-volume 3D 

imaging. 

Another approach to 3D imaging is the encoding of the axial position in the shape 

of the point-spread function (PSF) which is called PSF engineering. The PSF is the 

response of the optical system to a point source. This method uses optical elements 

(phase plates) to modify the shape of the PSF in such a way that its shape depends 

on its position with respect to the focal plane thereby encoding the axial position in 

the shape of the PSF. After careful calibration of the dependence of the shape on the 

z-position, a 3D image can be reconstructed from the individual position of the 

emitters. The principle is shown in Figure 2.8 B where astigmatism is used to induce 

a z-dependent ellipticity.42 Different z-dependent patterns have been developed to 

cover different axial ranges such as the double helix71–73 and the tetrapod74.  The 

main issue is that the size of these patterns can impede the density of emitter one 

can observe simultaneously since the overlap between patterns can affect the 

reading of the position drastically.75,76  

Finally, Multi-plane microscopy involves the use of an optical element (e.g. beam 

splitter, prism) to split the detected light in multiple paths with different optical 

lengths between the tube lens and the camera. Since it is the method of choice in 

this thesis, we will dive into more details.  

To understand how it works, we must examine a little closer, how a microscope 

generates an image. Figure 2.9 shows a simplified microscope. If an object is placed 

 

 

 

 

 

 

 

 

Figure 2.8: 3D microscopy: A) Schematic of an example of possible configuration for a light 

sheet microscope. The sheet of light is scanned along z through the sample while a second 

objective is used to collect the fluorescence. B) PSF engineering principle, here a 

asymmetrical lens is used creating a change in ellipticity by broadening the PSF along X or 

Y depending if the particle is below or above the focus. By Calibrating the ellipticity change 

as a function of z position, an accurate z position can be retrieved. 
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at the focal plane of the objective (or imaging plane), the image will be recreated by 

the tube lens at its focal plane, where the detector is typically placed (solid black 

line). In a wide-field microscope, the emission is also collected from out-of-focus 

planes which can be viewed by moving the detector back and forth (see Figure 2.9) 

Multiplane microscopy makes use of this feature but, instead of moving the detector, 

it tunes the distance between the tube lens and the detector using some optical 

schemes.  

One simple way of achieving this is by placing a beam splitter between the tube lens 

and the detector (see Figure 2.10). In that way, one can create two optical paths, 

OP1 and OP2, of different lengths resulting in two images at different focal depths 

in the sample. In Figure 2.10 OP1 focuses on the red solid line on the detector while 

OP2 focuses on the Gray dotted line which represents light from an out-of-focus 

plane. This is the fundamental principle behind biplane microscopy, the first multi-

plane imaging method.72,77,78  

However, two planes are not enough datapoint in z to make a true 3D image this is 

why biplane microscopy was mostly used for 3D tracking and localization. Hence, 

various strategies have been developed to increase the number of planes that could 

be imaged simultaneously. By increasing the number of beam splitters and a more 

intricate arrangement of mirrors, four planes detected on 4 cameras could be 

obtained79, later improved by Prof. Lasser’s group to 8 planes detected on only two 

camera detectors.80 With the help of a prism, they later published a similar feat with 

significantly simpler optical alignment.81 In Parallel, Prof. Abrahamsson's group 

 

 

 

 

 

 

 

 

Figure 2.9: Basic sketch of a microscope. The image plane (solid black line) which is the plane 

at present at the focal plane of the objective is reproduced at the focal plane of the tube lens 

with a magnification factor depending on the optics. The dotted line represents the out of 

focus plane which can be imaged either by moving the sample/objective relative to each other 

or by moving the tube lens/detector relative to each other 
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used a chromatic correction grating and a  prism to obtain 9 and later, 25 planes 

simultaneously. 82–86 

One of the drawbacks is that the division of the signal by the number of channels 

can limit the application of the technique. For the system studied in this thesis, this 

was not a problem and multiplane microscopy was used in papers I-IV. 

Spectroscopic imaging 

In material sciences, standard 3D microscopy is not as impactful as for biological 

samples because spectroscopy is often more relevant than the 3D context.  Hence, 

more intricate measurement is needed where the additional dimensions are often 

spectroscopic such as the lifetime and the emission spectrum. Spectroscopic 

imaging is, in principle, an even broader range of tools than 3D imaging. This is 

because it is up to the user/scientist to choose what parameters are relevant to map 

with the imaging and develop the optical system that allows for the measurements. 

Therefore, we will focus on the most common categories and the ones that are the 

most relevant to this thesis. 

Fluorescence lifetime imaging (x,y,τ) or FLIM is a confocal microscopy method, 

that uses pulsed excitation and a single-photon counter which allows for measuring 

the arrival time of photons. From the arrival time distribution, the fluorescence 

radiative lifetime can be extracted. 87,88 While it has been used in biology, mostly 

paired with energy transfer (FRET), it is also very useful when the materials emit 

on their own (organic, inorganic or hybrid semiconductor). Indeed, in that case, the 

lifetime directly reports on the local properties of the material observed. In 

conjugated polymer, it has been used in polymer blend with strong phase separation 

allowing an additional contrast89,90 and in hybrid halide perovskite, it can be used to 

 

 

 

 

 

 

Figure 2.10: Sketch of a biplane detection system. A beam-splitter (BS) is placed after the 

tube lens, splitting the signal into 2 different paths having 50% of the initial light. Using a 

mirror (M), the second path can be redirected to the detector. By tuning the distance between 

the mirror and the beam splitter, one can tune the distance between the two axial planes 

imaged in the sample. 
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judge the quality and or local degradation state91  and lifetime-encoded security 

tag.92 

Spectral imaging (x,y,λ) can be performed on both confocal and widefield and 

usually uses a diffraction grating to split the emission light collected from the 

sample into its different wavelength components (x,y,λem).93–95 Another alternative 

is to scan the excitation wavelength and have the fluorescence intensity report on 

the amount that was absorbed (x,y,λexc).93,96–98 Of course both can also be performed 

at the same time yielding a 4D dataset (x,y, λexc, λem). Spectral imaging will be 

explored in more detail in chapter IV. Once again, for materials that absorb and emit 

in the visible such as the one used in LED or photovoltaic technologies, such 

methods are highly useful. For instance, it allows for discovering that single 

conjugated polymer molecules had highly different spectral features than the bulk 

and that it depended on the conformation of the chain.99–102  

Lastly, correlation imaging (x,y,r), uses the time correlation of the pixel intensity as 

an additional dimension in the measurement. One of the main measures of 

correlation is the Pearson correlation coefficient which measures the strength of the 

relationship between two variables (see Eq. 2.7). 

 
𝑟 =  

∑(𝑥𝑖 − �̅�)(𝑦𝑖 − �̅� )

√∑(𝑥𝑖 − �̅�)2 ∑(𝑦𝑖 − �̅�)2
 (Eq. 2.7) 

While image correlation spectroscopy is the most known imaging method that uses 

correlation, it usually analyses the correlation of the intensity on the entire image or 

a large region of it and as such cannot perform a pixel-by-pixel mapping. 103,104 Here, 

we consider correlation imaging a method that can map how the correlation between 

pixels and their neighbours changes spatially. SOFI, however, is a correlation 

imaging method where the correlation helps to build a super-resolved and high-

contrast image44,45. Paper V, presents a new correlation imaging technique which 

allows for studying local fluorescence blinking in semiconductor films. 

2.4 Optical Trapping 

Discovered by Ashkin in 1986, optical trapping is a technique that allows 

controlling the position of objects by using a tightly focused laser beam (high NA 

objective required). 105–108 He shared the Nobel Prize in physics in 2018 for his work 

on optical trapping. Figure 2.11 illustrates the basic principle as well as the forces 

at play. The two main forces to be considered are the gradient force which pushes 

the particle toward the centre of the focus in all directions and the scattering force 

which pushes the particle along the direction of the laser light. For a particle to be 

stably trapped, the gradient force needs to be higher than the scattering force. 
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Since its invention, optical trapping has been used in various research fields for 

manipulating micro and nanoscale objects such as nanoparticles, live cells, proteins, 

DNA, or small molecules.106,109–113 It has also been successfully used to trigger 

crystallization in amino acids 114,115, lysozymes116 or even lead halide perovskite.117  

2.5 Image analysis in microscopy 

The attentive reader will have already noticed how important image analysis is to 

the field of microscopy. Indeed, we have already mentioned methods such as 

particle tracking, localization, and correlation analysis (SOFI) which without the 

need to modify heavily the experimental setup allow to gather significantly more 

information out of the same measurement.  

Since image analysis is such an important part of microscopy and considering that 

this thesis presents some image analysis contribution, let us review some of the 

basics of image analysis and how it can help to extract information from the imaging 

data. 

To understand image analysis, we need to understand what an image is from the 

data point of view. It is simply a collection of pixels with intensity values forming 

a matrix of numbers. It is up to the experimenter to interpret these collections of 

intensity value into usable scientific data. In some cases, it can be done by simple 

eye inspection, but quantification is always a better approach to get the information 

out of the image as it removes some of the bias. 

 

 

 

 

 

 

 

Figure 2.11:  Optical trapping: A laser is tightly focused on a gold particle. The gradient 

force pushes the particle toward the centre of the beam in all directions. The scattering force 

which is due to the transmission of the photon momentum to the particle, pushes the particle 

along the optical axis.  When the gradient force is stronger than the scattering force, the 

particle is stably trapped at the centre of the laser focus. 
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Pre-processing 

While quantifying the images sounds like a great idea, in practice, there is often the 

need to perform pre-processing of the data to ensure the quantification is as good as 

possible, particularly when the images are multi-dimensional. 

For instance, for measurement over time, it is quite often necessary to perform a 

drift correction. This is because the longer the measurement, the higher the 

probability that the sample moves which must be considered. This is particularly 

true when attempting high-resolution measurement since even a 50-100 nm drift can 

significantly impact the quality of the result. Most methods involve either cross-

correlation118, tracking of a fixed tracer42,119, or the localization data themselves to 

correct for the drift120. In this thesis, both the correlation-based approach and the 

localization approach are used. 

In the case of spectroscopic imaging, it is often needed to perform background 

subtraction to ensure the correct spectrum is extracted. The ideal case is to subtract 

the background in the vicinity of the treated object. 

Image segmentation 

One of the simple approaches to extracting information from an image is 

segmentation. The idea is to divide the image into its different constituents: objects 

of interest and background. To do so, the image is simplified into a binary image 

(0’s and 1’s) where the pixels of the image are labelled as 1 or 0 based on certain 

criteria. Depending on the complexity of the data there are many different methods 

which can be based on intensity, colour, texture, …121 

In standard microscopy, the criterion is often intensity for which the most common 

approach is thresholding122–124. Many more approaches exist but they are beyond the 

scope of the thesis, the interested reader is directed to the book chapter by Prof. 

Carolina Wählby which gives a thorough overview of the different segmentation 

methods121. 

An illustration of the segmentation of a nuclear membrane is shown in Figure 2.9. 

In this case, the segmentation also allows the differentiation of the inside of the 

nucleus from the outside. The size of the segmented area can also be measured and 

its shape analyze. 

In spectroscopic imaging, segmentation can also be used, for instance, by 

segmenting the parts that have similar behaviours in the third dimension (e.g. 

emission, excitation, correlation in time…). The correlation-based analysis 

presented in Paper V is a time-correlation-based segmentation technique. 
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Three-dimensional image processing 

When processing images that have multiple dimensions, new issues that arise. One 

of them is the size of the data which starts to be significant and can induce memory 

and speed issues during the analysis. For example, a 512x512x1000 matrix in 

MATLAB will be about 2 Gb. Hence, with some of the methods described above, 

several Gb data are regularly encountered. Hence, care should be taken when 

loading the data to avoid any memory issues and optimize the analysis speed. 

Finally, while having more dimensions always gives more information, extracting 

meaningful data taking into consideration the multi-dimensional context can prove 

challenging. 

An example is three-dimensional single-particle tracking (3D SPT) which becomes 

very slow using 3D fitting in multiplane microscopy due to the number of 

parameters to be fitted. 84,125 Paper I demonstrates an alternative approach based on 

a phasor 126 which allows for fast determination of the 3D position of single particles 

in multiplane microscopy. 

 

 

 

 

 

 

 

 

 

 

Figure 2.9 Segmentation: A) Image of the lamina fluorescently labelled. Otsu thresholding 

was performed which leads to labelling the pixel as 0 or 1 depending on whether the local 

intensity value is below or above the determined threshold, as shown in the inset. B) Resulting 

binary image after removal of the small object.  
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Chapter 3:  

Materials & Scientific direction 

In this Chapter, I give an overview of the different materials that were studied using 

multi-dimensional imaging. I also give a brief review of why the category of 

material is interesting and where is this thesis positioned in the state of the art. The 

three material types that were studied in this thesis are nanoparticles, conjugated 

polymers, and metal halide perovskite. 

3.1 Nanoparticles 

Nanoparticles are particles that are in the nanometre range, meaning that at least one 

of their dimensions is in the 1-100 nm range (Figure 3.1), even though it is 

sometimes used for larger particles.1,2 As of today, nanoparticles come in a large 

spectrum of possible shapes (spherical, cubes, rods…), sizes and compositions 

(metals, inorganics, organics, composite…), all of which influence their application 

and properties.3–6 Needless to say, this extremely wide variety of nanoparticles 

makes their scope and applications equally wide and beyond the scope of this thesis. 

Nevertheless, let us review some of the main fields of applications of nanoparticles 

before moving onto the scientific direction taken in this thesis. 

Nanoparticles are already very present in our daily lives and will likely be more and 

more common.7 They can be found in cosmetics such as sunscreen, toothpaste, 

shampoo and others where they are used as pigments, thickeners, UV absorbers (e.g. 

TiO2) or anti-bacterial agents (Ag, Au) 7,8. They can also be found in food and their 

packaging where they are used as food additives, carriers for smart delivery of 

nutrients, antimicrobial agents or fillers to improve the strength and durability of the 

packaging.7,9 In paints they serve as pigment and/or thickener and are present in 

many other applications.7,10,11 Finally, nanoparticles are also found in our 

environment due to dust storms, volcanic eruptions, forest fires and ashes (natural 

sources) and in diesel and engine exhaust, cigarette smoke and building demolition 

(man-made).1,7 

In sciences, nanoparticles have been attractive for their application in catalysis due 

to a high surface-to-volume ratio.12–14 They also have a wide scope of applications 
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in biology and medicine from labelling15,16 and label-free imaging 17 to drug delivery 

systems3,4,15,18,19 and photothermal therapies.15,20 The advantage here is that they can 

be functionalized to have targeting capabilities and thus deliver the drug, the 

contrast or the heat precisely where it is needed thereby reducing potential side 

effects.16–20 Finally, nanoparticles have also attracted significant attention from 

physicists for their size-dependent properties21 such as surface plasmon 

resonance.22–24 

In this thesis, we study different types of nanoparticles using multiplane microscopy 

and optical trapping. This work was initiated in close collaboration with Prof. 

Hiroshi Masuhara (NCTU, Taiwan). Among other topics, his group studied the 

crystallization of molecules using an optical trap at an air/water interface.25–28 

Notably, they observed that the crystal formed could extend tens of micrometres 

beyond the laser focus. To understand this phenomenon better, they trapped 

nanoparticles at different interfaces (Figure 3.1B) as a model system because 

individual amino acids cannot be distinguished under the microscope in such high 

concentrations.   

His group observed that nanoparticles of different materials, sizes and shapes form 

large assemblies when optically trapped at an interface (see Figure 3.1 C).29–32 The 

assemblies show quite complex shapes, are highly dynamic and extend far away 

from the focal point of the trapping laser, not unlike the crystallization of the 

molecules. However, from a 2D picture, it is impossible to fully understand what is 

happening as these assemblies and their dynamics are clearly and three-dimensional. 

This is why we developed the multiplane microscope with an optical trap to study 

these assemblies of nanoparticles trapped at an interface in 3D using single-particle 

tracking. 

Given the complexity of the tracking in such assemblies, the work was divided into 

different parts. The first was dedicated to understanding the formation of the 

assembly and thus it required an understanding of how particles arrive at the trap.  

 

 

 

 

 

 

Figure 3.1: Nanoparticles, optical trapping, and assembly: A) SEM image of nanoparticle 

composite with a gold core and a Silica shell B) Schematic of the optical trapping of 

nanoparticles at a water/glass interface, illustrating the assembly formation. C) 2D Dark 

field image of a gold nanoparticle assembly obtained by Prof. Masuhara’s group 
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For this, we used 200 nm fluorescently labelled polystyrene nanoparticles as a 

model to understand the incoming of the particles to the trap and the influence of 

different parameters (laser power and polarization, particle size…). This was the 

focus of Paper I in which the combination of multiplane and optical trapping is 

developed and Paper II in which the dynamic of the incoming nanoparticle to the 

optical trap was studied in detail.  

The second part was the initial stages and dynamics of the assembly formation with 

only a few particles to understand its formation and growth. This has been the focus 

of Paper III in which optical binding was shown to have a major impact on the 

formation of these assemblies. 

Lastly, to investigate the dynamic of the full-size assembly, a small number of 

fluorescently doped gold nanoparticles was incorporated into the assembly which 

can be easily tracked due to their low concentration. This part of the research is still 

ongoing and is not part of this thesis. 

3.2 Organo-metal Halide Perovskite  

Organo-metal halide perovskites are a type of semiconductor which forms an ABX3 

Perovskite crystal structure. There are many variants, but the main components are 

typically A= an organic molecule (typically methylammonium), B = a metal centre 

(typically lead), and X = a halogen (Br, I, Cl). The structure for MAPbI3 is 

schematically shown in Figure 3.2A. Firstly reported in 1978,33 it is however only 

from 2012-2013 that these materials have attracted attention due to their rapidly 

increasing efficiency as active material in photovoltaic solar cells. 34–38 It is now in 

a place where it can rival silicon solar cells, by recently reaching 26.1% solar-cell 

efficiency.39 A PL image of a film used for a high-efficiency solar cell is shown in 

Figure 3.2B. 

One of the main features of interest, outside the raw efficiency, is the ease of 

preparation and the low-cost, solution process methods which allowed a lot of 

laboratories to jump on the topic with minimal synthesis expertise.35,37 Surprisingly, 

this simple solution process synthesis still yields high charge mobility material and 

often high fluorescence yield which has been attributed to its defect tolerance.40–43 

Nevertheless, the fact that the quantum yield is still far from unity and depends on 

temperature indicates the presence of non-radiative channels. The presence of 

fluorescence blinking also supports this idea.43–48 Consequently, many approaches 

to reduce these non-radiative channels such as surface passivation49–51 or light 

soaking52,53 have been studied. However, without a clear understanding of the 

mechanisms behind these non-radiative channels, it can be complicated to rationally 

designed methods to reduce them, let alone to remove them.  
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The non-radiative channel that has captured our attention, is fluorescence blinking 

due to the efficiency with which it affects the quantum yield. Moreover, it is 

ubiquitous to metal halide perovskite materials where it has been found in almost 

every system from quantum dots and nanocrystals to micro-crystals and films. The 

current explanation for blinking in larger systems such as micro-crystal is the 

“super-trap” model in which a single trap is responsible for the quenching. When a 

“super-trap” is active, most of the fluorescence is quenched and the charges 

recombined non-radiatively. 54–59 

Despite the omnipresence of blinking in perovskite material, all blinking studies 

focus on isolated nano or micro-sized crystals. However, without equivalent studies 

in film or devices, it is impossible to confirm whether the observation made in these 

systems are still valid. Hence, we cannot conclude whether blinking has an impact 

on device performance or not. The connection between individual grain blinking 

and device performances is unknown and can only be speculated on. 

The main reason why such a study has not been performed yet is likely due to the 

challenge that analysing blinking in a film, or any largely connected blinking 

entities, represents. Indeed, when the object is isolated, a simple detection60 can be 

performed and the fluctuating intensity of the blinking entity is easily extracted. 

When all the entities are connected and their sizes and positions are unknown, it 

becomes complicated to select the fluctuating area to be analysed both in terms of 

size and position (Figure 3.2 B, C). This is of course in part due to the diffraction 

limit and the fact that the density of emitting sites is too high for most super-

resolution to be applied. 

Paper V presents the development and application of a correlation-based approach 

which allows for the analysis of fluctuating intensity by dividing the image into 

 

 

 

 

 

 

 

Figure 3.2: Methyl ammonium lead iodide blinking in film. MAPbI3 crystal structure which 

composed the film shown in the PL image. PL image from which blinking traces have been 

extracted from. This film was synthesized in the same way as for high efficiency solar cell. 

Intensity traces showing blinking in MAPbI3 films. With the absence of structure on the PL 

image it is quite challenging to select the area to analyze. 
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highly correlated regions. The method is presented in detail in Chapter IV and is 

applied to blinking in perovskite films in Paper V. 

3.3 Conjugated Polymers 

Polymers more commonly known as plastic, are large molecules with a periodical 

structure formed by the repetition of a structural unit called a monomer. They are 

usually unidimensional chains, however, different chains can be also cross-linked 

and, recently, pure 2D polymers looking like molecular sheets were synthesized.61,62 

Polymers’ properties are determined not only by their structural units but also by 

their conformation and environment, offering great possibilities for 

tuning/controlling their properties. Indeed, one can make polymers transparent or 

coloured, conductive, insulating and even fluorescent. A great variety of electronic 

properties in combination with solution processability and interesting mechanical 

properties (flexibility, high strength, and lightweight), make polymers a ubiquitous 

class of materials. Indeed, from the food industry (e.g. packaging) to electronics 

(e.g. photovoltaics, LED), engineering (automotive) and even medical applications 

(e.g. carriers for drug delivery), polymers are found in virtually every aspect of our 

modern life.61–66  

Conjugated polymers have a backbone that is made of an alternation of double and 

single bonds (see Figure. 3.3 A). This type of chemical structure allows electrons to 

delocalize along the chain leading to semi-conducting properties and usually 

fluorescence. These polymers are mostly used in photovoltaic, LED and 

optoelectronic technologies.67 Their performances in those applications are 

governed by their photo-physics. Understanding the photo-physics of these 

materials is therefore of paramount importance to unravel the structure-function 

relationship. 

Despite the technological progress and years of research, the understanding of 

conjugated polymers’ photophysics is far from complete. It is known that intra- and 

interchain interactions govern the properties.68–75 A prominent and recent example 

is that by sole optimization of chain morphology, polymer-only-based solar cells 

have achieved efficiencies of 9.5%.76 However, the exact role of these interactions 

is only known approximately for a few model polymers which are usually not used 

directly in optoelectronics.  One of the main problems is that every chain has a 

unique conformation resulting in unique, chain-dependent properties, which are 

obscured by population averaging in traditional spectroscopy. Figure 3.3C shows a 

true colour image of MEH-PPV demonstrating a wide range of emission colours. In 

addition, the control on polymer synthesis is far from perfect, which leads to a wide 

distribution of chain length inside a sample (poly-dispersity, PDI) and chemical 
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defects, obscuring even further the link between the structure and the properties in 

bulk experiments.77–79 

For instance, conjugation in conjugated polymer does not actually extend 

throughout the whole chain but rather resides in sub-units, usually referred to as 

spectroscopic units (illustrated in figure 3.3 B). Therefore, the conjugated polymer 

emission spectrum does not change significantly beyond 10-20 monomeric units 

depending on the polymer. This is because the chain is very dynamic and presents 

a lot of defects such as kinks and angles between different part of the chain which 

often makes the polymer behaves as if the conjugation was only 10~15 units. This 

is often referred to as the conjugation length of the polymer. It is accepted that a 

conjugated polymer chain behaves like multiple absorbing molecules (multi-

chromophoric system), where each spectroscopic unit is a single chromophore. 

Hence, at the single-molecule level, the spectroscopic properties are highly 

dependent on the conformation of the chain as this will have a direct impact on the 

length of the spectroscopic unit and thus on the spectroscopy of the molecules.69–

71,80–84   

When the light is absorbed by these spectroscopic units, their proximity makes it 

possible to transfer energy to each other via energy transfer. Energy transfer occurs 

from a higher energy unit (shorter spectroscopic unit, lower conjugation) to a lower 

energy one (longer spectroscopic unit). Hence, most of the energy ends up 

funnelling to the spectroscopic unit(s) with the lowest energy. This results in 

individual polymer chains often exhibiting relatively narrow emission spectra, 

similar to single chromophores.85 Therefore, it is easy to understand that a lot of 

information is lost when studying only the emission spectra since everything 

happens as if there were a single or a few units instead of the entire chain. On the 

other hand, if it was readily measurable, the absorption spectra of a single-

conjugated polymer chain would directly inform us about the distribution of 

spectroscopic units and thus allow for studying the relationship between the 

conformation and the spectroscopy. 

 

Figure: 3.3 Conjugated polymers. A) TQ1 conjugated polymer chemical structure B) a chain 

divided in spectroscopic units of various length leading to various emissions (colors are just 

chosen to show that shorter units will emit more blue and longer more red) C) an image of 

single-molecule sample of a conjugated polymer showing different emissions 

 



62 

The excitation spectrum which can be measured at the single-molecule level yields 

highly similar information to absorption. Therefore, we decided to use single-

molecule excitation spectroscopy (SMES) and excitation-emission spectroscopy 

(SMEES) to investigate the relationship between the conformation of the chain and 

the distribution of spectroscopic units on TQ1 conjugated polymers. Chapter IV 

details the practical aspect of these methods while the results are compiled in Paper 

VI. 
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Chapter 4:  

Multi-dimensional microscopy 

This chapter treats the different multi-dimensional methods used, developed and or 

improved in this thesis. It dives into details about the different calibration 

measurements needed as well as some of the data analysis. 

4.1 Multiplane Microscopy 

As mentioned in Chapter II, the main driver behind multiplane imaging is to reduce 

the acquisition time for 3D images. This is achieved by acquiring multiple sample 

sections (=planes) in a single shot allowing for very fast 3D imaging. 

The setup developed and used in this thesis is shown in Figure 4.1. It was developed 

over a few years at Prof. Hofkens's lab. It uses a prism which split the detected 

fluorescence into eight equivalent parts. The prism characteristics are such that these 

eight parts will travel a different path length through the prism thereby outputting a 

different focus on the detector. Note that the prism also shifts them in the x-y space 

so that 4 of them can be collected on a single camera (sCMOS). The 8 planes have 

250 or 500 nm distance from each other depending on the camera configuration 

(Figure 4.1 a,b,c) leading to a total image volume of about 50x50x5um acquired in 

a single shot. This setup was largely inspired by the work of Prof. Lasser’s group1 

initially done with three beam splitters and later improved using a prism.2  

To study the 3D dynamics of nanoparticles, an optical trap was added to the system. 

The 1064 nm laser travels through a separate path from the excitation and is 

collimated toward the objective to obtain a sharp focal spot in the image plane. The 

focus of the laser can be adjusted by the collimation lens to be at the top, the centre 

or the bottom of the imaging volume depending on the needs of the experiment. 
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Calibration 

Figure 4.2 shows an exemplary data set obtained on the multiplane setup described 

in Paper I where each camera collects 4 imaging planes. We can see from the shape 

of the particle circled in blue that it is captured in 3D in a single time frame. 

However, we do not directly obtain a 3D image, there are additional steps needed. 

These steps include image plane detection, ordering and registration. To ensure that 

these steps are performed in the best way possible, a calibration measurement is 

performed before the data acquisition. 

The calibration measurement consists in measuring a sample of spin-casted 

fluorescent beads, at a concentration where individual beads can be distinguished. 

The sample is scanned along the axial direction with the motor so that it appears in 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1: Multiplane Microscope with an optical trap: The system is mostly similar to a 

standard fluorescence microscope except for two elements, the prism and the trapping laser. 

The prism split the detected fluorescence signal into 8 while giving each of the 8 parts a 

different path length through the prism effectively yielding a different focus on the detector. 

The camera can be aligned into 3 different configurations represented in a), b) and c). The 

optical trapping laser goes through a different path from the excitation where it is collimated 

to be focused by the objective on the imaging plane. 
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focus in each plane at some point along the scan. This will help with organizing the 

planes by their axial position and for the image registration. 

Plane detection  

To be able to process the data, the first step is to find and crop the image planes out 

of the camera frame. Since the background inside the image is significantly higher 

than the camera shot noise, a simple intensity threshold-based segmentation can be 

used. The result is shown by the green frames around the images in Figure 4.2. 

Plane position determination 

After that, the next step is to determine the planes’ axial positions and order them 

accordingly. To achieve this, we compute the image gradient for each plane for 

every frame in the calibration measurement. The image gradient is calculated by 

taking the difference between neighbouring pixels along x (Gx) and along y (Gy), 

the magnitude is then computed. The image gradient is maximum when the image 

is in sharp focus. By plotting it against the motor position we obtain Figure 4.3. The 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: Sample of fluorescent beads in glycerol. Each camera shows an image composed 

of 4 different image planes. The 8 images are acquired in a single shot. The green rectangle 

shows the results of the plane detection. The blue circle just highlight the same  particle to 

show how it appears in and out of focus depending on the plane observed 
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curves can then be fitted with a Gaussian to get the relative distance between each 

plane with high accuracy. 

Image plane registration 

Since the planes are collected in different parts of the cameras and on two different 

cameras, we need to ensure that each image planes have the same number of pixels 

and that they correspond to one another. To achieve this, for each consecutive image 

plane pair (1-2, 2-3, 3-4…), we select the frame in which the sample is in between 

the two planes (where the image gradient crosses in Figure 4.3) and perform image 

correlation between the image from the plane (i) and image from the plane (i+1) to 

find whether there is a translational shift between them. If there is, the green frame 

can be adjusted accordingly. The procedure is repeated for every image plane. 

Calibration of new experimental data 

After calibration, we know exactly where the image planes are, what is the axial 

distance between them as well as the translational shifts. For every measurement 

performed on the same day, we can apply the same transformation to the data to 

calibrate it. 

3D single particle tracking  

In this thesis, the 3D images obtained with the multiplane microscope were mostly 

used to do 3D SPT. Papers I, II, III and IV all use 3D SPT to understand better 

optical trapping and optically formed nanoparticle assemblies. 

 

 

 

 

 

 

 

 

 

Figure 4.3: Multiplane calibration. Image gradient of a spin caster fluorescent beads sample 

as a function of the motor position as it scans through the different image planes. The solid 

line represent the Gaussian fit used to obtain the position of the planes. 
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As explained in Chapter 2, the image analysis of 3D data can be slow if one does 

not carefully choose the tools to be used. Hence, we used a phasor to determine the 

x and y coordinates which was demonstrated by Koens et al.3 to be significantly 

faster while being as reliable as standard 2D Gaussian fitting. The phasor is obtained 

by taking the 2D FFT of the image of the particles (5x5 ROI centred on the detected 

particle). The first Fourier components are the coordinates of a phasor. From the 

phase, we can obtain the x (resp. y) shift from the centre of the ROI while the 

magnitude is proportional to the width of the pattern.3 

Since an (x,y) pair of coordinates is obtained for each particle and image plane, we 

need to reduce this to a single coordinate per particle in 3D. We consider localization 

from different planes to belong to the same particles if they are within a radius of 2 

pixels around the coordinates. After collecting all localizations that belong to the 

same particles, we kept the ones for which the particle focus was the sharpest. 

The magnitude of the phasor was found to be quite sensitive to the signal-to-noise 

ratio as well as the width of the pattern. Since both these parameters change as a 

function of the axial position for a static emitter, we can use this dependence to 

extract the axial position of the emitter. Figure 4.4 shows a fit of the magnitude 

dependence on the plane position. This allows for 3D localization without the need 

for 3D fitting or calibration making the processing significantly easier and faster. 

The details can be found in Paper I.  

Finally, once we have a single x,y,z coordinate triplet per particle per timeframe, 

single particle tracking can be performed. The SPT is achieved using a tolerance 

 

 

 

 

 

 

 

 

 

 

Figure 4.4: Phasor for 3D localization: A) Detection of a particle in the 8 planes B) 

determination of the Z position by fitting the dependence of the phasor magnitude in X, Y 

on the Z position. 
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radius which describes how far off its previous position the particle is reasonably 

expected to be. When more than one particle fits within the radius, a minimization 

of the square displacement is performed using the Munkres algorithm.4 

Hardware synchronization 

Since multiplane setups often use two or more cameras, it is important to ensure that 

the cameras are perfectly synchronized. The best way to achieve this is by using 

transistor-transistor logic (TTL) trigger signal. Both cameras are triggered by 

external hardware which sends TTL pulses that are split into two equivalent 

channels each send to one of the cameras. In our case, we used a NI-Instrument 

board with home-built LabVIEW software for the TTL pulses. Frame rate up to 

200/s and beyond are reachable with perfect camera synchronization. 

4.2 Correlation imaging 

The first spectroscopic imaging method uses the time correlation between 

neighbouring pixels as an additional dimension to segment the image into its 

different high-correlation regions. This allows us to obtain information beyond the 

ensemble average in samples where the emitters are too close to be distinguished. 

As shown in Paper V, the method also allows for generating a higher-resolution 

image and obtaining information about the local PL dynamic in a fluctuating 

perovskite film. 

As seen in Chapter II, when analysing intensity fluctuations or blinking in 

fluorescence microscopy, the emitting objects are first detected on the image so that 

the signal can be studied. The advantage is of course that one knows for certain that 

the signal obtained comes from the object it was taken from. However, when the 

distance between these objects becomes small, it is not clear anymore where the 

objects start and where they end. This is the case for semiconductor films like metal 

halide perovskite which are composed of highly interconnected grains, for example. 

Direct detection becomes impossible because the spacing between the object of 

interest (e.g., grains) is smaller than the diffraction limit. The main idea of the 

correlation method developed here is to solve this issue by analysing the time 

correlation of individual pixels' intensity fluctuations with that of their neighbours. 

The pixels that show a strong correlation in their intensity fluctuations are grouped. 

Once we obtain groups of pixels that fluctuate similarly, we can compute the 

intensity trace of the group and thus get information on the PL dynamics. 

The Pseudo-correlation clustering method (PcoClust) developed in this thesis is 

composed of a few steps, first, the correlation relationship between neighbouring 
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pixels needs to be calculated. Then, the correlated pixels are grouped based on 

correlation criteria that will be detailed later. Finally, a super-resolved map and 

intensity traces for the different regions were found via the methods. 

The method is illustrated here using simulated images. The application of the 

method on experimental data is found in Paper V. Briefly, these simulations were 

achieved by simulating 100 intensity traces (Figure 4.5 A). At each time point, the 

intensity value had a certain probability to switch from a bright to a dark state and 

vice versa, 6000 frames were simulated in this way. The intensity traces were used 

to build a 10x10 array of point sources of light (1 pixel per source, see figure 4.5 C) 

whose intensity fluctuate in time independently. To obtain the final movie, the array 

of point sources was convoluted with a Gaussian PSF (Figure 4.5 B) to yield Figure 

4.5 D. The emitters were placed close enough to each other so they couldn’t be 

distinguished as single entities with standard methods. We can clearly see that the 

image is highly inhomogeneous and that it is not possible to distinguish individuals.  

Correlation extraction 

Since the method is based on time correlation, the raw data needs to be of the form 

(x,y,t). To analyse the correlation between neighbouring pixels the image is scanned 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5: Image simulation: A) Simulation of intensity switching with an equal probability 

for switching ON or OFF B) Normalized Gaussian PSF with a full width half maximum 

chosen to be unresolvable in combination with C). C) array of delta function with intensity 

modulated in time using A). D) Result of the convolution of B and C for a given time point. 
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with a 3x3 window for which the Pearson correlation coefficient for each pixel to 

the central pixel of the window is calculated.  

Figure 4.6 illustrates the principle of scanning for correlation relationships. It shows 

two examples of 3x3 windows where each number represents a correlation value to 

the pixel at the centre. |CN| depicts the average correlation of the centre pixel to its 

neighbours and is later used to generate the correlation map. When the window is 

in an area of strong signal fluctuations, the correlation values are quite high. In a 

region with low fluctuations (background, non-fluctuating emitters) they are low.  

After this step, we know the correlation relationship between each pixel and its 

neighbour. Moreover, we can compute the correlation map which is an image where 

the intensity values were replaced by the average correlation of the pixels to their 

neighbour (|CN| values). The correlation map visualization is important and will be 

treated in more detail later.  

Pseudo-correlation clustering (PCoClust) 

Pseudo Clustering 

Using the correlation relationship, PCoClust groups the pixels with their highly 

correlated neighbours. This procedure is similar to reconstructing a family tree. For 

instance, if we know that Bob is the father of Josh and that Josh is the brother of 

Hilda, then we know that Bob is also Hilda’s father (considering simple family 

relationships only). If we do the parallel for pixels if pixel A is correlated to pixel B 

 

 

 

 

 

 

 

Figure 4.6: Correlation extraction: The time correlation is extracted by sliding a 3x3 window 

and calculating the correlation between the pixels inside the window with the pixel at the 

centre of it. The window extracted at relevant signal position will show relatively strong 

correlation and will be saved for further analysis while the window extracted in weak signal 

position (e.g., background) will yield low correlation and will be removed from further 

considerations. |CN| represent the average correlation of the pixel centre pixel to its 

neighbour 
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and if pixel C is correlated to pixel B, then the odds are that pixel C and pixel A are 

correlated. In this way, can reconstruct groups of pixels that belong together based 

on their correlation in time. 

At the start, all the pixels are individual, and no groups are created yet. The search 

always starts with the pixel that has the highest average correlation to its neighbour 

(|CN| value). It is used as a starting pixel for a new group (= cluster). After that, the 

neighbours of the starting pixel are added to the same group if their correlation to 

the starting pixel is above a certain threshold (more details in the dedicated 

subsection). Then, the latest added pixels are checked for correlation to their 

neighbours which are also added if their correlation is above the threshold. The 

procedure is repeated until there is no new neighbour found that is correlated to the 

pixels inside the current cluster, at which point the procedure initializes a new group 

and starts over. The procedure is repeated until all pixels are treated. Note that only 

the correlation between a pixel and its direct neighbour is calculated, henceforth, 

long-range correlations are not considered here. 

Enforcing cluster consistency 

The attentive reader will note from the explanation above that the procedure 

described is too simple and could run into some issues. Indeed, what happens when 

we treat a pixel that would be at the same distance from two entities that fluctuate 

differently? This pixel will exhibit a linear combination of the two fluctuations and 

therefore, present a decent degree of correlation to both. Following the simple logic 

described above, we could therefore end up including it in one of the clusters but 

also, start to include pixels from the other entity into the current group just because 

they are correlated to the pixels at the border. This situation occurs if pixel A is 

correlated to B, B is correlated to C, but A is not correlated to C. Since the 

correlation between A and C is never verified, the algorithm may fail. 

To take this into account, a step we called enforcing cluster consistency was added 

to the procedure. Its role is to ensure that the cluster remains consistent, that is, that 

no uncorrelated pixel is added to it. To do this, the correlation between new pixel 

candidates (not added yet to the cluster) and a random subset of 10 pixels that are 

already in the cluster is calculated. The new pixel candidates are added to the cluster 

if and only if they correlate with at least 70% of the pixels in the random subset.  

Figure 4.7 shows the single emitter simulated, the resulting PL image, and the results 

obtained from the PCoClust algorithm as a cluster map. Each colour in the cluster 

map represents a cluster of pixels that are correlated. It is worth noting that the 

algorithm has found a 10x10 array of clusters which is exactly what was in the 

simulation. The centres of the clusters were also found to match with the simulated 

emitters showing that the developed method works as intended in these simulations. 
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With simulations, it is relatively easy to know whether the pseudo algorithm is 

performing as expected because the simulated conditions are known in advance. 

However, systematic evaluation criteria are needed to be able to evaluate the 

performances of PCoClust on experimental data. 

Evaluation of the clustering quality and threshold determination 

To evaluate the quality of the clusters, we first need to define precisely what is 

expected from the algorithm: to group pixels that have significant correlation 

together. Hence, one of the relevant criteria is the average correlation between pixels 

inside a cluster. However, we also want the clusters to be different from one another. 

Indeed, it is not because cluster A and cluster B present a high average correlation 

between their pixels that they are good clusters. If cluster A and cluster B present a 

high level of correlation with each other, they are not good clusters. 

A metric that takes into account both the intra- and inter-cluster correlation is the 

silhouette5, which is commonly used to evaluate clusters in machine learning. It 

considers both the affinity of an element of a cluster with its cluster (in this case the 

average correlation to other pixels inside the same cluster) and the affinity of the 

element for the cluster with which it correlates best outside of its own cluster (in 

this case the average correlation to the pixels inside the cluster that would fit the 

pixel best outside the one it is currently in). By comparing the two, the silhouette 

allows gauging how well each pixel fits in the cluster they were placed in. The 

mathematical definition is given by equation eq. 4.1, 4.2 and 4.3. 

 
𝑆(𝑖) =  

𝑏(𝑖) − 𝑎(𝑖)

max{𝑎(𝑖), 𝑏(𝑖)}
 (Eq. 4.1) 

 

 

 

 

 

 

 

 

Figure 4.7: Clustering map: A) Image of the simulated single emitters with intensity 

fluctuating over time B) Simulated PL image obtained from convoluting A) with a Gaussian 

function. C) Cluster map, group of pixels that are correlated are represented by the colour. 

Note that they are more clusters than color and thus some colors are repeated. 
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Where:  

 
𝑎(𝑖) =  

1

𝐶𝑖 − 1
∑ 𝑐(𝑖, 𝑗)

𝑗 ∈ 𝐶𝑖,𝑗≠𝑖

 (Eq. 4.2) 

 
𝑏(𝑖) =  

1

𝐶𝑘 − 1
∑ 𝑐(𝑖, 𝑗)

𝑘 ∈ 𝐶𝑘,

 (Eq. 4.3) 

Ci is the cluster to which pixel i belongs. 

Ck is the cluster for which pixel i has the best affinity (highest correlation) after the 

cluster to which it belongs. 

Hence, from equation 4.1, it can be understood that if a pixel is misclassified, the 

silhouette will be negative, if it is poorly classified the silhouette will be close to 0 

and if the classification is very good, the silhouette will be close to 1. 

Threshold determination 

To avoid user bias in choosing the threshold an automated procedure was designed. 

The procedure consists in running PCoClust on a small portion of the image and 

trying every threshold from 0.4 to 0.9 with a 0.05 step. For each pseudo clustering 

obtained, a quality metric was used which was crafted from the previously 

mentioned silhouette and the proportion of pixels in the image that were clustered. 

The reasoning behind the inclusion of the latter parameter is that improving the 

silhouette metric should not be made at the cost of the fraction of the image that is 

processed.  

Pseudo-clustering output and applications 

There are two types of information that can be extracted with this method. The first 

one is linked to the correlation (e.g. correlation map, silhouette map, correlation 

relationships) and the second one is linked to the analysis of the fluctuations 

themselves. 

Correlation output 

Figure 4.8 shows a comparison between the PL image and the correlation image. 

The correlation map is interesting as it shows the area of the image that presents a 

strongly correlated signal in time. In addition, it provides a contrasted image that 

brings to light features of the image that could not be seen in the raw fluorescence 

image. Indeed, the correlation map clearly shows an array of 10x10 emitters which 
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is exactly what was simulated but can not be seen from the PL image. Hence by 

combining information from multiple dimensions (x,y,t,r) we obtained additional 

spatial information.  

Fluctuations analysis 

Now that the pixels are clustered, the cluster map can be used to obtain information 

about the size and shape of the correlated area (see Figure 4.9), similar to the 

segmentation explained in Chapter 2. In addition, the time-dependent intensity from 

these regions can be extracted to study the fluctuations. 

 

 

 

 

 

 

 

Figure 4.8: Correlation Map: A) PL Image B) Correlation Map, represent the average 

correlation to neighbour for each pixel. The contrast in the image allows to distinguish the 

10x10 array of fluctuating emitter simulated in the original image.  

 

 

 

 

 

 

 

 

Figure 4.9: Intensity extraction using clusters. A) Superimposition of the cluster map and 

the fluorescence image indicating three coloured regions from which intensity fluctuations 

were taken. B) Intensity traces from the regions highlighted in color in A). 
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Once the intensity traces are obtained, the fluctuations can be analysed using any 

method one finds suited. The method to analyse fluctuation is beyond the scope of 

this thesis. The interested reader is referred to the following publications.6–10 

Having information about the spatial distribution, spatial sizes and fluctuations 

allow us to study the interdependence of these parameters which can yield valuable 

information as shown in Paper V. 

4.3 Single-molecule excitation-emission spectroscopy 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.10: Spectroscopic imaging microscope. Several excitation sources are available 

including CW laser, pulsed laser, and a white light laser. The white light laser unit is 

presented schematically. The white light exits the laser box and is directed to a home-made 

motorized diffraction grating (DG2). The diffraction grating split the white light into its 

different components and send it to the wavelength selector which is composed of two 

mirrors (M2, M3) and a diaphragm (WS) and allow to select which wavelength goes out of 

the white laser unit. The wide field lens (WL) focuses the excitation on the back focal 

aperture of the objective. A cryostat allows to perform temperature-controlled experiment 

if needed. L1 is a lens that generate an image plane where a slit (S) is placed to be able to 

select a ROI. F is a variable long pass filter. L2 is the tube lens. Finally, a diffraction grating 

DG1 allows to visualize the spectra of the emitted light on the camera. 
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Excitation and excitation-emission spectroscopy are two examples of techniques 

that make use of excitation wavelength and/or emission wavelength as the additional 

dimensions allowing us to retrieve more information on the sample of interest by 

connecting the spatial context to the spectroscopic properties. These two types of 

measurement can be performed on a standard microscope after some modifications 

that are described below. 

Spectroscopic imaging microscope 

Figure 4.10 shows a simplified schematic of the spectroscopic imaging microscope 

present in Prof. Scheblykin’s group. There are a few components that are worth 

describing in a bit more detail as they are not so commonly found on microscopes 

designed for imaging only. 

Excitation sources 

A broad range of excitations is available which include wavelength covering the 

visible but also pulsed laser sources for lifetime measurements and a pulsed white 

light laser. The white light laser has a dedicated section as it is used both in 

excitation spectroscopy and excitation-emission spectroscopy. 

Super continuum wavelength selection 

The supercontinuum laser (NKT photonics, superK) contains a short pass that is 

moved together with the wavelength selection to remove unwanted far-red and near-

IR emissions. After this clean-up, the laser light is sent to a diffraction grating 

monochromator (DG2 in Figure 4.10) which is mounted on a homemade motorized 

mount allowing control of the grating orientation via Arduino and Labview. The 

light is consequently split into its different wavelength components of which a single 

wavelength is selected via a diaphragm. Hence, by moving the diffraction grating, 

the different wavelengths can be selected. The system can output any wavelength 

between 450 and 800 nm with a spectral width of about 6 nm.  

Variable long pass 

The variable linear long pass (VLP in Figure 4.10) has a transmission edge that 

depends on the position in the horizontal direction. It is placed upon a linear motor 

which moves the filter along its axis across the detection path allowing it to control 

which wavelengths are filtered. This is mostly used for excitation-emission 

measurement and allows us to change the excitation wavelength without having to 

worry about laser leakage onto the detector.  

Diffraction grating 

The diffraction grating splits the emission light into its different wavelength 

components. The 0th-order diffraction corresponds to the image itself while the 1st-

order shows a wavelength-dependent spatial dispersion. The grating is aligned such 
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that the image and the spectra appear on the same line horizontally (see Figure 

4.13A). The spectra can then be determined based on the distance between the 0th 

order and the 1st order after calibration (see the excitation-emission section for more 

details on the calibration).  

Slit 

The slit is a field stop which controls the dimension of the image in the horizontal 

direction (x-axis), it is shown as dotted lines in Figure 4.13A. There are two main 

uses for it. If the objects of interest are larger than the diffraction limit, the slit needs 

to narrow the image down to a diffraction-limited width to ensure optimal spectral 

resolution. This is because each point of the image will be dispersed based on the 

wavelength it contains so the broader the object, the broader would be the spectra. 

If the objects of interest are diffraction limited, the slit is used to reduce the field of 

view such that the spectra do not overlap. 

Calibrations 

A significant part of the setup is motorized and is changed during the measurement 

automatically. Hence, we need to calibrate the system and ensure that it performs as 

expected.  

First, the white light laser needs to be tuned, to ensure that the wavelength output is 

indeed the one selected on the homemade software. This is achieved by using an 

Ocean optics spectrometer placed above the objective and testing it for a few 

wavelengths in the range of the measurement to be performed.  

After that, the power is calibrated such that the same amount of photon is sent to the 

sample for each wavelength. For this, the power meter is set above the objective and 

a reference wavelength/power combination is chosen. The software then adjusts the 

power of the other wavelength using a feedback loop with the power meter. A 

calibration file is then generated with the list of power for each wavelength which 

is then used during the measurements. 

Excitation Spectroscopy 

In single-molecule excitation spectroscopy (SMES), the excitation wavelength is 

scanned, and an image of the sample is acquired for each wavelength. Our system 

can scan from 450 nm to 800 nm with a 5nm step size. In addition, software and 

hardware synchronization between the laser and the camera ensures the correct 

acquisition of the desired sequence. In our case, whenever the laser starts emitting, 

it sends a TTL pulse to the camera set to wait for a trigger to start the acquisition. 
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Calibration of the illumination profile 

In this system, the illumination of the sample shows a broad Gaussian-like profile. 

The system is typically aligned such that the profile is as flat and broad as possible 

to obtain an even illumination. However, the alignment is never perfect, and optics 

often have wavelength dependence (grating moves, filters changed, etc), thus, the 

illumination profile can vary from wavelength to wavelength. This needs to be 

considered because if the shape is not constant for all wavelengths, then the number 

of photons received will also not be constant which leads to errors (Figure 4.11). 

To correct this, we typically use a calibration sample made of a thin film from either 

the material of interest or a material that covers the same spectral range. Running 

an excitation spectrum for the calibration sample allows us to visualize the change 

of intensity and beam shape as a function of the wavelength and thus compute a 

correction file. This is achieved by using background subtraction, smoothing and 

normalization of the illumination profile. The sample is then corrected by dividing 

the signal by the correction file. The result of the correction can be seen in Figure 

4.11 where the spectra are collected at different positions on the sample and yield 

quite different results before correction.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.11: Excitation spectra from different region of the sample before and after 

correction. A) Excitation spectra before correction for beam shape and beam movement for 

different region of a TQ1 film. The difference between spectra in intensity, and shape can 

clearly be seen. B) Same spectra extracted from the same region after correction, the spectra 

are now identical. 
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Extraction of the spectrum 

For films, the spectrum is obtained by integrating the chosen area of the sample or 

the entire image. When the sample is composed of multiple objects (e.g. 

microcrystals, single molecules) we need a different approach. First, simple object 

detection11 is performed to detect the individual emitters. The area around the 

emitter is considered background if it does not overlap with other emitters detected. 

The intensity of the emitter is then integrated for each frame (one frame = one 

wavelength) and the background is subsequently subtracted from the region around 

the emitter. Figure 4.12 A shows an example of an image of TQ1 single molecules 

in which we scanned the wavelength from 450 to 700 nm.  Figure 4.12B shows the 

resulting spectra obtained.  

Excitation-Emission Spectroscopy 

Single-molecule excitation-emission spectroscopy (SMEES) is highly similar to 

SMES except that a diffraction grating is added in front of the camera to record the 

emission spectra at the same time (see DFG1 in Figure 4.10). Figure 4.13A shows 

how the camera record both an image of the emitter (left side) and its emission 

spectrum (right side).  

 

 

 

 

 

 

 

 

 

 

Figure 4.12: Excitation spectroscopy: By scanning the excitation wavelength while imaging 

the sample, we obtain a multidimensional image in which the 3rd dimension is the excitation 

wavelength. Hence, by looking at the intensity of a region of interest in the image along the 

3rd dimension we obtain an excitation spectrum for that specific region. B) Shows an example 

of excitation spectra obtained for different TQ1 single molecule extracted from A). This 

method was used in Paper VI. 
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The advantage of excitation-emission spectroscopy is that it allows for seeing the 

relationships between emission and excitation such as stoke-shift and correlation 

between peak position and or width of the spectra. However, this comes with the 

drawback of imaging a very narrow region in the x coordinate due to the slit. For 

film and non-diffraction limited objects we lose the x coordinate entirely. 

The calibrations here are the same as in the excitation spectroscopy but there are 

two additional calibrations to be made. First, the diffraction grating (DG1, Figure 

4.10) in front of the camera is calibrated by measuring the spectra of a Hg lamp. 

The different lines are assigned using literature data to determine the relationship 

between the distance from the 0th diffraction order to the 1st diffraction order and the 

wavelength. 

Then, the variable long pass filter needs to be calibrated so that the transmission 

edge input in the software matches the transmission edge of the filter. For this, we 

used a white lamp and a diffraction grating (DG1, Figure 4.10). Different motor 

positions are scanned while acquiring an emission spectrum of the white lamp. The 

long pass edge can be visualized on the white lamp spectra thus, the relationship 

between the motor position and the transmission edge of the long pass can be 

determined.  

Figure 4.13B shows the resulting fluorescence 2D spectra for the two selected 

molecules highlighted in figure 4.13A. One can observe how different the two 

molecules are. Indeed, the molecule circled in red has a much narrower excitation 

and emission while also being significantly redshifted from the molecule circled in 

blue. We can also observe that the emission does not depend on the excitation 

wavelength. SMEES is used in paper VI to study the spectroscopic unit and the 

influence of conformation in single TQ1 conjugated polymer chains. 

 

 

 

 

 

 

 

Figure 4.13: Excitation-Emission spectroscopy A) Exemplary image showing on the left side 

shows the molecules (0th order of the diffraction grating) and on the right side their emission 

spectra (1st order of the diffraction grating). B) Resulting 2D spectra obtained by extracting 

the emission spectra for the different excitation wavelength scanned.  
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Chapter 5 

Results and Discussion 

In this chapter, I briefly summarize the main results and conclusions of each paper 

with references to the publications and manuscripts collected at the end of this 

thesis. 

5.1 Paper I and II: Multiplane microscopy unravels the 

3D dynamics of nanoparticles incoming to an optical 

trap 

In papers I and II, we demonstrate the potential of multiplane microscopy to perform 

3D particle tracking on fast-moving targets in large volumes. By combining a 

multiplane microscope and an optical trap we studied the 3D dynamics of the 

incoming of 200 nm fluorescent nanoparticles (NP) to the optical trap. We also 

investigate the influence of several parameters (polarization, laser power, numerical 

aperture) on the observed 3D dynamics. The effects observed are rationalized by 

simulation of the 3D laser intensity profile. 

Paper I focuses on the development of the multiplane microscope in combination 

with optical trapping. We also demonstrate an improvement of the phasor-based 

localization by Koens et al.1 that allows us to obtain the z-position with a one-

dimensional Gaussian fit and without the need for calibration.  We show that we can 

localize in 3D with a precision of 10-20 nm in (x,y) and 20-40nm in z. Moreover, 

we demonstrate the tracking of NPs at 200 frames per second which allows us to 

follow their incoming pathways to the optical trap in three dimensions. 

In paper II, we build upon paper I and studied the incoming of the same NPs (200 

nm diameter) to the optical trap in greater detail. Figure 5.1 shows that we could 

follow the trajectory of the different particles. From the overlay of the traces where 

we can clearly see the cone shape from the laser-focused irradiation. We note that 

the NPs follow a Brownian motion outside the irradiated area, and then exhibit a 

directional motion once they enter the irradiation area. 
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Figure 5.1B shows that not all the NPs take the same path toward the optical trap. 

Some NPs are trapped into a meta-stable position about 2 µm below the focus where 

they typically stay for a few tenths of milliseconds. Another peculiarity found in 

analysing the traces is shown in Figure 5.1 C where some NPs exhibit a helicoidal 

trajectory as they go to the optical traps. Figure 5.1D shows the variation of the x 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1: Incorporation of individual fluorescent nanoparticles in the trapping site. A) 

Overlay of the 3D traces of all the trapping events acquired from 150 independent movies 

showing the cone shape of the irradiation area. The focal spot (i.e., trapping site) was 

localized approximately at z = 0 μm. B) Representative incorporation trajectories showing 

two distinct path to arrive to the trap, one via the inner part and one via the outer part of 

the irradiation (red and blue lines, respectively). C) Example of trace exhibiting a helicoidal 

motion as it is pushed toward the optical trap. As a visual aid (gold line), the trajectory is 

smoothed using a third order Savitzky-Golay filter. The color scale denotes the time scale. 

D) Relative distance between the previous trace and the smoothed trace in the x- and y-

directions (red and blue lines, respectively) showing oscillation characteristics of a helicoidal 

trajectory. 
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and y position of the particle to a Savitzky-Golay smoothing filter exhibiting 

oscillations which confirm the helicoidal motion. 

To understand these observed dynamics, the irradiation field of the laser was 

calculated for our experimental conditions. The calculations demonstrate that the 

observed phenomena are caused by the inhomogeneity of the laser irradiation field. 

Indeed, the irradiation field presents a periodically converging pattern made of 

concentric rings that induce a secondary focus 2 µm below the main focal point. 

This explains the metastable trapping position observed. Finally, the converging 

concentric rings create a periodic variation of the gradient force direction along the 

z-axis which likely causes the NPs to adopt a helicoidal trajectory. 

In the rest of paper II, we apply the same strategy and analysis to investigate the 

influence of laser polarization, numerical aperture, and laser power. Briefly, the 

laser polarization induces a preferential path for NPs going to the trap in the 

direction perpendicular to the polarization. The numerical aperture changes the 

incorporation angle and the sharpness of the incorporation path. This is because the 

laser profile at lower NA is closer to a Gaussian distribution and therefore does not 

present the periodically converging pattern. Additionally, at low NA, the metastable 

trapping position is not there anymore. The laser power makes the incorporation 

channels significantly sharper. This is due to the optical driving force becoming 

significantly stronger than the random thermal motion. Finally, we show that the NP 

flux increases super linearly with the laser power which indicates that 

hydrodynamics interactions need to be considered. These results are discussed in 

more detail in Paper II at the end of this thesis. 

To summarize, these two papers demonstrate the potential of multiplane microscopy 

to perform fast 3D imaging (200 fps and beyond) in large volume (50x50x5(µm)3) 

with high accuracy (10-20 nm in x,y  30-40 nm in z). Using this technique, we could 

follow 200 nm fluorescent NPs as they arrive at an optical trap. From the 3D traces, 

we observe the presence of a secondary metastable trapping site and that particles 

exhibit a helicoidal motion as they are pushed toward the optical trap. Using 

calculations, we show that the laser intensity field is very inhomogeneous in 

standard trapping conditions and composed of a series of concentric rings forming 

a periodically converging pattern. This pattern turned out to be the cause of both the 

metastable trapping position and the helicoidal trajectories, demonstrating the 

importance of the laser profile in optical trapping experiments. 

5.2 Paper III: Tracking early stages of a gold 

nanoparticle assembly shows optical binding outside the 

laser focus 
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In Paper III, we use particle tracking to study the motion of gold nanoparticles 

(AuNPs) and interactions during the initial stage of the formation of an assembly of 

AuNPs made by optical trapping at a glass/water interface. When AuNPs are 

trapped, they first fill the laser irradiation spot and form a linear arrangement of 3 

AuNPs (here referred to as 3LA) oriented perpendicular to the polarization. Optical 

binding, initially discovered by Burns et al.2 was suggested to be the explanation for 

the 3LA periodic structure inside the irradiation area.3 

Upon increasing the number of particles, the structure of the assembly expands 

outside the focus, forming a dumbbell-shaped swarming assembly. While it was 

proposed that the trapping laser was efficiently scattered by the antenna-like 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2: Four nanoparticles case: a) The two-dimensional distribution in the x,y-focal 

plane, and the shadowed grey circle corresponds to the estimated diameter of laser focus (1.8 

μm). b), c) Trajectories of NPs in x- and y-directions over time, and their colours (black, red, 

blue, and green) correspond to each NP in the two-dimensional distribution. The dashed-

line bubbles show a magnification of the 3LA NP’s motion to show how they are affected by 

the external NP hopping. d interparticle distance distribution between the external Au NP 

and the closest one inside the focus. The dashed lines are Gaussian fitting curves, which mean 

value approximately corresponds to 1.5 and 2 wavelength separations. Inset: Representative 

images when the external NP is localized at the first and second arc, respectively. The scale 

bar is 2 μm, and the arrows indicate the direction of the laser linear polarization. 
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structure formed inside the focus of the laser toward the outside, the exact 

mechanism remains elusive.3   

To understand this mechanism, we studied the initial stage of the assembly 

formation (1-6 AuNPs) using single particle tracking. When one or more particles 

are outside the laser focus area, the particles that do not fit will sit at the right and/ 

or at the left of the 3LA keeping the linear configuration. However, the particles sit 

at a different distance than the one between the particles within the 3LA. Figure 5.2 

shows the four AuNPs case where the additional particle sits at the left of the 3LA. 

We note here that the particle sitting outside is much more mobile than the one 

inside the irradiation area. When looking at Figure 5.2, we see that the 4th particle 

localizes into two discrete stable positions along the x-axis with an arc distribution 

along y. The distance between this NP and the closest NP sitting inside the 

irradiation area is 1.2 and 1.6 µm for the first and second arcs respectively. These 

distances correspond to 1.5 and 2 times the laser wavelength in water (λH2O= 800 

nm).  Distances that are multiples of the wavelength indicate that the fourth particle 

is also optically bound to the 3LA. 

Another evidence for optical binding is the fact that the motion in the x-direction of 

the NP sitting outside the 3LA shows a high correlation to the 3LA, particularly 

when inside the first arc (r11=0.66 for the first arc, r21 = 0.05 for the second). We 

also observe that the correlation decreases from the first particle in the 3LA to the 

last one (r11 = 0.66, r12=0.6, r13 = 0.52). Because of this strong correlation, the 3LA 

shifts slightly when the particle hops from one arc to the other (see Figure 5.2b, 

particularly enlarge portion). This implies that the four AuNPs are bound as a single 

system, and therefore, the external NP movement affects the movement of the 3LA 

and vice versa. This is, to our knowledge, the first report of optical binding outside 

the irradiation area. 

The external NP hopping between arcs indicates that there exists a potential barrier 

between them (see the green line in Fig. 5.2a–c), which is low enough to be 

overcome by random thermal fluctuations. Besides, a larger potential barrier exists 

on the right side of the first arc, translating into a sharper borderline (see Figure. 

5.2a). Rarely, the external NP collides with the 3LA through a channel, which 

circumvents the potential barrier. In that case, the NP sitting at the edge on the other 

side of the 3LA is pushed out from the irradiation area like Newton’s cradle system. 

When the number of particles reaches 6, the motion of each NPs becomes much 

more complex and the number of possible arrangements increases drastically (e.g. 

3:2:1,2:3:1,2:2:2…). The number of arcs also increases up to 4 when at least 3 

particles are on the same side of the 3LA. This is crucial since it indicates that the 

particle outside of the focus expands the optical potential. Hence, it is likely that the 

addition of new particles expands the optical potential allowing to gather of more 

particles thereby progressively growing the assembly. 
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To summarize, paper III demonstrates for the first time, optical binding outside of 

the irradiated area. Moreover, optical binding is shown to be the main factor 

contributing to the extension of an assembly of AuNPs outside the trapping focus. 

When the number of NPs increases, the number of arcs where they can move also 

augments indicating that the laser potential is extended. The NPs’ motion becomes 

more erratic facilitating the hopping between arcs. Hence with the increasing 

number of particles, the optical potential gradually smoothens to become a 

continuum, which explains well the previously observed dumbbell-shaped 

swarming assembly.3 

5.3 Paper IV: 3D tracking of pistol-like ejections from a 

polystyrene microparticles assembly 

Paper IV investigates the formation and 3D dynamics of an assembly formed by 

optical trapping of 1 µm polystyrene beads at a water/air interface using multiplane 

microscopy. Such assembly is a model system to understand the crystallization of 

amino acids by optical trapping.4,5 The crystal formed were shown to extend up to 

tenths of micrometres beyond the focus. The mechanism for such growth, however, 

remains unclear. Since individual amino acids cannot be observed at such high 

density, replacing them with large beads can shine a light on some of the 

crystallization mechanisms. 

We show that polystyrene microparticles (MPs) when trapped at a water/air 

interface form an assembly which extends beyond the focal spot of the trapping 

laser, not unlike the crystallization of amino acids. Initially, the assembly formed 

shows a concentric circular (CC)-like structure which stochastically rearranges to 

either a similar (CC)-like assembly or a hexagonal close-packing (HCP) structure.  

The rearrangements of the assembly often trigger a pistol-like ejection of some MPs. 

We refer to the phenomenon as pistol-like ejection because a few MPs are ejected 

with high speed and directionality similar to a pistol. The phenomenon is illustrated 

with a cartoon in Figure 5.3A. Figure 5.3 C shows an image of the assembly before 

the ejection occurs at z = 0 µm. The two pairs of particles circled in red are about to 

be ejected. Figure 5.3D shows the assembly after the ejection, at z=-2.8 µm. The 

two pairs of particles circled in red are now far away from the assembly and in focus 

2.8 µm below their starting point. This shows that the pistol-like ejection occurs in 

three dimensions. 

Using 3D SPT we could obtain the traces of these ejections (see Figure 5.3 B). The 

colour indicates the axial position confirming that, as the particles are ejected out of 

the assembly, they are also ejected downward. 
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Using radial coordinates and localization density we determined the ejection angle 

to be around 13 degrees to the glass surface. Since the trapping laser illuminates a 

45-135 degrees cone to the glass surface, the ejection occurs within a small angle 

outside the irradiation cone. However, it is not clear why we did not observe ejection 

at an angle comprised between 15 and 45 degrees.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3. 3D motion analysis of the pistol-like ejection using a fluorescent dye-doped MP. 

Laser power is 0.36 W. A) Schematic of the pistol-like ejection. The dotted lines represent 

the planes where the image in C and D were taken from. B) 3D tracking traces of the detected 

pistol-like ejections for x−y and radius-z projections. C) Image of the assembly before the 

ejection, the axial position is 0.0 µm. The two pairs of particles circled in red are the ones 

that will be ejected. D) Image of the assembly after the ejection, the axial position is -2.8 µm. 

The two pair of particles circled in red have been ejected from the assembly and are now in 

focus 2.8 µm below it. 
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To summarize, paper IV demonstrates the formation of a large concentric circular 

assembly by optical manipulation of 1 µm PS MPs. We also report highly 

directional ejection of MP from the assembly (pistol-like ejections) which are 

triggered by the rearrangements of the assembly and seem to follow the scattering 

pattern of the laser. After some time, the assembly rearranges to a hexagonal close 

packing where it stably grows without any ejection occurring. The assembling, 

rearrangements and pistol-like ejections are all driven by optical forces. 

5.4 Paper V: Correlation imaging allows for analysis of 

fluorescence blinking in semiconductor films 

Fluorescence blinking is a common phenomenon in single molecular systems7,8 as 

well as in semiconductor nanocrystals.9–11 While the exact mechanism depends on 

the system, it occurs when the system turns into a dark state from which it cannot 

emit. This explanation works well for quantum systems, however, blinking has been 

observed in larger-size crystals of semiconductors and even in films where a single 

state for a few micrometre object can simply not be assumed. 12,13 In these larger 

systems, blinking is usually explained with multiple recombination centres (MRC) 

or “super-trap”. They are highly efficient traps which cause a large number of 

charges to recombine non-radiatively.12 Blinking has also been observed in the film, 

however, there is no detailed study on it, likely due to the challenge posed by the 

analysis. 

Paper V shows the development and application of a pseudo-correlation clustering 

algorithm (PCoClust) which uses the time-correlation between pixels in a movie of 

a blinking film to group the ones that blink in the same way together. The method 

is described in detail in Chapter IV.  

Figure 5.4 shows the results of the PCoClust method for a MAPbI3 perovskite film. 

For each sample, a movie of 6000 frames with 50 ms was acquired using a wide-

field microscope. An exemplary PL image taken from one of these movies is shown 

in Figure 5.4A. It can be seen that the grains are not resolvable, however, the entire 

film displays local fluorescence blinking.  

After applying the PCoClust algorithm to the MAPbI3 film data, we obtain the 

cluster map and the correlation map (Figure 5.4 B, C). The cluster map shows 

numerous spots, a few micrometres radius each. They represent the area that the 

algorithm found to be correlated. The correlation map shows that a high correlation 

is found at the centre of these clusters and that they are separated by borders where 

the correlation is lower.  

Figure 5.4 E, F, shows an example of a blinking trace extracted from one of the 

clusters. One can see that the frequency of the fluctuations is quite high and that the 
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amplitude is lower than what is typically observed in nanoconfined systems. Here 

the film parts never completely turn off. 

To get a better understanding of what these regions correspond to, we compared the 

cluster map with SEM images of the same region. We performed this comparative 

experiment on samples with different grain sizes. The results are summarized in 

Figure 5.5. 

Figure 5.5A shows the SEM image for the different grain sizes, ranging from ≤1 µm 

for the sample with the smallest grains (MAPI-SG) to 4-5 µm for the sample with 

the largest grains (MAPI-POR). From the SEM image, we can see that these films 

are of very high quality since their surface is quite smooth, their shape regular and 

the individual grains do not seem polycrystalline.  

Figure 5.5B and C show an almost perfect matching between the SEM images and 

both the correlation maps and the cluster maps. Indeed, in most cases, the cluster 

describes a single grain, and a maximum correlation is observed at the centre of the 

grain. This is quite important as not only the method allows for analysis of blinking 

in the film but in addition, we get a grasp of the structural arrangement of the grain 

in the film with a resolution close to SEM. 

 

Figure 5.4. Pseudo-correlation clustering of large grain MAPI film. (a) PL image, (b) 

correlation map shows microscale domains of high correlation separated by low correlation 

boundaries. (c) cluster map obtained at 0.7 optimum threshold. Here, each random false 

color designates an individual cluster. Two or more spatially isolated clusters can have the 

same colors but represent separate clusters. (d) Silhouette map demonstrates significant 

heterogeneity among the clusters meaning some areas present more independent 

fluctuations (high Silhouette value). (e) Exemplary PL trace showing time-dependent 

emission behavior of a cluster (marked 1) and (f) magnified view of the same trace. Scale bar 

= 10 μm. 
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To summarize, paper V demonstrates the use of a correlation-based method 

(PCoClust) that allows the mapping of the regions of MAPbI3 semiconductor films 

that blink differently. We showed the areas mapped to correspond to the individual 

grains by comparing PCoClust with SEM images of the same region. Hence, not 

only PCoClust allows for studying the intensity fluctuations in dense samples but it 

can also provide a high-resolution image and information on the structural 

arrangement of the grains in the film. This method paves the way to study the 

relationship between the grain structure and the device's properties in semiconductor 

films.  

 

 

Figure 5.5. Comparison of pseudo-correlation clustering maps and SEM for MAPI films of 

different grain sizes. (a) SEM for MAPI-POR, MAPI-LG, and MAPI-SG, (b) overlayed SEM 

and correlation map demonstrating distribution of high correlation at the center of the 

grains, (c) overlayed SEM and cluster map showing excellent matching of each grain with 

individual clusters 
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5.5 Paper VI: Single-molecule excitation-emission 

spectroscopic imaging of TQ1 conjugated polymers 

As explained in Chapter III, the relationship between the properties and the 

structure/conformation of the chain in conjugated polymer remain quite elusive. A 

conjugated polymer chain is a multi-chromophoric system with efficient energy 

transfer to the lowest unit, a large amount of information is lost in the emission 

spectrum. This is because while each chromophore absorbs only a single or a few 

units are responsible for the emission. 14–16 

To extract information about the multiple chromophores, absorption spectroscopy 

would be ideal. However, even though some single-molecule absorption has been 

reported 17–19, it remains virtually impossible to measure in most cases. Here, single-

molecule excitation-emission spectroscopy (SMEES) is to study TQ1 conjugated 

polymers a commonly used polymer in photovoltaics. 

To influence the set of conformation available to the individual chains we prepared 

different single molecule samples using different solvents (Toluene, 

Chlorobenzene), different matrices (PMMA, Polystyrene), and even chemical 

modifications (TQ1 vs TQp8).  Figure 5.6 shows a summary of the different samples 

studied as well as the difference in chemical structure between TQ1 and TQp8 

where the side chain sits in meta and para position respectively. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.6: TQ1 samples: A) Chemical structure of TQ1 and TQp8 showing that the side 

chains are in para instead of meta position on the TQp8 monomer. B) Table showing the 

different types of samples that are used in this study 
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Figure 5.7 shows the spectra obtained via SMEES for the different samples. The 

film spectra of the corresponding samples are shown in the left column, the other 

spectra represent individual molecules. To the best of our knowledge, it is the first 

time that such measurement has been performed at the single molecule levels 

considering the range of wavelength studied here (450-710 excitation, full range of 

emission).  

In general, all molecules present a significantly broader excitation spectrum than 

their emission. We can also see that the width of the excitation spectra of some of 

the single molecules is almost as broad as the film while the emission width is 

always significantly narrower. These results corroborate the current model of single-

conjugated polymer molecules. Indeed, the spectroscopic units have different 

absorption spectra yielding a broad excitation spectrum for the molecule. However, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.7: 2D excitation-emission spectra of single TQ1 molecules: Each lines correspond 

to one sample (S1, S2, S3 and S4) and shows 3 (a,b,c) examples of 2D excitation spectra, 

extracted from different molecules.  Excitation-emission spectra shows a true fingerprint of 

the molecule. Indeed, each of these spectra is vastly different, some have narrower emission, 

some narrower excitations, some are more or less blue shifted, etc… 
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due to efficient intrachain energy transfer to the lowest energy units, only a single 

or very few chromophores emit the photons absorbed by the entire chains leading 

to a significantly narrower emission.14,16,20,21  

Another fact that goes in the direction of this model is that the emission spectra 

appear to be independent of the excitation wavelength. If each spectroscopic unit 

having its own absorption spectrum, would emit individually, the emission spectrum 

would be wavelength dependent which is not the case here. 

From the SMEES spectra, we can extract the width and the peak position and study 

the relationship between emission and excitation spectra. Paper VI shows the 

statistics of emission and excitation peaks, widths, and the stoke shifts for all the 

molecules measured (40-50 molecules per condition).  

For the excitation and emission peaks, we observe that most of the data points sit 

below the diagonal which indicates that a shift in excitation does not result in an 

equivalent shift in emission. This is corroborated by the low correlation between the 

two variables for each population (r<0.2). This lack of correlation is also due to the 

disconnection existing between the absorbing chromophore population and the 

emitting one. 

To conclude, Paper VI presents the measurements of single-molecule excitation-

emission spectroscopy (SMEES) on TQ1 conjugated polymer individual molecules. 

SMEES is a two-dimensional fluorescence technique in which the emission 

spectrum is measured as a function of the excitation wavelength.  We show that 

individual molecules display a significantly broader excitation spectrum than 

emission. This result supports the idea that all the spectroscopic units of a 

conjugated polymer chain contribute to absorption while only one, or a few 

spectroscopic units contribute to excitation. In addition, we found that the emission 

spectra of single molecules were excitation wavelength-independent which further 

supports this idea. We believe that SMEES has a great potential to unravel the 

structure-properties relationship in conjugated polymers and could help understand 

better the relationship between the conformation of the chain and the photophysical 

properties. 
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Chapter 6  

Conclusions 

In this thesis, we presented the development and improvement of multi-dimensional 

imaging methods and demonstrated their application in relevant areas of materials 

sciences. First, we showed the potential of multiplane microscopy (x,y,z,t) to 

unravel nanoparticle dynamics in optical trapping and optically formed assemblies. 

Second, we developed a time-correlation imaging method (x,y,t,r), PCoClust, to 

investigate the blinking of MAPbI3 semiconductor films. Finally, we employed 

single-molecule excitation-emission spectroscopy (SMEES) to study the 

spectroscopic units of TQ1 conjugated polymer at the single-molecule level. 

Using multiplane microscopy, for the first time, we tracked nanoparticles as they 

arrive at an optical trap. We showed that the nanoparticles presented a helicoidal 

motion as they went to the optical trap. Moreover, we demonstrated the existence 

of a metastable trapping site below the main focal spot. In a separate study, we 

presented a three-dimensional view of an optically formed assembly of polystyrene 

microparticles. We reported pistol-like ejections from the assembly that were 

induced by the rearrangements of the assembly and the scattering of the laser. These 

new phenomena could not have been unravelled without the use of three-

dimensional imaging. 

In our study of the initial stages of a gold nanoparticle assembly at a glass/water 

interface, we reported, for the first time, the observation of optical binding outside 

the irradiated area of the trapping laser. We also showed that optical binding was 

key to the formation and growth of the gold nanoparticle assembly. 

With PCoClust, we showed that correlation clustering enabled the investigation of 

the blinking phenomenon in MAPbI3 perovskite films.  We were able to separate 

the different parts of the film that blink differently. Moreover, we showed that the 

regions obtained using PCoClust correspond to individual grains in the film by 

comparing them with electron microscopy images of the same region. Hence, not 

only PCoClust allows the study of intensity fluctuations in very dense samples but 

it can also provide a high-resolution image and information on the structural 

arrangement of the grains in the film. These results could not have been obtained 

without the use of the time correlation as an additional dimension in the 

measurements. 
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Using SMEES, we presented the first single-molecule excitation-emission spectra 

of TQ1 conjugated polymer on a wide range of wavelengths. We observed that 

individual molecules had very different spectra in terms of widths and peak 

positions. Moreover, the excitation spectra were always significantly broader than 

the emission spectra which were observed to be independent of the excitation 

wavelength. These results match the current model of conjugated polymer chains 

where the entire chain can absorb but most of the emission is done by one or few 

spectroscopic units. We believe that SMEES has a great potential to unravel 

structure-properties relationships in conjugated polymer and in particular the 

relation between the conformation of the chain and its photophysics. 

All in all, this thesis demonstrated the power and versatility of combining multiple 

dimensions in a single measurement. With minimal modifications to a standard 

fluorescence microscope, almost any parameters can be coupled to the imaging 

increasing both the amount of information obtained from a single measurement and 

the spectrum of materials/systems that can be studied with the technique. It is only 

up to the experimenter’s creativity to craft new multi-dimensional techniques 

making it an extremely powerful tool. 
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