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We introduce a model for a fluid of polydisperse rounded hard rectangles where the length and
width of the rectangular core are fixed, while the roundness is taken into account by the convex
envelope of a disk displaced along the perimeter of the core. The diameter of the disk has a con-
tinuous polydispersity described by a Schulz distribution function. We implemented the scaled
particle theory for this model with the aim of studying: (i) the effect of roundness on the phase
behavior of the one-component hard-rectangle fluid, and (ii) how polydispersity affects phase tran-
sitions between isotropic, nematic and tetratic phases. We found that roundness greatly affects the
tetratic phase, whose region of stability in the phase diagram strongly decreases as the roundness
parameter is increased. Also the interval of aspect ratios where the tetratic-nematic and isotropic-
nematic phase transitions are of first order considerably reduces with roundness, both transitions
becoming weaker. Polydispersity induces strong fractionation between the coexisting phases, with
the nematic phase enriched in particles of lower roundness. Finally, for high enough polydispersity
and certain mean aspect ratios, the isotropic-to-nematic transition can change from second (for the
one-component fluid) to first order. We also found a packing-fraction inversion phenomenon for
large polydispersities: the coexisting isotropic phase has a higher packing fraction than the nematic.

I. INTRODUCTION

The study of entropic phase transitions in two dimen-
sional liquid crystals is nowadays an active line of re-
search. This is not only because the study of orienta-
tional transitions in monolayers of anisotropic colloids
or molecules (adsorbed at surfaces, interfaces or form-
ing membranes) continues to be an interesting research
topic [1-3]. In addition, novel techniques to synthesize
hard-core interacting micro-prisms of any cross-sectional
geometry, subsequently adsorbed to form monolayers,
have been applied to create a plethora of effectively
two-dimensional fluids of Brownian particles with several
shapes [4-10]. Examples are: squares [4], rectangles [5],
rhombuses [6], triangles [7], hexagons [8], and kites [9].
These two-dimensional fluids have been a source of fas-
cinating phenomena including the appearance of exotic
symmetries and chirality in the orientational and spatial
ordering of particles. Other exotic shapes such as circular
arcs [11, 12] have also been studied via Monte Carlo (MC)
simulations, showing interesting self-assembling proper-
ties directly related to the presence of "entropic bond-
ing", a concept recently introduced in Ref. [13]. The
presence of liquid-crystal and crystalline ordering was
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also investigated in MC simulations of two-dimensional
hard regular polygons, where the number of edge-lengths
play a crucial role in the symmetries of the stable liquid
crystal and crystal phases [14].

A paradigmatic example of a two-dimensional liquid-
crystal which exhibits isotropic (I), nematic (N) and
tetratic (T) orientational ordering is the fluid of hard
rectangles (HR) and its hard square limit. This fluid was
extensively studied using the density functional theory
(DFT) [15-17], via MC simulations [18-20], and even by
experiments consisting of vertically shaken monolayers of
granular particles of rectangular or square cross-sections
[21-24]. While particles in the I phase are not orienta-
tionally ordered, in the N or T phases the main particle
axes (parallel to the major edge-length) orient along one
or two equivalent directors, respectively. The orienta-
tional distribution function h(¢), i.e. the probability den-
sity of particles axes to align at an angle ¢ with respect
to the director, has twofold, h(¢) = h(¢ + ) (N phase),
or fourfold, h(¢) = h(¢ + 7/2) (T phase) symmetries.
The T phase in the HR fluid has been shown to be sta-
ble only for aspect ratios varying from 1 (the hard-square
limit, with the T phase as the only possible liquid-crystal
phase) to a particular value k*. The value of k* predicted
by scaled particle theory (SPT) [16], a version of DFT,
and a more sophisticated DFT based on the second and
third virial coefficients [17], are 2.21 and 3.23, respec-
tively. An important difference bewtween these theories
is the packing fraction values at which the T phase begins



to be stable, with the third-virial theory giving lower val-
ues, compatible with simulation results in Ref. [17, 20].
Therefore we expect that the SPT theory gives quali-
tatively correct results. In fact recent simulations have
shown that x* =~ 5 [20] while experiments on monolayers
of quasi-two-dimensional granular cylinders indicate the
presence of T correlations for aspect ratios as large as
K* & 7 (22, 23]. However, some care should be taken to
compare the results from experiments on non-equilibrium
dissipative granular rods to those obtained by theoretical
models based on equilibrium statistical mechanics. As we
have shown recently [23], energy dissipation in vertically-
shaken granular monolayers strongly promotes particle
clusterization, resulting in a high proportion of square-
like clusters made of rectangles joined side by side, which
in turn induces the formation of T textures as stationary
states.

On the other hand, confined monolayers of cylinders
respond to geometrical frustration much in the same way
as equilibrium liquid crystals, i.e. by creating topologi-
cal defects that restore the global symmetry of the sys-
tem. The number and topological charge of these de-
fects seem to follow the rules of topology. Also, when
particles are confined in annular geometries, a compli-
cated pattern arises in the orientational-ordering field,
with domain walls that separate regions of smectic and
T ordering and additional topological defects [25]. While
topology predicts that no defects should be excited in
this case, the small size of the system compared with the
particle length probably explains the formation of this
complex pattern, although non-equilibrium effects can-
not be discarded as an origin. Colloidal monolayers also
exhibit the presence of T-like disclination defects in the
smectic textures when confined inside cavities of different
shapes [26, 27]. These similarities between dissipative
and equilibrium monolayers point to the preponderant
role of entropic interactions as the main mechanism dic-
tating the symmetries of both systems when frustrated
by confinement.

The T phase can be stabilized by other geometrical
shapes such as rhombuses [20] and kites [9, 28] of particu-
lar shapes and ratios between their characteristic lengths.
Indeed its stability region in the phase diagram seems to
be very sensitive to these ratios and, what can be more
important, to the roundness of the particle corners. It
was recently shown by MC simulations that a fluid of
hard rounded squares does not exhibit a T phase for high
enough roundness of the corners, with the I phase di-
rectly undergoing a transition to a crystalline phase [29].
This result explained why the T phase was not found
in recent experiments on rounded squares [4]: it is cer-
tainly difficult to design an experimental procedure to ob-
tain microparticles with perfect right corners. There are
two ways to implement the presence of nonzero curvature
in the particle boundaries: (i) to take into account the
change of curvature by defining the particle as a superel-
lipse [20, 30, 31] with an exponential parameter ranging
from 1 (the rhomboidal shape), 2 (the elliptical shape),

and finally the infinite limit (for the case of rectangles),
or (ii) to consider a fixed core defined by straight lines,
adding the convex envelope that results when a disk of
some particular diameter slides along the boundary of
this core [29].

Here we will use the second recipe, with a fixed core of
rectangular shape, defining in such a way a fluid of hard
rounded rectangles (HRR). Two main studies have been
carried out. In the first we study the effect of round-
ness (measured through a roundness parameter) on the
stability of the T phase as compared with the HR fluid.
Using scaled particle theory (SPT) [32-34], several phase
diagrams for different values of the roundness parameters
have been calculated, which allowed to trace out the sta-
bility boundaries of the different phases and their changes
as a function of the roundness parameter. The second
study deals with the effect of polydispersity in the phase
behavior of HRR. This point is motivated by the fact that
some polydispersity in sizes/shapes is always present in
the experimental systems. As will be shown later, the
main effects of particle roundness on the one-component
fluid of HRR are: (i) the strong destabilization of the T
phase; the stability region of the T phase in the pack-
ing fraction-aspect ratio plane is considerably shrinked
as roundness increases, (ii) the interval of aspect ratios
where the I-N and T-N transitions are of first order is
strongly reduced, and as a consequence both transitions
become weaker. As regards the effect of polydispersity
we find that, for certain aspect ratios and high enough
mean roundness and polydispersity coefficient, the I-N
transition for certain mean aspect ratios becomes of first
order despite being of second order in the one-component
fluid. Also when the fluid exhibits a first-order I-N or T-N
transition, and for high enough polydispersity, the coex-
isting phases exhibit a packing fraction inversion due to
the fractionation effect: the coexisting I or T phases are
enriched in particles of higher roundness (or lower aspect
ratios), while the N phase is more populated by species
of higher aspect ratios. As a consequence, the coexist-
ing I or T phases can have a higher packing fraction as
compared to that of the coexisting N. We should men-
tion that previous MC simulation studies on monodis-
perse hard rods in 2D showed that a quasilong-range or-
dered N phase exhibits a transition to the I phase via
a Kosterlitz-Thouless disclination unbinding type mech-
anism rather than being of first order [35, 36]. However
recent studies have shown that, for particular types of
particle interactions, the I-N transition becomes of first
order in 2D [37, 38]. Finally, recent experiments found
that quasi-monolayers of magnetic nanorods confined be-
tween adjacent layers of a lamellar phase exhibit a first
order I-N transition [39].

The theoretical DF'T study of continuous polydisperse
fluids of anisotropic particles represents a challenge be-
cause the density profile depends not only on the par-
ticle orientational degrees of freedom. It also incorpo-
rates the distribution of the polydisperse variable, which
complicates the numerical procedure necessary to calcu-



late phase coexistence. To deal with this problem, some
simplifications were made in the past to study the effect
of polydipersity on the phase behavior of freely-rotating
hard polydisperse rods. One of these simplifications in-
volves using the Onsager-DFT of hard spherocylinders
in the hard-needle limit, and implementing the spherical
harmonics expansion of the excluded volume up to sec-
ond order, together with the use of the moment theory
[40, 41] to render the calculations feasible [42]. An alter-
native approach is to discretize the orientational degrees
of freedom, as in the Zwanzig approximation, and use
the Fundamental Measure DFT for hard boardlike parti-
cles which correctly describes not only two-body, but also
three-body correlations [43]. As we show here the present
model has the advantage that the orientational degrees
of freedom and the polydisperse variable (the diameter of
the disk causing particle roundness) are decoupled, mak-
ing the theoretical treatment of the polydisperse fluid
as easy as its one-component counterpart. This prop-
erty can be used in future developments to study the
combined effect of confinement and polydispersity on the
structural properties of a two-dimensional liquid-crystal
fluid. The article is organized as follows. Sec. II is de-
voted to the definition of the model and the presentation
of the theoretical tools used for the calculation of phase
diagrams. Special attention is paid to the coexistence
calculation formalism (Sec. ITA), the definition of the
polydisperse distribution function used in the study (Sec.
IIB), and the implementation of the bifurcation analy-
sis to calculate the second-order phase transition curves
(Sec. IIC). The results are divided in two parts: In Sec.
IIT we present the results for the one-component fluid
(zeroth polydispersity), while in Sec. IV we describe the
results regarding the effect of polydispersity on the phase
behavior of HRR. In Sec. V we describe an approximate
procedure to account for the effect of roundness on the
instability of the T phase with respect to crystallization.
Finally some conclusions and discussions are summarized
in Sec. VI. We relegate to Sec. A the details for the
numerical calculations of shadow and cloud coexistence
curves in the polydisperse HRR fluid.

II. MODEL AND THEORY

Our model consists of a polydisperse mixture of hard
rounded rectangles (HRR). A particle is defined by a
fixed rectangular core of length L and width o (L > o)
plus a polydisperse coating obtained by making the cen-
ter of a disk of diameter [ to slide over the perimeter of
the rectangular core (see Fig. 1 for a sketch of the parti-
cle geometry). While the core sizes L and o are fixed, the
diameter [ is a polydisperse variable with a value rang-
ing from 0 to co. Note that the cases I = 0 and 0 =0
constitute the limiting cases of hard rectangular and dis-
corectangular particles, respectively. In the following we
define the main axis of a particle to be parallel to its
length L.
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FIG. 1: Sketches of rounded rectangles where the fixed core
lengths L and o and the polydisperse disk length [ of particle
are indicated. Two circles of diameters [ have been superim-
posed on the rectangular core of one of the rounded rectangles.
Note that the limiting case { = 0 corresponds to a rectangular
particle, while for [ # 0 and ¢ = 0 one obtains a discorectan-
gle.

Let us consider two such particles with different values
(I and I") of the disk diameters. The excluded area be-
tween these particles, as a function of their relative angle
A¢ = ¢ — ¢, can be computed as

Aexa(A¢, 1,1') = (L* + 0?) | sin Ag| + 2La| cos Ad|
F(L+o)I+1)+ gll’ +a(l) +a(l), (1)
where the particle area, a(l), is
a(l) = Lo + (L + o)l + gz% 2)

From the excluded area we define the geometric function
from which the scaled particle theory is constructed:
1
Aspi (A, 1T) = 3 [Aexcl (A, 1, 1) —a(l) —a(l')]. (3)
The polydisperse mixture of HRRs is characterized by
its number density distribution function, p(l, ¢), a prob-
ability density in the variables [ and ¢. This function
describes the probability to find a particle with disk size
[ oriented with an angle ¢ with respect to a fixed ref-
00 2w
N
erence frame. Thus we have dl dop(l, o) = e
0 0
with IV and A the total number of particles and the area
of the system. From p(l, ¢) we can define its ith moment
m;(¢$) with respect to [ and the integral of this moment
with respect to ¢ as

mo)= [ T Ao, ), mi= / Cdp mio). ()

Note that mo = N/A, the total number density. To
facilitate numerical calculations we will use the Fourier
expansion of the function mg(¢),

mo + Z m(()k) cos(2k9) | , (5)

k>1

mo(¢) = iﬂ

with {m(()k)} the Fourier amplitudes. From mg(¢) the
orientational distribution function is simply h(¢) =



mo(¢)/mo, while the order parameters describing the ori-
entational ordering are

2 (n)
on = / dph(¢) cos(2ng) = 0
0

2m0 ’

n=12 (6)

For uniaxial N orientational symmetry we have Qo # 0,
while T symmetry is characterized by Q2 = 0 and Q4 #
0.

The double average of the function Agpe(¢ —
with respect to p(l, ¢) and p(I’, ¢’) gives

oo [e e} 27
(A (Aol = [ at [~ [ ag

2m

X 0 d¢lp(l7¢)p(l/a¢/)Aspt(¢ - ¢/7l7ll)
L? + 62

= %) (sin )} ot

Lo {{]cos(A0)))mo(e) + (L -+ 0ymoms +

¢’ L1)

m?,
(7)
where we have used the shorthand notation
27 27
A mo d d¢’ /
(ANt = [ do [ domo(@ymale)
xg(¢p—¢'). (8)

Inserting the Fourier expansion (5) into Eq. (7) we obtain

5 1 (k)
gomg — 3 Zk21 gr { My

™

(Aspt (A0, 1,1))) pi1,9) =

o
7m%7 (9)

+(L + O')m()ml + 1

with

(L+ (~1)*0)”

1
42 — 1] (10)

Ik =
Another important quantity of the polydisperse mixture
is the total packing fraction:

77:/00o dl/:ﬂdqﬁp(l,aﬁ)a(l)

+ma, (11)
In this expression we used (2) for the particle area and
(4) for the integrated moments of p(l,0). Note that 7
depends not only on the the zeroth and first moments
mgo and mq, as does the double average of the scaled-
particle area (9), but also on the second moment ms.
With these definitions, the excess part of the free-
energy density, according to the SPT [17], can be cal-
culated (in thermal units), as

Ber (1, $)] = W

+ <<A5pt (A¢v L ll)>>ﬂ(l,¢)
1—n ’

=moLo +my (L + o)

= —my log(1 —n)

(12)

while the ideal part is, as usual,

bl ) = Pl 0)

-

In the above expressions, SFidexc[p(l,®)] are the ideal
and the excess parts of the free-energy dens1ty functional,
scaled with the factor 8 = (kpT) ' (note that ther—
mal area inside the logarithm of the ideal part has been
dropped).

o) llogp(l,¢) —1].  (13)

A. Coexistence calculations

Now we calculate the two-phase coexistence between
a phase that occupies a fraction 1 — e of the total area
(the cloud phase), and another phase that occupies a
vanishingly small fraction of the area, e < 1 (the shadow
phase), with coexisting density distributions p.(l, ¢) and
ps(l, @), respectively.

Let us obtain the equations that govern this coexis-
tence. Mass conservation, expressed by the lever rule,
states that the sum of the two density distributions, inte-
grated over the angle ¢ and each multiplied by its respec-
tive area occupancy, 1 — € or €, is a conserved quantity.
This is equal to the distribution function of the parent
phase, po(l) = pof (1), where pg is the total number den-
sity of the system, po = N/A, while f(l) is a fixed proba-
bility disk-diameter distribution function. The lever rule
is then

27 27
pof () = (1—¢) /0 dépell, 8) + ¢ /0 dbps(l, 8). (14)

Minimizing the total free-energy density ®[p(l,¢)] =
Dialpll, 9)] + Pexlpll, 6)] with respect to pe(l, ), and
using the lever rule (14) and the integral expression (7)
for the averaged scaled particle area, we obtain

pes(l, §) = eProW =i L), (15)

where the Lagrange multiplier Buo(l), necessary to sat-
isfy the constraint (14), is just the scaled chemical po-
tential of the species with disk-diameter value [. In the
above we have used the notation cga)(l,qﬁ) for the first
functional derivative of the excess free energy:

71,6 = ebal0)

= —log (1 —7a) + 1 _177a X 6<<A5Pt($f’(§: i;;»pa(l’(b)

+Bpaall), (16)
where

m(()a) << spt A¢7lal )>>Pa(l ¢
2

Pra =120 )

a=uc¢s,(17)



is the pressure of the coexisting a-phase. Using the def-
inition (7) and the Fourier expansion (5), we explicitly
find the first functional derivative of the scaled particle
area:

§({Aspt (DD, 1, 1)) po1,0)

dpa(l, )
=— gom0 ngm ) cos (2ko)
k>1

+@+awﬂ“+BL+a) )+§ m{® 1. (18)
The Lagrange multiplier po(l) can be found by inserting
(15) into the lever rule (14), and taking the limit € — 0,
which allows us to obtain expressions for the coexisting
cloud and shadow densities:

et (L9)

pa(la ¢) = Pof(l)

, a=c¢,5.(19)
dge=1" (1¢)
0
Finally, multiplying Eqns. (19) by ¢ cos(2k¢), and inte-
grating over ¢ and [, we find

(ko) _ _2p0 / S
m’L 1+5k0 0 f()

27
/ dep cos(2ke)e1” (1:9)
0

2
/ d¢'e —ei” (1.¢")
0

where mgk’a) is defined as the kth-order Fourier coeffi-
cient of the moment (4).

For the cloud-coexisting phase and k& = 0, we ob-
tain m”? = m\? = po [ dIF (D) = po(l") 1y, which
commdes Wlth the ith-moment of the parent distribu-
tion function. Moreover if the cloud-phase is I, we have
mgk’c) =0V k > 1. We have solved a subset of Eqns.
(20), together with the pressure equality, pl&) = p() be-
tween cloud and shadow phases, to find the set of mo-

X

, a=c¢,s; 1=0,1,2,

(20)

ments {mgk’a)} in both coexisting phases and at the par-
ent number density pg. As will be shown in Appendix A,
we need to solve a total number of equations less than
that in (20), which is a direct consequence of the peculiar
form of the spt-area (3).

B. The polydisperse probability parent
distribution function

In the present study we use a Schulz distribution to
describe the polydispersity in [ in the parent phase:

v+1 l v
0= ety (£) e

where lg = (I) y(;) is the mean value. I'(x) is the Gamma
function. The above expression fulfills the normalization
condition [ dif(l) = 1. The parameter v € [0,00] is
related to the mean square deviation by

o= By 1
=\ 1= — (22)

The parameter s € [0,1] is used as a measure of polydis-
persity. Note that the second moment is given in terms
of s by (I?)sq) = I§(1 + s2).

To measure the fractionation between the coexisting
phases, we will use the mean disk size with respect to
the distribution function of the shadow phase:

2
Oy = —— [ dpp® l,¢), 23

scaled with the mean size [y of the cloud phase. The
result is

Wrow _ m!”

lo m[) )l() )

Obviously this magnitude is unity for the cloud phase.

C. I-N and I-T bifurcations

The packing fraction at bifurcation between the I phase
and the orientationally ordered N or T phases can be
obtained from a bifurcation analysis (see Appendix A).
This value gives the exact location of the second-order
transition, and corresponds to the spinodal instability of
the I phase in the case of a first-order transition. Here we
express the result given by Equn. (A15) for the packing
fractions at bifurcation as a function of new parameters
characterizing particle geometry. We define the mean
roundness parameter 6 and the mean aspect ratio x of
the particle as

95170, mEL+lO. (24)
o+l o+l
We can see that 8 = 0 for the perfect rectangular particle
(lo = 0) and 6 — 1 for a very large roundness, iy > o.
In terms of these new variables, the I-N (k = 1) and I-T
(k = 2) bifurcation point takes place at packing fractions
given by

2k —1)2 -1
=11 25
n { +3w[ﬁ92(1w(1+52)/4)]} ()
2k + 1 — 26)2 -
=11 . (26
12 { BT (1—7r(1+32)/4)]} (26)
The crossover aspect ratio k. when the I-N and I-T bifur-

cation curves coincide, i.e. for ni(k) = n2(k), is a linear
function of 6:

ke=r"—(k"=1)0, K" =

3 +2x/5 ’ 27)
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FIG. 2: I-N (n:(k) with dashed lines) and I-T (n2(k) with
solid lines) bifurcation curves in the one-component fluid of
rounded hard rectangles. The solid circles indicate the lo-
cation of the (I-N)—(I-T) crossover points at k., while solid
squares correspond to the I-T bifurcation packing fractions
for hard squares. The inset show the crossover packing frac-
tion value n. = n;(kc), ¢ = 1,2 (dashed line) and the packing
fraction at the I-T bifurcation, 72(1), for hard squares, both
as a function of the roundness 6.

where k* ~ 2.618 is the cross-over aspect ratio corre-
sponding to hard rectangles (§ = 0). For k < k. (k > K¢)
the stable phase above the bifurcation curve is T (N).
We can see that x. decreases with 6 indicating that the
roundness destabilizes the T phase. The packing fraction
value at k. is

Ne = M (ke) = M2(kec)

N 2*(1 — )? -1
- {1 T 3 (e 7 0) (1 0) + 162(1+ 52)/4] } (28)

Also, for polydisperse rectangles close to the hard-square
shape (k = 1), the I phase bifurcates to the T phase at
packing fraction

- 8(1 — 0)> o
n2(1) = {1 T 15 1—-02(1—-n(1+s2)/4)] } -3

We firstly analyze the case s = 0, the one-component
fluid. In Fig. 2 we plot the functions 7;(x) (dashed
lines) and 72(k) (solid lines) for values of 6 belonging to
the set {0, 0.15, 0.3, 0.5, 0.8, 1}. We can see that the
N phase stabilizes at lower densities as kK > k. increases,
while for k < k. the I phase bifurcates to the T phase.
Note that the function 71(x) for a fixed value of « is a
decreasing function of # although the variation is rather
small. This in turn means that the roundness keeps ap-
proximately the same I-N bifurcation value. From the
figure we confirm that the region of T phase stability

5e-03

4e-03

3e-03

An

2e-03

le-03

0e+00 =

FIG. 3: The difference, An(k) = ni(x;s) — ni(k;0) (i = 1:
dashed, and ¢ = 2: solid), between the bifurcation packing
fractions of polydisperse and one-component fluid for a fixed
value of the roundness 6 = 0.3 and different values of the
polydisperse coefficient as they are shown.

strongly decreases with 6 and disappears altogether for
6 = 1 (hard discorectangles): Not only the value of &,
decreases with @ but also the packing fraction n2(x) dra-
matically increases with #. In the inset the functions
ni(ke), © = 1,2 (dashed) and n5(1) (solid) are plotted
as a function of #, both being monotonically increasing
functions, a direct consequence of the destabilizing effect
of roundness on the T phase.

For a fixed roundness 6 the polydispersity has the ef-
fect of increasing the packing fractions at I-N and I-T
bifurcations, which can be seen in Fig. 3 where the dif-
ference, An(k) = n;(k;s) — ni(k;0) (i = 1,2), between
the bifurcation packing fractions of polydisperse and one-
component fluids for the selected set of polydisperse co-
efficients s = {0.3, 0.5, 0.7, 1} are plotted. From the
figure we conclude that this effect is rather small.

As we will show in Sec. III, the I-N transition is of
first order for k. < K < K¢, with k¢ the aspect ratio value
of the I-N tricritical point, its value strongly depending
on #. For this range of k we should bear in mind that
the packing fractions at which the N phase begins to be
stable do not coincide with the bifurcation values cal-
culated here. Also when polydispersity is large enough,
the shadow and cloud curves have a large coexisting gap,
strongly deviating from the bifurcation curves.

III. THE ONE-COMPONENT FLUID

In this section we present results for the phase behavior
of the one-component fluid of HRR. The polydisperse co-
efficient is set as s = 0 in the system of Eqns. (A1)-(A3),
which are solved numerically, together with the pressure
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FIG. 4: Phase diagrams packing fraction, 7, vs. aspect ratio, k, of the one-component HR (a) and HRR (b) fluids. The
roundness parameter for the later is € = 0.3. With solid and dashed lines we show second and first order phase transition. For
the latter the coexistence gaps are shaded in grey. The regions of stability of the I, N and T phases are labeled.

equality condition, to calculate the coexistence between
the I or T phases and the N phase. In the case of a
second-order transition the expressions (25) and (26) are
used to compute the packing fraction at the I-N and I-T
bifurcations, respectively, or else Eqn. (A17) to find the
T-N bifurcation numerically. Fig. 4(a) shows the phase
diagram of the HR fluid (6 = 0) already obtained in Ref.
[16], which is plotted here for the sake of comparison.
In panel (b) the phase diagram of HRR with roundness
0 = 0.3 is shown. The main differences between the phase
diagrams are: (i) The region of stability of the T phase
of HRR shrinks considerably (the second-order I-T bi-
furcation moves to higher packing fraction substantially,
while the end critical point (the point at which the I-T
second-order line and the I binodal of the I-N coexistence
meet) moves to smaller aspect ratios. This result is in
agreement with the evolution of the bifurcation curves as
6 increases, a point already discussed in Sec. IIC. (ii)
The range of particle aspect ratios located between the
T-N and I-N tricritical points (the left and right ends of
the continuous lines) is considerably smaller as compared
to the HR fluid, i.e. the interval in x for which the I-N
transition is of first order strongly reduces. Note that the
aspect ratio at the I-N tricritical point is smaller than its
HR counterpart. Not only that: also the coexistence gap
(compare the grey shaded regions inside the coexisting
binodals in both panels) is much smaller, indicating a
weaker first-order transition. We can conclude that par-
ticle roundness strongly destabilizes the T phase, mak-
ing the fluid prone to exhibiting continuous phase tran-
sitions. These features become more pronounced as the
roundness parameter 6 increases. In the limit 8 — 1 we
obtain the phase diagram of hard discorectangles, with a
simple second-order I-N transition for any aspect ratio.

FIG. 5: N (Q2) and T (Q4) order parameters along the I-N,
I-T coexisting binodals and also along the T-N second order
transition corresponding to a fluid of HRR with roundness
0 = 0.3. Solid circles indicate the positions of the T-N (left)
and I-N (right) tricritical points while the solid square is at
the critical end-point where the I-T second order line meets
the T binodal of the T-N coexistence (at the left of the point)
and the I binodal of the I-N transition (at the right). See
phase diagram of Fig. 4 (b).

We now proceed to describe the orientational ordering
along the coexisting and second-order curves of the phase
diagram plotted in Fig. (4)(b). In Fig. 5 the order
parameters Q2 and ()4 along these curves are shown. Q2
is different from zero between the T-N (at x = 1.68)



and I-N (at x = 3.91) tricritical points, shown with solid
circles in the figure, and exhibits a maximum around k ~
2.17 where the I-N transition is strongly of first order. At
the left of k =~ 1.86 (the location of the critical end-point
where the second order I-T transition and the first-order
I-N transition meet, indicated by a solid square), the I-N
transition continues as a T-N transition with the order
parameter Q4 of the T phase increasing as k decreases
up, to the intersection with ()4 of the N phase at the
T-N tricritical point. For still lower values of x the T-
N transition is always of second order and the T order
parameter (04 increases along the T-N bifurcation curve
up to a value of unity at kK = 1.

It is important to quantify the topological changes in
the phase diagrams of HRR when the roundness 6 is
changed. A possible way to achieve this is to calculate
how the aspect ratios at the tricritical and critical end-
points change as a function of . With this information
we can trace out the boundaries where first- and second-
order transitions take place. To find these multi-critical
points we implemented the following procedure: (i) we
fixed the core length L and the total width of the par-
ticle to unity: o 4+ 1 = 1, implying a roundness 6 = [
and an aspect ratio kK = L + 6. Next we changed 6 from
an initial value where a stable I-N or T-N coexistence
exists, and move along the coexistence curves in the di-
rection where the transition weakens, eventually ending
in the tricritical and critical end-points. By computing
the order parameters (J2 and 4 as a function of 6, and
extrapolating their values to zero, we approximately ob-
tain the locations of these points. In Fig. 6 two examples
of this procedure are shown. In panel (a) the evolution of
@2 and @4 along the I-N transition is plotted for particles
with L = 2.5, from the initial value § = 0 up to 6 ~ 0.5.
Beyond this point the transition becomes of second or-
der, and the I-N tricritical point can be identified. In (b)
we selected L = 1.7 and and the initial value 6§ = 0.17.
Moving to the right along the T-N coexistence, and ex-
trapolating Q4 of the T phase to zero, we obtain the value
of 8 corresponding to the critical end-point beyond which
the T-N transition turns into the I-N transition. Now go-
ing to the left, and extrapolating Q2 of the N phase to
zero, we obtain the T-N tricritical point beyond which
the T-N transition becomes of second order. Repeating
this procedure for different values of the core length L,
one can trace out the location of three lines in the 6-x
plane: two lines correspond to the I-N and T-N tricritical
points, and the third is identified with critical end-points.
These lines are the boundaries of the regions where first-
and second-order I-N and T-N transitions can be found.
The result is shown in Fig. 7(a). As @ increases the range
of aspect ratios where first-order transitions occur con-
siderably shrinks, disappearing in the limit of hard dis-
corectangles, § — 1. In panel (b) the packing fractions
along the multi-critical curves are represented. Clearly
their packing fraction values increase dramatically with
# implying that, for high enough values of 6, the regions
of first-order transitions become unstable with respect to
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FIG. 6: (a) Order parameters Q2 and Q4 of the coexisting
N phase along the I-N coexistence of HRR with fixed core
length L = 2.5 and total width o + 1 = 1 (implying 6 = )
as a function of 0. Inset: Packing fraction difference between
the I and N phases along coexistence. (b) The same order
parameters but this time along the T-N coexistence of HRR
with L = 1.7 and same total width o +1 = 1.

crystallization of the liquid-crystal fluid.

These figures also show the loss of stability of the T
phase with 8: Note that in Fig. 7 (a) this phase is present
in the regions labeled as 2TN and 1TN, both of which
considerably shrink with 8. Also in Fig. 7 (b) it is appar-
ent that the packing fraction values beyond which the T
phase is stable (the location of the critical end-points in
dotted line) increases with 6, confirming the destabilizing
effect of roundness on the T phase.
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FIG. 7: (a): Regions spanned by the roundness, 0, and aspect
ratio k of RHR where the I-N transition is of first (1IN) or
second (2IN) order and where the T-N transition is of first
(1TN) and second (2TN) order. (b): Packing fraction, 7, at
I-N (solid) and T-N (dashed) tricritical points as a function
of §. With dotted line we show the value of n corresponding
to the end-critical point.

IV. POLYDISPERSE HRR

In this section we study the effect of roundness poly-
dispersity on the phase transitions of HRR. It is first
shown that, when the mean roundness 6 and the poly-
dispersity s are high, the I-N transition can be of first
order. Note that this transition is of second order in the
one-component fluid. First we solved the set of Eqns.
(A1)-(A3), together with the pressure equality of the co-
existing phases, to find the shadow and cloud I and N
coexisting curves for those values of s where the I-N tran-
sition is of first order. Also, we used Eqn. (28) which
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FIG. 8: (a) Packing fractions n vs. polydispersity coefficient
s for HRR with core length and width equal to L = 3 and o =
0.6, respectively, and with mean disk diameter o = 1. The
resulting mean aspect ratio and roundness are k = 2.5 and
0 = 0.625, respectively. The shadow and cloud coexistence
curves (for both I and N) are correspondingly labeled. The
inset shows the fractionation at the I and N shadow coexisting
phases measured through the quantity (1) ;¢s)(;)/lo (see text
for definition) as a function of s. (b) Order parameters Q2
and Q4 as a function of polydispersity along the cloud and
shadow coexistence curves.

provides an analytical expression for the packing frac-
tion at the second-order I-N transition. We selected a
particular case of core length and width with L = 3 and
o = 0.6, while the mean disk diameter is fixed to [y = 1.
The resulting mean aspect ratio and roundness (see Eqns.
(24)) are kK = 2.5 and 6 = 0.625, respectively. The poly-
disperse coefficient s was varied from zero to unity, and
the packing fraction at the I-N bifurcation or two-phase
coexistence was calculated.



The results are plotted in Fig. 8 (a). The transition
is of second order up to a polydispersity of s ~ 0.55,
which is a tricritical point. Beyond this point the I-N
transition is of first order, with the cloud-I and cloud-N
curves inside their shadow counterparts. Note also how
the shadow-N (shadow-I) curve has a lower (higher) value
of 1 than the cloud-I (cloud-N) curve. This means that
the I phase is always enriched in particles with larger
roundness than in the N phase, i.e. there is fraction-
ation in the two-phase coexistence. Since the packing
fraction depends on the mean values of [ and [? through
the moments m; and msy (see Eqn. (11), the phase with
the largest roundness will have a higher packing fraction.
As a result, the orientationally ordered N phase is pop-
ulated by particles with a higher mean aspect ratio k.
This effect can be better visualized in the inset of panel
(a), where the mean disk diameter, scaled with [, is plot-
ted. The average is taken with respect to the shadow-I or
shadow-N length distribution functions £(*)(1). The in-
set confirms the enhancement of fractionation with s: the
mean disk diameter is an increasing (decreasing) function
of s along the shadow-I (shadow-N) coexisting curve. We
should bear in mind that the scaled mean diameter along
the cloud coexisting curves is always equal to unity. The
orientational ordering along coexistence is shown in panel
(b). The order parameter Qo departs from zero at the
tricritical point and follows the usual square-root law,
Q2 ~ ay/s — s, in the neighbourhood of s.. By con-
trast, @4 follows a linear trend. It is interesting to note
how both, cloud-N and shadow-N coexisting phases, have
similar orientational orderings, with the cloud phase hav-
ing a slightly higher values of (2, than the shadow phase,
in particular for s ~ 1. This property of invariance in the
orientational ordering is related to the fixed aspect ratio
of the core, L/o, even though the roundness polydisper-
sity is varied: note that the sine and cosine terms in the
excluded area given by Eqn. (1), are weighted only by L
and o.

Next we describe the changes in the phase behavior
of a fluid, whose one-component counterpart exhibits a
first-order I-N phase transition, when polydispersity is
switched on. The particle geometry was chosen such that
length and width are L = 3 and ¢ = 0.8, respectively,
while the mean disk diameter is [p = 1. The mean aspect
ratio and roundness result in k = 2.2 and § = 0.5, re-
spectively. Coexistence packing fractions are plotted as a
function of s in Fig. 9(a). In the limit of zero polydisper-
sity, the shadow and cloud (I or N) phases coincide, as it
should be. Note how the shadow-I and shadow-N curves
cross each other at s ~ 0.4, and also they cross the cloud-
N and cloud-I curves, respectively, at s >~ 0.6. As was
pointed out before, this behavior is a direct consequence
of the strong fractionation effect whereby the shadow-I
phase is enriched in particles with larger roundness. It is
also clear from the figure that the coexistence gap is en-
larged so that the first-order transition becomes stronger.
In the inset of 9 (a) the scaled mean disk diameter, av-
eraged with respect to both I and N shadow coexisting
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FIG. 9: (a) Packing fraction n vs. polydispersity s for HRR
with core length and width equal to L = 3 and ¢ = 0.8 re-
spectively, and with a mean disk diameter lo = 1 (giving mean
aspect ratio and roundness k£ = 2.2 and 6 = 0.5 respectively.
The shadow and cloud (for both I and N) coexistence curves
are correspondingly labeled. The inset show the fractionation
at the I and N shadow coexisting phases measured through the
quantity (1) ;s)(;)/lo as a function of s. (b) Order parameters
Q2 and @4 as a function of polydispersity along the cloud and
shadow coexisting curves. Inset: Coexistence scaled densities
p* = p(a) as a function of polydispersity s corresponding to
the cloud-shadow equilibrium for both I and N phases; the
labeling is the same as that of panel (a).

phases, is again plotted as a function of s. Clearly, frac-
tionation is strongly enhanced by polydispersity. The
inversion in packing fraction of the coexisting I and N
phases described above is not visible in the number den-
sity, as shown in the inset of panel (b) where the prop-
erly scaled coexistence densities are plotted as a function
of polydispersity. Densities display the usual behavior:
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second-order phase transitions.

0 0 03 | 0.3
s 0 0.5 1
k™ 1 1.940 | 1.676 | 1.669 | 1.644
Kee | 2.210 | 1.861 | 1.857 | 1.844
k™) 15,440 | 3.915 | 3.932 | 3.976

TABLE I: Tabulated values of the mean aspect ratios at the I-N (k") and T-N (x{™™) tricritical points, and also at the
critical end-point (kec) for different values of polydispersity s and fixed value of roundness, § = 0.3. The corresponding values

for HR (6 = 0) are included.

the shadow-I (shadow-N) coexistence phase has a lower
(higher) density than the cloud-N (cloud-I) phase. There-
fore, the inversion in packing fraction is not related with
a concentration effect but, as explained above, with the
strong fractionation. Finally, panel (b) shows the coexis-
tence values of the order parameters (02, as a function of
polydispersity. They both increase monotonically with
s. Cloud and shadow values are very similar, once more
a consequence of the invariant orientational ordering of
particles with a fixed core.

All of the above results pertain to the effect of poly-
dispersity on the phase behavior of HRR when the core
dimensions L and o are both fixed. Now we describe
how the whole phase diagram in the plane n — k evolves
with polydispersity. Since k is varied, L and/or o will
change. We fixed a moderate mean roundness parameter
6 = 0.3 and calculated three different phase diagrams:
(i) that corresponding to the one-component fluid with
no polydispersity (already described in Sec. III), (ii) that
with polydispersity coefficient s = 0.5 and (iii) that with
s=1.

The results are shown in Fig. 10. Instead of the pack-
ing fraction 7, the difference between the packing fraction
and the straight line n* = ax + b connecting the T-N and
the I-N tricritical points is used for better visualizing the
cloud and shadow curves, and the coexisting gap. A first
result is that, for high enough polydispersity, the coexis-

tence gap is enlarged with respect to the one-component
case. Also, for s = 0.5, both shadow I and N curves are
inside the cloud curves, with the packing fraction of the
coexisting I phase (shadow or cloud) being below that of
the coexisting N for any aspect ratio. This is the usual
trend. However, for the maximum polydispersity (s = 1)
the shadow-I and shadow-N curves intersect at k ~ 3,
and they also cross their respective cloud curves at k ~ 2
and 2.2, a consequence of the fractionation effect. It is
interesting to note that the T-N coexistence also exhibits
strong fractionation, with the T phase enriched in parti-
cles with higher roundness and lower aspect ratio, while
the opposite occurs with the N phase. Note how the I
(shadow or cloud) coexistence curves are always above
their N (cloud or shadow) counterparts in the region of
T-N coexistence. When the mean roundness is moderate,
as in the case 8 = 0.3, the position of the I-N and T-N
tricritical and critical end-points do not change apprecia-
bly with polydispersity, see Table I. Although the general
trend is that polydispersity enlarges the distance between
the tricritical points (the I-N point moving to the right
and the T-N point moving to the left), the difference is
visible only in the second decimal (see table). Plotting
phase diagrams in the scaled density-aspect ratio plane,
it is apparent that the shadow and cloud curves follow the
usual trend, with the I or T phases having lower densi-
ties compared with the density of N phase (see Fig. 11).
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Also, the coexistence gap becomes considerably larger
with polydispersity.

To end this section, Fig. 12 quantifies the fractionation
between the coexisting phases by showing the averaged
disk diameter (with respect to the shadow distribution
functions), scaled with Iy, as a function of k and along the
coexistence binodals. As expected, the shadow-I phase
has a large proportion of particles with high roundness as
compared to the cloud-N phase (both cloud phases has
this magnitude fixed to 1). The opposite trend is exhib-
ited by the shadow-N, which is enriched in less rounded
particles. This general trend holds for both polydisper-
sities, s = 0.5 and s = 1, except at a relatively small
interval of aspect ratios, 3 < k < 4, corresponding to
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the case s = 0.5, see panel (a), for which the I-N phase
transition is relatively weak

V. CRYSTALLINE ORDERING

In the present study we have not taken into account the
stability of nonuniform phases, but they certainly should
be present at high enough densities, at least in the one-
component fluid. In Ref. [29] the authors study the
effect of roundness of hard squares on the stability of the
T phase and find that, if the roundness is larger than 0.3
(a value used here to predict some phase diagrams), the
one-component fluid will exhibit a direct transition from
the isotropic to a crystalline phase. We can use a sim-
ple argument to extend this result to HRR and estimate
the critical roundness parameter beyond which a crystal



phase is expected for rounded rectangles (note that an
added polydispersity, not contemplated in this section,
would tend to destabilize the crystal phase regardless of
the value of roundness).

To estimate this maximum roundness, @y,.x, at which
the one-component HRR-fluid with particles of a given
aspect ratio, k > 1, destabilizes with respect to the ap-
pearance of the crystalline ordering, we use the following
procedure. For 0,.« =~ 0.3, the destabilization value cor-
responding to rounded hard squares [29], the difference
between the excluded area (scaled with particle area) of
hard rounded squares in parallel (A¢ = 0) or perpen-
dicular (A¢ = 7/2) configurations (note that they are
identical) and its maximum value at A¢pmay is equal to
one half of the scaled difference but at zero roundness.
For rectangles we use the same criterion, extended to any
aspect ratio, and write

Aexcl(A¢max7 R, amax) - Aexcl(ﬂ'/27 R, amax)
a(/{, emax)
Aexcl(A¢maxa R, 0) - Aexcl(ﬂ—/2a R, 0)

- 2a(k,0) ’ (30)

This equality allows to find the maximum roundness,
Omax(K), as a function of k for 1 < kK < Ke(Omax). We
define k.(Omax) = K" — (K — 1)Bmax as the aspect ratio
corresponding to the intersection between the I-N and
T-N spinodals (beyond which the T phase is no longer
stable). Note that, in Eqn. (30) we are using the ex-
cluded area evaluated at the T-like configuration, i.e. for

AP =m/2.

The function O,.x(k) is plotted in Fig. 13. The dot-
ted line is the straight line k. = k* — (k* — 1)@ for
0 < 0 < Opax- We can see that the maximum round-
ness, although slightly higher, has approximately the
same value, for any aspect ratio, as for hard squares.
The curves shown in the inset of Fig. 13 correspond
to the packing fractions of the I-T bifurcation, evalu-
ated at 8 = 0 and 6 = 0,.x. Also plotted (dotted line)
is the packing fraction at the intersection between I-T
and I-N spinodals. The region between these curves en-
close the region of T phase stability as 6 varies from 0
to its maximum value when the crystal phase preempts
the T phase. Of course, this result would be the one re-
sulting from any DFT whose uniform-density limit gives
the SPT. As is well known, this theory overestimates the
packing fraction at which liquid-crystal and nonuniform
phases begin to be stable, especially for small aspect ra-
tios. More sophisticated theories, with the inclusion of
three-body of higher correlations [17], are necessary to
describe quantitatively the phase behavior at these as-
pect ratios. However we are confident that the qualita-
tive description (except for the precise packing fraction
location) of the phase behavior of HRR described in the
present study is the correct one.
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FIG. 13: The function Omax(k) (see text) and the straight
line ke = K" — (k* — 1)8 for 0 < 6 < Omax. Both curves
approximately enclose the region where the T phase of HRR
is stable. Inset: packing fraction n at the I-T bifurcation,
evaluated at @ = 0 and 0 = 6max (continuous curves), and
packing fraction at the intersection between the I-T and I-N
spinodals (dotted line), both as a function of aspect ratio .

VI. CONCLUSIONS

In this paper we have defined a new particle model,
hard rounded rectangles, to study the effect of roundness
on the stability of the T phase and the character (first
vs. second order) of the phase transitions involved in the
phase behavior of the fluid. The first part of the study is
devoted to characterizing the changes in the phase dia-
gram of the one-component fluid, while in the second part
a continuous polydispersity in the roundness parameter
at fixed core lengths is introduced in order to identify
novel trends in the phase behavior of the polydisperse
fluid.

For the one-component fluid we have found that the
main effect of roundness is the destabilization of the T
phase: the stability region considerably shrinks in as-
pect ratio, and moves to higher densities. Also the I-
N and T-N transitions, which are of first order in the
hard-rectangle fluid, transform into second order or be-
come weaker, the latter scenario occurring if the aspect
ratio lies inside the interval defined by the T-N and I-
N tricritical points. This interval dramatically shrinks
with roundness parameter, disappearing altogether in the
limit of discorectangles. In addition, we believe that the
crystal phase should not interfere with the above scenario
as our estimations lead to a wide range of values for the
roundness parameter where the T phase should be stable
against the crystal.

When polydispersity is added, and if its magnitude and
the mean roundness are large enough, the I-N transition



for certain mean aspect ratios changes from second to
first order, with the presence of fractionation in round-
ness between the coexisting phases. We quantified this
fractionation by measuring the mean disk diameter at
both coexisting phases, resulting in a N phase enriched
in particles with low roundness. Another important effect
when polydispersity is large enough is a packing-fraction
inversion: when the I-N or T-N transitions are of first
order, the I and T phases have higher packing fraction
than the N phase. This phenomenon is related to frac-
tionation: due to the enrichment of the I or T phases in
species with high roundness when they coexist with the
N phase, the packing fraction, being a function of the
first and second moments of the disk-diameter distribu-
tion function, will have a larger value.

The present model could be used to study the ef-
fect of polydisperse charges distributed on the surface of
cylindrical colloidal particles, diluted in an ionic solvent
and extremely confined so as to form a monolayer; this
could be viewed as a two-dimensional fluid of rectangular-
shaped particles. As the number of charges on the surface
is a polydisperse variable the effective screening length
will be also polydisperse which in turn can be modeled
by a fixed rectangular core of variable width, resulting in
an approximate HRR shape.

Finally, as regards how the crystalline phase could
modify the results presented in this study, we expect
that the inclusion of a large enough polydispersity will
destabilize the crystal phase with the effect of increasing
the threshold value in mean roundness beyond which the
crystal phase becomes stable.

Appendix A: Explicit equations for coexistence and
bifurcation calculations

The set of coexistence equations (20) can be sim-
plified using the following properties of the function
Agpt (A, 1,1") (see Egs. (1) and (3)): (i) Sine an cosine
functions in the relative angle A¢ are decoupled from the
terms that contain [ and I’. This in turn implies that the
double average of Ay, with respect to p(l, ¢) is equiva-
lent to the average of the sine and cosine functions with
respect to mo(¢) (see Eqn. (7)). Using the Fourier ex-
pansion (5), this in turn gives a result which only depends

on the Fourier coefficients {mék)} of the zeroth moment,
while the first moment enters only through its integrated
value my. (ii) Moreover, the first functional derivative
of ({(Aspt (A, 1,1))) p(1,4) With respect to p(l, ¢), which it
is needed to calculate the function ¢ (I, ¢), will also de-

pend on {mo )} (see Eqn. (18)), which are decoupled
from the polydisperse variable . (iii) Finally, the de-
pendence of ¢1(l,¢) on [ is a linear polynomial except
for the term Bpa(l) which also depends on /2. However
this term cancels out in the numerator and denominator
of the expressions giving the coexisting values of all the
moments, Eq. (20). This is very important because tak-
ing into account the expression for f(I) from Eq. (21),
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the integral over [ in the coexistence set of equations (20)
can be computed analytically. Defining the new variables
yga) = mga)/(l — 7o) With 4 =0,1,2 and @ = ¢, s we ob-
tain, from (20) and all the above properties, the result:

/27r d¢675( )({y(ﬁ} ¢)

Y = yiem M iy ({y; 1) 2 VY
/ d(be_ ({y }7¢)
0
i=0,1,2 (A1)
yo " = 257 e D xo ()
2m 3)
/ dicos(2kg)e (105 19)
x 20 (A2)
? d(b 751 ({yg”}@)
0
2 () (1)
/ do cos(2kep)e” (57 10)
k,c
yo ) = 27 e . (A3)
/ d¢67 1 ({yo }7¢)
0
li
while, for the cloud phase, we have yic) = M. In
the preceding equations we have defined ‘
S C ™ S (&
Ao({yi}) = (L +0) (yé "=y )) +5 (y§ '~y )) ;
(A4)
2
Ar(tyi}) = — (L +0) Ao({yi}), (A5)
" ray
xi({y;}) = g (AG)
a+Aa@AM§y*2
A = 2 3 g cos(2ka), (A7)

Ic>1

and the packing fractions of the cloud and shadow phases
can be calculated from {yga)} as

1
(L+ o)y +mys™ /4

No =1- (A8)

1+ Lay(a)

Note that, in the definition of Ega)({yé])}), a term pro-
portional to the pressure p(® does not appear (as in Eqn.
(16)) because it should be in the numerator and denom-
inator of Eqns. (A1)-(A3). As both pressures should be
equal at coexistence they cancel. The pressure within the
new variables is

_ (1 (o) (@)
Bra = Yo +W<(L+0) + oy )

LT )

Looking at Eqns

{y((J ) ygs), y2 } are not independent.

(A9)

(Al) we can see that the variables
Dividing Eqns.



for yz(s) (i = 1,2) by that for yés), we obtain

y{: - 1+ (i—1)s? (aw0)
Yoo s% (T ({yéa)}> +ayl™)/ 2)

T ({u}) = li+(L+o—) ()

- (L+a+ 5zo) y. (A11)

Eqns (A10) can be solved for y; (=) (1 = 1,2) as a function
of ?Jo ) and Yo ) to find

(A12)

-7 ({u5™})

(A13)

1+ s2 )\ 2
4 = 42 (o),

Yo

(e)

Gy

() _ 1
Y1 =

Finally the function xo({y;}) can be computed as

yi” a
XO({yZ}) = (s) ;
Yo Lo

which taking into account (A13) is also a function of

WS, w}.

Taking into account the preceding discussion, we have
a total number of 2(Npax + 1) independent variables
{yo ) yés), y(() ) yék 7}, where Nyax is the total num-
ber of Fourier amplitudes used in the truncated Fourier

expansion (5). Thus we need to solve the single Eqn.
(A1) for y(()s) (¢ = 0) and Eqns. (A2) and (A3) for the
total number of 2N,,., Fourier amplitudes y(()k’a) of the
cloud (o = ¢) and shadow (o = s) phases. Finally the

unknown y( °) can be computed from the equality of pres-
sures, p. = ps, which guarantees mechanical equilibrium

between the coexisting phases. From this equality and
(e)

(A14)

Eqn. (A9) we can see that the variable y;  can be writ-

ten as a function of y( *) and yé ) by solving a quadratic

equation. Note that the 2(Npax+1) variables correspond
to the case where both, the cloud and shadow phases
have orientational 01"de1ring7 for example when the N and
T phases coexist. When one of the coexisting phases,
say the cloud phase, is I we need to solve only Np.x + 2
equations because yék’c) =0for 1 <k < Npax. We
have solved Eqns. (A1)-(A3) through a mixed Piccard
iteration method, btopped when a prescribed tolerance

k, ko
criterion is achieved, E E ‘y(() n(jrl (() ,’f)
a=c,s k=0

where n label the number of iteration.
When a second order I-(N,T) transition takes place,
we can calculate the corresponding packing fraction as

<1077,
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follows: In the close neighbourhood of the instability of
the I phase with respect to the N or T phases we can
expand Eqn. (A3) with respect to the small quantity

yék’c) (with £ = 1 and 2 for N and T symmetries re-
spectively) up to first order. Taking into account the
expression (A8) for the packing fraction as a function of
ygc), and the fact that ygc) = y(()c) (li>f(l), with (1) ¢y = lo
and (1%) ;) = I§(1 + s?), we finally obtain

—1
2
77k:<1+ Ik ) L k=1,2, (A15)
™) (1)
where the mean particle area is defined as
(@)y) = Lo+ (L+0)lo + 711 +57). (AL6)

The packing fraction at bifurcation from T to N phase
can be obtained by expanding the exponentials of Eqn.
(A3) with respect to y(()znfl’c), the small odd-Fourier am-
plitudes, up to first order and evaluating the resulting in-
tegrals at the equilibrium even-Fourier amplitudes y( )
(which may be quite large because the T phase can have
a high orientational order). We thus obtain the following
set of linear equations, written in matrix form B -t =0

with matrix elements

1
*92n—1

« (y(()z(k-&-n—l) ,c) +y (2|k nl, (‘)(1 + 5kn)) y (A]'?)

bkn = §kn -

with 5kn the
(y(()l,c)7...’yé2m 1, ))

has a nontrivial solution only if B(y(()c)) = det(B) = 0,

which allows to find y(()c)

notation y( <) = (()C)) at bifurcation, and from this, and
Eqn. (A8), the value of packing fraction.

The numerical procedure to calculate the two-phase
coexistence in the one-component limit can be obtained
from the same Eqgs. (A1)-(A3) by setting ¢ = 0 and
taking into account the limit

Kronecker-delta, t =

and m = Npax/2. This system

(we should bear in mind the

_ lée—Ao({yj})7 (A18)

—9§”), (A19)

lim x; ({y;})
AO({yj}) = (L + o+ glo) (y((JS)

while the packing fraction at the I-(N,T) bifurcation is

given by (A15) setting s = 0.
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