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Fitting-free mechanistic models based on polymer simulations predict chromatin folding in 3D by 

focussing on the underlying biophysical mechanisms. This class of models has been increasingly 

used in conjunction with experiments to study the spatial organisation of eukaryotic chromosomes. 

Feedback from experiments to models leads to successive model refinement and has previously led 

to the discovery of new principles for genome organisation. Here, we review the basis of mechanistic 

polymer simulations, explain some of the more recent approaches and the contexts in which they 

have been useful to explain chromosome biology, and speculate on how they might be used in the 

future. 
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Highlights 

Mechanistic models provide testable hypotheses on principles of genome folding. It is common to start from 

a basic model and gradually introduce more ingredients to account for more experimental findings. 

In the transcription factor (TF) model, multivalent chromatin-binding proteins cluster through positive 

feedback, resulting in phase separation. This ‘bridging-induced attraction’ explains the biogenesis of nuclear 

bodies and the formation of active and inactive chromosome compartments. In the loop extrusion (LE) 

model, structural maintenance of chromosomes (SMC) proteins drive the growth of chromatin loops. LE 

explains the formation of topologically associating domains and the bias favouring convergent CCCTC-

binding factor (CTCF) loops. 

The highly predictive heteromorphic polymer (HiP-HoP) model combines the TF and LE models and includes 

chromatin heteromorphicity. It can be used to predict 3D chromatin structure genome-wide. 

  



 

Spatial organisation of eukaryotic genomes 

The 3D organisation of eukaryotic genomes is complex. Individual chromosomes are folded in a way that 

enables them to fit within the nucleus while allowing essential tasks, such as transcription and replication, to 

be performed. A longstanding challenge in the field of genome biology is to uncover the principles governing 

the 3D folding of chromatin and, more importantly, to determine how folding is related to genome function 

and disease [1–5]. 

The spatial interactions between chromatin loci have been interrogated by both sequencing [e.g., 

chromosome conformation capture (3C; see glossary) and other ligation-free protocols] and microscopy-

based techniques [e.g., fluorescence in situ hybridisation (FISH); see [6] for a detailed review of methods 

mapping 3D genome structure]. These methods show that the genome is organised in a hierarchical manner 

[1,6] and, on a large scale, individual chromosomes occupy distinct territories within the nucleus [7]. Early Hi-

C experiments revealed that, within a territory, at the tens of megabase-pair (Mbp) level, the genome is 

segregated into two major compartments: one associated with transcriptionally active regions (A 

compartment) and the other with inactive regions (B compartment) [8]. Higher resolution Hi-C data showed 

that, within compartments, there are smaller chromatin regions, spanning hundreds of kilobase-pairs (kbp), 

called topologically associating domains (TADs), in which interactions are more favoured within than 

between domains [9,10]. Many TADs are associated with chromatin loops that are mediated by CCCTC-

binding factor (CTCF) [11] and promoter–enhancer interactions [12]. 

The rapid advancement in experimental technologies has allowed us to gather a wealth of information on 

genome architecture, and theoretical modelling has been a powerful, complementary tool in enhancing our 

understanding. Modelling is important for visualising and interpreting the increasingly complex data 

generated from experiments; more potently, it can provide testable hypotheses on mechanisms regulating 

genome folding, which in turn can drive further experimental work. Additionally, modelling helps reconcile 

results from different experimental techniques. For instance, many 3C-based methods give population-

averaged information, while super-resolution microscopy provides data on individual cells. Modelling can be 

used to generate an ensemble of structures to explain features found in both single cell- and population-

based experiments. 

In this review, we discuss the main concepts in theoretical modelling for chromatin folding. We focus 

specifically on mechanistic models, which predict structure without utilising 3D chromatin interaction 

information from experiments (e.g., Hi-C) [13]. We summarise recent progress made with this class of 

models in identifying key principles that shape nuclear structure. Finally, we highlight how a genome-wide 

modelling approach may be a promising direction to unravel the link between structure and function. 



 

Polymer modelling of chromatin 

To model the 3D folding of chromatin, it is useful to utilise a framework based on polymer physics. This is 

because chromatin is a long fibre, formed of hundreds of millions of DNA base pairs wrapped around histone 

complexes to form an array of nucleosomes. Here, we discuss some key considerations when constructing 

polymer models for chromatin. 

 

Coarse-grained modelling of chromatin 

A crucial part of setting up a polymer model is choosing an appropriate level of description for chromatin. 

This largely depends on the research question and the available experimental data. For instance, if one is 

interested in the effect of individual nucleotides or nucleosomal structure, an atomistic approach covering all 

base pairs, histones and other proteins, and solvent molecules may be necessary. Such high-resolution 

simulations can be precise, but they are computationally very expensive and only feasible for a small 

segment of chromatin over short timescales. 

For investigating the large-scale arrangement of chromatin, it is more practical to remove some details, a 

process known as coarse graining (CG; Figure 1A) [14]. This approach is grounded in theories from 

polymer physics, which suggest that the macroscopic behaviour of a polymer (chromatin) does not depend 

on the specific details of its individual constituents (e.g., nucleotides) [15]. A common scheme is then to 

describe chromatin as a chain of beads, in which each bead represents several nucleosomes (see Box 1 for 

other CG schemes for modelling DNA and chromatin); consequently, the exact structure of chromatin within 

a bead is not resolved. The amount of chromatin covered by a single bead can be chosen depending on the 

size of the system to be modelled and the molecular resolution required. Simulations examining promoter–

enhancer loops at specific loci may consider higher resolutions, whereas chromosome-wide simulations may 

choose lower resolutions for computational efficiency reasons. 

 

Inverse modelling 

Over the past decade, there have been two general directions in CG modelling of chromatin (see [16] for a 

comprehensive review). One direction, referred as the inverse (or ‘top-down’ or data-driven) approach, 

utilises 3C-based data (e.g., 5C or Hi-C) as an input to reconstruct the spatial structure of chromatin (Figure 

1B). In some early models, constraints for the separation between chromatin loci were inferred from a 3C 

interaction matrix, and a single ‘averaged’ conformation that best satisfied the constraints was computed 

[17]. Recognising the ensemble nature of conventional Hi-C data, other work considered sampling multiple 

conformations based on the same set of constraints but starting from different initial conditions [18–20]. 



 

There were also studies that attempted to generate and iteratively improve a family of structures that, when 

measured collectively, reproduced the experimental data [21,22]. More recently, inverse models have been 

first trained against existing data in a well-studied condition, and then used to estimate the 3D conformations 

in an alternative condition for which there may be less information available, such as when the genome 

undergoes mutations or rearrangements [23]; however, this necessitates that assumptions present in the 

training set also exist in the alternative state. 

 

Mechanistic modelling 

The other direction in chromatin modelling, known as the mechanistic (or ‘bottom-up’ or first-principles) 

approach, focusses on understanding the physical and molecular mechanisms that give rise to prominent 

features of genome architecture [13]. Fundamentally, this approach starts from a minimal representation of 

chromatin (i.e., a bead-and-spring polymer) and explores possible microscopic mechanisms that can explain 

the folding features. In practice, the model input is a set of ‘rules’ based on known biophysical processes or 

hypotheses inspired from empirical observations (Figure 1C). For example, these could describe how 

chromatin loci interact with one another and with other nuclear landmarks; they could also model the effects 

of nuclear confinement. Experimental data, for example on histone modifications, may be incorporated, but, 

unlike the inverse approach, no fitting or training (e.g., to 3C-based data) is required. The result is then a set 

of 3D structures and a simulated interaction matrix, while some models additionally yield results on 

chromatin and protein dynamics. Models of this class are generally realised by performing molecular 

dynamics simulations (see [13] for more details) or Monte Carlo sampling. 

Mechanistic models are powerful in several respects. First, because these models do not rely on structural 

data from experiments, they are truly predictive: the generated 3D conformations are purely based on the 

rules specified. Second, these models are parsimonious, and simulations can be completed relatively 

quickly. This enables an agile approach in assessing a range of potentially interesting hypotheses: they can 

first be studied by simulations, and only promising ones are then validated by experiments, which often take 

significantly longer to conduct. Third, these models typically contain only a handful of parameters. This 

allows more comprehensive sweeping of the parameter space, thus, a more precise mapping of parameter 

values to biological conditions. 

The inverse and the mechanistic approaches are useful in different research contexts (Table 1). Inverse 

modelling is apt for situations in which data are abundant, whereas mechanistic modelling can offer 

predictions when experimental resources are limited or experiments are difficult to undertake (e.g., rare cell 

types). The two approaches are also not mutually exclusive. Indeed, models that combine elements from 



 

both approaches have been developed, for example to examine structural variants at different genomic loci 

[23,24]. 

 

Successive refinement of mechanistic models 

Within the bottom-up framework, it is common to start from a basic model and gradually introduce more 

ingredients to account for additional experimental findings (Figure 2, Key figure). Often, one gains new 

knowledge of mechanisms regulating genome architecture when model results deviate systematically from 

theory or experiment. Such situations signify that some information or rules are missing from the model; new 

hypotheses are then proposed and subsequently tested by further simulation and experimentation. 

Eventually, new model ingredients that account for the discrepancy can be incorporated into the model, and 

they become new principles learnt about chromosome folding. We recount here several examples in which 

the successive improvement of mechanistic models in this manner has been instrumental in advancing our 

knowledge of the biophysical processes underpinning the spatial arrangement within the nucleus. 

Before adding complexity, we mention that, perhaps surprisingly, very simple polymer models can already 

provide fruitful insights into genome organisation. For instance, simulations of chromosome decompaction 

after mitosis reveal that the formation of territories may be attributed to the slow relaxation dynamics arising 

from polymeric topological constraints [25]. Entropic effects due to the flexibility of the chromatin fibre can 

partly account for the difference in radial positioning between chromosomes [26]. In addition, simple polymer 

simulations have suggested that the 3D conformation of chromatin is to some extent consistent with a fractal 

globule structure [27]. Nevertheless, generic polymer models can only capture limited aspects of nuclear 

arrangement. One needs additional details to recapitulate other phenomena discovered in recent higher 

resolution Hi-C and microscopy experiments. Here, we discuss two exciting developments in mechanistic 

modelling: one focussing on folding mediated by multivalent, chromatin-bridging proteins and the other on 

chromatin domains formed by the loop extrusion (LE) mechanism. We also review recent work on combining 

these two modelling frameworks. 

 

Multivalent, chromatin-bridging proteins drive phase separation and compartmentalisation 

Although the polymeric nature of chromatin is key to genome topology, theories based on polymer physics 

alone cannot fully account for the higher-order organisation of this fibre, such as the nonrandom partitioning 

into compartments and domains. A simple extension to the CG polymer model is the inclusion of diffusive 

chromatin-binding molecules (also called ‘binders’ or ‘factors’), representing protein complexes, which 

associate with chromatin. This class of models has been known as the strings and binders switch (SBS) 



 

model [28] or the transcription factor (TF) model [29]. The binders are typically represented as spherical 

beads for simplicity. In earlier versions of the model, they were allowed to bind nonspecifically to any sites 

along the chromatin fibre. Crucially, the binders are multivalent and, thus, they can form molecular bridges 

between two or more sites. Multivalency is a natural assumption, because each binder typically represents a 

complex of DNA-binding proteins: then, even if each of the single proteins is monovalent, the complex is 

multivalent. The model successfully reproduces Hi-C results on the decay in the contact probability between 

two chromatin segments as a function of their genomic separation [28]. 

An unexpected phenomenon that emerges from this model is that, when the interaction with chromatin is 

strong enough, the binders themselves, which are not directly attracted to one another, tend to cluster and 

form large aggregates. This effect was dubbed ‘bridging-induced attraction’ (BIA) [29], and it briefly works as 

follows (Figure 3A). First, diffusive multivalent binders associate with several chromatin loci, leading to a 

local increase in chromatin density. This effect, in turn, recruits more binders to that region, and they 

facilitate more bridging between chromatin segments, resulting in a further increase in density. This chain of 

events initiates a positive feedback loop, which ultimately results in phase separation [30], whereby a local 

high concentration of proteins is developed (see Box 2 for further discussion on BIA and phase separation). 

Recently, microscopy experiments examining DNA–protein interactions provided evidence of BIA in action, 

both in vitro and in vivo [31]. BIA also offers an appealing mechanism to explain the biogenesis of 

membraneless organelles seen within the nucleus or nuclear bodies [32]. 

When there is only a single type of nonspecific binder, protein clusters arising through BIA coarsen 

indefinitely, so that only one remains in steady state. This macroscopic phase separation behaviour is 

inconsistent with experimental data, which show nuclear bodies have well-defined sizes and do not typically 

grow beyond these [32]. To improve agreement with experiments, specific (e.g., sequence-dependent) 

protein-binding sites were incorporated into the chromatin fibre [33]. Specific binders create chromatin loops 

when they cluster, and the thermodynamic (entropic) cost associated with looping arrests coarsening and 

results in the formation of smaller, size-limiting clusters, qualitatively similar to nuclear bodies [34]. 

Protein clustering is accompanied by the formation of chromatin domains, regions of chromatin enriched in 

cis-interactions. As with clusters, typically there are multiple chromatin domains, which are enriched in 

different histone modifications. To account for this, multiple species of binders were added to the TF model 

(Figure 3B) [33,35], each binding to different types of chromatin (i.e., chromatin with different histone 

modifications). With this additional ingredient, multiple chromatin domains form spontaneously. Domains 

mediated by different types of binder strongly segregate in space, a phenomenon akin to 

compartmentalisation [30]. Surprisingly, by including only two types of binder, active (e.g., representing TFs 



 

and polymerases) and inactive species (e.g., representing Polycomb complexes and heterochromatin protein 

1), and by using experimental data [e.g., chromatin immunoprecipitation with sequencing (ChIP-seq) for 

histone modifications] to determine precise locations of the binding sites, this model accurately predicted 

85% of the domain boundaries found in Hi-C data [33]. 

With multiple types of binder, BIA yields both clusters of active binders, which may be related to TFs [36], 

and inactive binders, which could be, for instance, Polycomb bodies [37]. It is also possible to use the model 

to study the dynamical properties of protein clusters or nuclear bodies. Experiments such as fluorescence 

recovery after photobleaching (FRAP) have shown that these protein foci are macroscopically stable but 

highly dynamic: there is a constant turnover of constituents within the foci with those from the soluble pool 

[34]. This feature was not captured by the original TF model, in which clusters were relatively static once 

established. As a result, another ingredient was added: binders that can ‘switch’ stochastically between a 

binding and a nonbinding state (Figure 3C) [34]. Switching mimics active (i.e., ATP-dependent) processes, 

such as post-translational modifications or protein degradation, driving the model out of equilibrium, a 

ubiquitous characteristic of biological systems. With switching, protein clusters can still nucleate via BIA, 

while their compositions become more dynamical. 

 

Loop extrusion mediates the formation of TADs 

Another cutting-edge development in the mechanistic modelling of chromatin is the LE model (see [38] for a 

detailed review). Extending the basic polymer framework, the model posits that there are protein complexes 

that can attach to chromatin or DNA at a single point and translocate outward to create loops (Figure 3D). LE 

was originally proposed as a mechanism for chromosome compaction during mitosis [39,40], but recently 

this concept has been revived thanks to the availability of higher resolution data on chromatin architecture. In 

the context of genome organisation during interphase, Hi-C results [11] revealed that many TADs are 

supported by chromatin loops, and domain boundaries are often colocalised with subunits of structural 

maintenance of chromosomes (SMC) complexes as well as CTCF, the binding motif of which on DNA is 

orientation specific. Surprisingly, most loop anchors are associated with convergent CTCF-binding sites, and 

this bias is incompatible with a model in which simple diffusive binders mediate the loops (i.e., the TF 

model). Therefore, new models were proposed: SMC proteins, such as cohesin and condensin, were 

postulated to act as extruding factors with motor activity that generate loops until reaching (occupied) 

convergent CTCF sites [41,42]. 

Theoretical modelling of LE has prompted more experiments on this topic. There has been growing evidence 

for extrusion mediated by SMC complexes and for its role in establishing topological domains with CTCF, 



 

with genome-editing experiments showing that manipulating CTCF-binding sites can alter chromatin domain 

patterns [41,43]. Domains are also affected by degradation of CTCF [44], cohesin [45,46], and complexes 

involved in cohesin loading and unloading [47,48]. More recently, a plethora of single-molecule experiments 

provided direct evidence of the extrusion activity of cohesin and condensin on DNA in vitro [49–53]. 

Interestingly, these studies indicated that some SMC complexes may have a one-sided, asymmetric motor 

activity [50,52], inconsistent with earlier models, which assume a two-sided activity [41,42]. This finding led 

to more theoretical work examining the impact of one-sided versus two-sided extrusion on the resulting 

domain architecture [54,55]. In particular, it was shown that strictly one-sided extrusion cannot reproduce the 

‘dots’ near TAD boundaries seen in Hi-C, suggesting that additional modifications, such as a mixture of one-

sided and two-sided motors, are needed to capture all features of TADs (Figure 3E). 

 

Combining mechanisms and modelling a heteromorphic chromatin fibre 

The TF and LE models successfully capture many important aspects of chromatin architecture; however, 

these models on their own cannot account for all major findings from experiments. It has been suggested 

that phase separation (e.g., due to chromatin–protein–chromatin or protein–protein interactions) and LE are 

two independent competing mechanisms regulating genome topology [56,57]. A natural next step is to 

combine the TF and LE models [58]. This amalgamation results in a model that can give rise to 

compartments as seen in Hi-C interaction matrices, as well as TADs and the associated features that occur 

in these matrices due to LE. 

Recently, this combined model was applied to look at the locus structure of the developmental gene Pax6 in 

mice, and led to further refinement of the model and identification of an additional biophysical principle of 

chromatin folding related to its local compaction [59]. This study compared modelling results with those from 

Capture-C and FISH experiments to investigate how the 3D topology of the gene, particularly promoter–

enhancer interactions, relates to its expression level. While model predictions and experimental data were in 

agreement when the gene was transcribed at a low or moderate level, they differed substantially when the 

gene was expressed at a high level. Here, FISH data indicated that the locus became more decompacted 

than in the moderate expression case, and there was an increase in separation between the gene promoter 

and one of its enhancers, an observation inconsistent with the classic picture of transcriptional activation 

associated with promoter–enhancer looping. Closer inspection revealed that there was a higher level of 

acetylation (i.e., histone 3 lysine 27 acetylation; H3K27ac) within the locus when gene transcription was 

upregulated. It was hypothesised that, locally, this modification may correlate with a more open or disrupted 

structure of the chromatin fibre, as suggested by previous experiments [60]. To incorporate these ideas, the 



 

model was modified to describe chromatin as a heteromorphic rather than homogeneous fibre. While it is 

likely for chromatin to have several levels of local compaction depending on its surrounding environment, for 

simplicity only two levels were considered: a less compact fibre in regions with H3K27ac and a more 

compact one in those without; this improvement was already sufficient to recapitulate all experimental 

observations. This resulting model is known as the highly predictive heteromorphic polymer (HiP-HoP) model 

(Figure 4), and it has been used to study other loci, such as Sox2 [59]. More recently, it has been used to 

examine the effects of genomic rearrangement on chromatin organisation in human cancer cell lines [61]. 

The HiP-HoP model allows one to simulate a population of structures for different gene loci. These structures 

can be compared with data from single cell Hi-C as well as those from more advanced FISH imaging 

techniques, such as DNA-based multiplexed error-robust FISH (MERFISH) and seqFISH. 

It is remarkable to see that relatively simple polymer models, such as HiP-HoP, can reproduce many 

features of genome organisation. Yet, sometimes even simpler models are already sufficient to capture the 

biological phenomenon of interest. As an example, bead-and-spring models with direct polymer–polymer 

interactions (or block copolymer models), which could be a simplified representation of chromatin bridging 

mediated by proteins, can account for phenomena such as phase separation and compartmentalisation 

[56,62]. They can also explain how 3D folding has a role in regulating the epigenetic landscape along the 

chromatin fibre [63–65]. Moreover, these models can incorporate interactions with the nuclear lamina to 

examine large-scale genome reorganisation in rod cells of nocturnal mammals [66] and in cellular 

senescence [67,68]. 

 
Concluding remarks  

Mechanistic polymer models are becoming more and more important in chromatin biology research because 

of the increasing need to interpret experimental results and identify mechanisms underlying a certain 

observation or behaviour. This type of modelling is predictive, because it requires minimal experimental data 

as input, and its output can be directly compared to existing and new data to validate or reject the 

hypotheses the model has been based on. The comparison can set up an iterative refinement process in 

which additional ingredients are introduced in a modular way to account for unexplained observations 

(Figure 2); when successful, this process can lead to the discovery of new fundamental principles of 

chromosome organisation. 

We have reviewed here two biophysical principles that are central to most mechanistic polymer models for 

chromatin. The first is the bridging-induced attraction, which arises from the generic tendency of multivalent 

chromatin-binding proteins to aggregate and phase separate, thus providing a framework to explain the 



 

biogenesis of nuclear bodies and the compartmentalisation of human chromosomes in active and inactive 

chromatin domains. The second is LE, which describes the process through which SMC complexes actively 

create growing loops of chromatin, and also explains the striking bias in favour of convergent CTCF loops 

found by Hi-C. 

Models combining these two principles are promising candidates for a mechanistic model of chromatin 

folding, which can be used in a predictive way genome-wide and in many organisms, in view of the limited 

number of experimental data needed as input. As an example, we discussed here the HiP-HoP model, which 

also includes the heteromorphic nature of the chromatin fibre, in which active and inactive regions have 

different degrees of local compaction. While the HiP-HoP model has been used to explain the folding of 

specific genomic loci in mammalian cells, with sufficient computing resources it would also be possible to 

apply this model genome-wide, for instance to create a compendium of 3D structures for all human genes. 

Just as genome-wide association studies have been invaluable to discover new patterns in human genetics, 

we suggest that these genome-wide mechanistic models will provide an unprecedented resource with which 

to search for additional missing biophysical principles for chromatin folding. Since models such as HiP-HoP 

resolve both transcription-related proteins (e.g., RNA polymerases) and chromatin, we can attempt to link 

structure to transcriptional activity; this was demonstrated using the TF model in [69], which examined the 

relation between the spatial structure of active domains and gene regulatory networks. In the future, a more 

detailed treatment, such as the incorporation of LE and chromatin heteromorphicity, could be used to further 

elucidate the elusive biophysical link between 3D gene structure and transcription. 

While polymer models have typically focussed on chromatin structure, they are also capable of predicting the 

intranuclear dynamics of chromatin in 3D. As higher resolution microscopy methods are developed in live 

cells, it would be of interest to see whether the predictions are quantitatively accurate. We also anticipate 

that mechanistic models may be used in the future to understand local changes in 3D chromatin structure 

following gene activation, or global changes due to differentiation and reprogramming [70]. To do so, it is 

likely that the models described here will need to be modified to account for a local dynamic chromatin state, 

such that the beads constituting the polymers can change properties as a region changes epigenetic mark or 

opens up following transcriptional activation. These innovations represent exciting challenges ahead (see 

Outstanding questions), which we hope can be addressed soon. 

 

Outstanding questions 

Do we know all of the main biophysical mechanisms underlying chromatin folding in 3D, or are there more to 

be discovered? 



 

How well do existing mechanistic models of chromatin organisation predict 3D gene structure genome-wide 

in human and mammalian nuclei? 

Current polymer models are focussed on Hi-C and structural properties of chromatin. Do they give an 

accurate prediction for its intranuclear dynamics? 

Can we use mechanistic models to refine our understanding of the elusive link between 3D chromatin 

structure and transcriptional activity? 

How does gene activation affect chromatin structure? Can we extend the current polymer models for 

chromatin to account for dynamic local structural changes due to, for instance, transcriptional activation? 

What are the transcriptional and structural chromatin changes observed during cell differentiation and how 

are these linked? Can we predict them using mechanistic modelling? 
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Box 1. Other coarse-grained schemes for DNA and chromatin modelling 

The bead-and-spring polymer model is a common CG scheme for modelling chromatin and understanding its 

large-scale organisation. CG schemes have also been developed to examine the biophysical properties of 

DNA and chromatin at other length scales. At the nucleotide level, various models have been developed for 

single-stranded and double-stranded DNA [71]. These models forgo atomistic details of individual 

nucleotides. For example, some models represent each nucleotide as several effective beads, such as the 

3SPN [72,73], oxDNA [74–76], and Martini models [77]. Others simplify the nucleotide as a single particle 

[78]. These models are useful for understanding how local mechanical properties of DNA influence its 

folding. They can be used to study topological effects, such as supercoiling [79,80] and twist-bend coupling 

[81], which are often neglected in lower resolution (more coarse-grained) models. They can also be used for 

investigating the properties of DNA-based materials in synthetic biology and nanotechnology, such as DNA 

origami [82,83] and hydrogels [84]. 

Beyond the base-pair level, there are CG models focussing on the nucleosomal-scale chromatin structure. 

Here, some models explicitly consider both the DNA fibre and the histone complexes [85,86], while others 

simply represent nucleosomes as single beads [87]. These models have been applied to examine 

nucleosome–nucleosome interactions [85] and how nucleosome positioning affects local chromatin 

compaction [86]. Recently, a polymer model describing nucleosomes as beads connected by linker DNA 

segments showed that nucleosome positioning alone can accurately capture chromatin domains as found in 



 

Micro-C data for the budding yeast genome [88]. 

There are also multiscale CG models, which take advantage of simulation or experimental data from a higher 

resolution to inform model parameters at a lower resolution [89]. These models retain some information of 

microscopic effects, such as electrostatic interactions, while keeping the overall computational resource 

reasonable for studying chromatin arrangement mesoscopically. For instance, one model utilises crystal 

structure data to coarse-grain the nucleosome as a charged rigid body, while describing linker DNA and 

histone tails as simple bead chains [90]. This model was used recently to examine the interplay of histone 

tail acetylation and linker histone binding on the local compaction of the chromatin fibre [91]. 

 

Box 2. Bridging-induced attraction and phase separation 

BIA provides a generic route to phase separation of chromatin and proteins within the nucleus (see Figure 

3A–C in the main text) [34]. Given that this is not the phase separation mechanism most commonly 

discussed in the literature, here we explain it in more detail. 

A classic route to intracellular phase separation is via weak multivalent protein–protein interactions [92], 

which are mainly electrostatic in nature. This type of protein-mediated phase separation can be observed in 

vitro in systems without any DNA or chromatin, at sufficiently large protein concentration (∼µM) and 

compatible salt concentrations and temperature. Typically, protein-mediated phase separation results in the 

formation of large droplets, which coarsen: eventually, a single droplet remains in steady state, so that the 

system undergoes what is known as macroscopic phase separation. If proteins in the droplet are mobile, the 

droplet can further be classified as fluid (or liquid), and the emerging phenomenon is called liquid–liquid 

phase separation. 

Alternatively, BIA can lead to phase separation via the feedback mechanism shown in Figure 3A in the main 

text. This feedback requires multivalent chromatin–protein interactions and does not necessitate any 

protein–protein interactions (the latter can be present but are not required). The emergent phase separation 

does not occur in the absence of DNA and is then best described as chromatin mediated; it can be achieved 

in vitro with protein concentrations as small as nM [31]. 

Chromatin-mediated phase separation can be macroscopic if the interaction between chromatin and protein 

is nonspecific, as in Figure 3A in the main text. However, if there are also sites of specific interactions 

between chromatin and proteins, then the end result is typically microphase separation, or arrested phase 

separation, with formation of clusters that do not coarsen indefinitely, but instead reach a self-limiting size. 

Microphase separation arises as the ensuing clusters bring together sites of specific interactions, which are 

linked by chromatin loops. Then, gathering several chromatin loops limits cluster growth both kinetically and 



 

thermodynamically [34]. Kinetically, chromatin loops form a corona surrounding each cluster, which provides 

a barrier to cluster merging. Thermodynamically, the entropic cost of chromatin loops increases superlinearly 

with their number, so that the growth of large clusters is disfavoured. Protein switching (see Figure 3C in the 

main text) also leads to microphase separation. 

Whether the clusters arising in chromatin-mediated phase separation are liquid, gel-like, glassy, or solid-like 

is an open question, and the answer likely depends on parameters. To what extent a cluster may be 

considered as a separate phase is also unclear, especially when the number of constituent molecules is ∼10 

or fewer. Protein-mediated and chromatin-mediated phase separation, while useful concepts, do not cover 

all possible types of phase separation occurring inside the cell. Another important class is RNA-mediated 

phase separation (e.g., [93,94]). 

 

Table 1. Comparison of different approaches to modelling genome organisation 

 Mechanistic modelling Inverse modelling 

Aim • Predicts 3D genome structures using a set of 

biophysical rules that are based on hypotheses 

and/or experimental observations 

• Reconstructs a single or an ensemble of 3D 

genome structures from 3C-based 

experimental data 

When is it 

useful? 

• Focussing on understanding the molecular 

mechanisms driving DNA or chromatin folding 

• Experimental resources are limited and/or 

experiments are difficult to undertake 

• Focussing on extracting genome structural 

information from existing data sets 

• 3C-based data are abundant and can be 

obtained easily 

Example 

models 

• Atomistic model resolving the full structure of DNA 

• CG models for DNA structure at the base-pair 

level. Examples include 3SPN [72,73], oxDNA 

[74–76], and Martini models [77] 

• Bead-and-spring CG polymer models for 

chromatin structure beyond the nucleosome level. 

Examples include TF [29], LE [38], and HiP-HoP 

[59] models 

• Bead-and-spring CG polymer models. Some 

examples include TADbit [20], MiChroM 

[22], and PRISMR [23,24] 

Software tools  • Atomistic models are mostly implemented using 

molecular dynamics (MD) packages, such as 

LAMMPS [96] and GROMACS [97] 

• Typically involves in-house code to perform 

the fitting, machine learning, or iterative 

Monte Carlo process 



 

• CG models involving MD can be implemented 

using packages such as LAMMPS, ESPResSo 

[98], OpenMM [99], and HOOMD [100]  

• CG models involving Monte Carlo sampling 

typically use in-house code 

• Physics-based models that utilise MD to 

reconstruct structures can be implemented 

using packages similar to those for 

mechanistic modelling 

Advantages • Involves fewer parameters than inverse models, 

making it more feasible for extensive parameter 

sweeping 

• Allows rapid, systematic exploration and testing of 

different mechanisms regulating genome structure 

• Provides 3D visualisation of contact maps 

from 3C-based experiments  

• Provides structures of individual gene loci 

that are highly consistent with experimental 

data  

Limitations • Devising new hypotheses and rules for these 

models is a nontrivial process requiring both 

biological and physical insights 

• Values of some parameters (e.g., binding and 

unbinding rates for loop extruding factors) are still 

not known from experiments 

• Genome-wide mechanistic modelling can be 

computationally intensive 

• Often contains many parameters, making it 

difficult to interpret the biophysical meaning 

of each of them 

• Difficult to probe chromatin dynamics, such 

as those due to loop extrusion and protein 

binding, over short timescales 

• Predicted structures are strongly dependent 

on the quality of input data 

 

Glossary 

Capture-C: variant of the 3C technology, that uses specialised probes to selectively enrich ligased products 

for pairwise interactions that involve the targeted locus. 

CCCTC-binding factor (CTCF): TF with zinc finger domains that is important for chromatin insulation and 

for regulating transcription and genome structure. 

Chromatin immunoprecipitation with sequencing (ChIP-seq): technique that uses antibody binding and 

next-generation sequencing to measure genome-wide the enrichment of a specific protein or histone 

modification along the chromatin fibre. 

Chromosome conformation capture (3C): molecular-based technology for measuring the frequency of 

interactions between pairs of chromatin loci using a protocol involving fixation, crosslinking, digestion, and 

ligation. Quantification was done originally by PCR and more recently by next-generation sequencing. 

Coarse graining (CG): procedure whereby microscopic details of a physical system that are irrelevant to the 



 

length scale of interest are removed from consideration. 

Compartments: feature of chromatin organisation above the megabase level, with chromatin divided into 

two broad groups (A or B compartments). Segments within the same compartment interact more frequently 

than those in different compartments, and share similar physiological properties, such as transcriptional 

activity and replication timing. 

Enhancer: stretch of DNA sequence recognised by TFs; helps regulate gene expression, typically by means 

of interacting with promoters. 

Fluorescence in situ hybridisation (FISH): technique that uses complementary base pairing to bind 

fluorescence probes to targeted DNA sequences to visualise their location within the nucleus using 

microscopy. 

Fluorescence recovery after photobleaching (FRAP): method for interrogating the dynamics of the 

internal constituents of a cellular or nuclear focus by inactivating fluorophores within the focus (bleaching) 

and analysing the rate of recovery of fluorescence signal afterwards. 

Hi-C: high-throughput variant of the 3C technology with massively parallel sequencing to measure the 

frequency of interactions between all pairs of genomic loci from sampling a population of cells. 

Micro-C: a variant of the 3C method that can probe chromatin interactions at the nucleosome level. 

Multiplexed error-robust FISH (MERFISH): FISH technique that allows simultaneous detection of the 

spatial location of thousands of RNA or DNA loci by assigning unique binary barcodes to individual loci that 

are read sequentially via multiple rounds of hybridisation and imaging measurements. The barcode indicates 

whether the loci are fluorescently labelled in each round of hybridisation. 

Phase separation: phenomenon in which different constituents of a system demix from a homogeneous 

mixture and form separated foci or phases, with each phase enriched in a specific type of constituent. 

Promoter: stretch of DNA sequence associated with a gene that is located upstream and is responsible for 

controlling its transcription activity by mediating the binding of RNA polymerase to the region. 

seqFISH: similar to MERFISH; another FISH technique that uses a barcoding system to simultaneously 

detect the location of thousands of RNA or DNA loci within a single cell. Here, the barcode is based on a 

combination of different fluorescent probe colours that are detected sequentially via multiple rounds of 

hybridisation. 

Structural maintenance of chromosomes (SMC) complexes: class of architectural proteins that mediate 

the 3D compaction of chromosomes. Two well-known SMC complexes are cohesin and condensin. 

Topologically associating domains (TADs): chromatin regions spanning hundreds of kbp with a higher 

frequency of intra- over inter-region interactions, as seen in Hi-C data. 



 

Transcription factors (TFs): protein complexes that bind to specific DNA sequences to regulate gene 

expression. 

  



 

 

Figure 1. Various schemes in chromatin modelling. (A) Chromatin can be modelled atomistically with all 

components (DNA and histone complexes) accounted for. To simulate a larger region of chromatin, it is 

common to perform ‘coarse graining’ (CG) by removing some structural details. A popular CG scheme is the 

bead-and-spring polymer model, in which each bead represents a certain amount of chromatin (or number of 

nucleosomes). (B,C) Two prevalent approaches that use CG models to understand 3D genome folding are 

inverse modelling and mechanistic modelling. (B) In the inverse approach, 3C-based data are used as input 

to fit or train model parameters (e.g., interaction strength between chromatin loci). The output of the model is 

a population-averaged structure or an ensemble of structures, alongside a simulated interaction matrix. (C) 

In the mechanistic approach, the input is a set of microscopic mechanisms or ‘rules’ postulated to be 

important in regulating genome organisation. Molecular dynamics (MD) simulations or Monte Carlo 

algorithms implementing these rules are then used to sample possible conformations. As before, the output 

is a set of 3D structures and a simulated interaction matrix. Additionally, models implemented using MD 

simulations can also give information on nuclear dynamics. Modified from [95] (A). 
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Figure 2. Key figure. Successive refinement of mechanistic models provides a systematic approach to 

uncover mechanisms regulating genome folding. This cyclic model development process is as follows: first, 

one starts with a simple mechanistic model with rules based on known mechanisms that shape genome 

architecture. Second, simulations are performed based on the defined model. Third, the predicted structures 

from the simulations are compared with available experimental data. Systematic discrepancies between two 

sets of results are noted, and new hypotheses or rules are then devised to reconcile the differences. The 

rules that successfully explain the differences between the simulation and experimental results can be 

incorporated into the model, generating new knowledge on the underlying mechanisms. 
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Figure 3. Two major developments in mechanistic modelling with successive refinements. (A–C) The 

transcription factor model. (A) Initially, the model considered a single species of multivalent protein, which 

binds nonspecifically anywhere along the chromatin fibre (modelled as a bead-and-spring chain). An 

emergent phenomenon is ‘bridging-induced attraction’, a positive feedback loop in which protein binding 

increases the local density of chromatin, leading to more proteins binding to the region (broken lines circle), 

which in turn drives further increase in density and so on, resulting in phase separation. (B) By introducing 

specific binding sites along the fibre and multiple protein species, the model yields chromatin domains and 

compartments. (C) With proteins switching stochastically between a binding and a nonbinding state, clusters 

become dynamic, and the model recapitulates trends in fluorescence recovery after photobleaching (FRAP) 

experiments for nuclear bodies. (D,E) The loop extrusion model. (D) This model postulates that there are 

active factors, such as structural maintenance of chromosomes (SMC) complexes, which bind to the DNA or 

chromatin fibre and translocate outward to form loops. These factors are thought to move along the fibre until 

reaching a CCCTC-binding factor (CTCF) site that is oriented opposite to its direction of travel. The model 

produces domains similar to topologically associating domains (TADs) in Hi-C experiments, with dots and 
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stripes near domain boundaries. (E) Motivated by recent single-molecule experiments studying the activity of 

SMC complexes on DNA [50,52], the model was modified with one-sided and two-sided extrusion 

considered [54,55]. These rules give rise to different domain features. 

  



 

 

Figure 4. The highly predictive heteromorphic polymer (HiP-HoP) model. (A) This mechanistic model is an 

amalgamation of the transcription factor model with switching binders and the loop extrusion model with two-

sided extrusion. The model additionally considers a heteromorphic chromatin fibre, with regions enriched in 

histone 3 lysine 27 acetylation (H3K27ac) postulated to adopt a more decompacted structure. (B) A typical 

workflow for running the HiP-HoP model. First, the model requires the following input data: chromatin 

accessibility (e.g., DNase-seq or ATAC-seq), ChIP-seq for CCCTC-binding factor (CTCF) and cohesin 

binding, and ChIP-seq for histone modifications (e.g., H3K27ac for active regions and H3K27me3 and 

H3K9me3 for inactive regions). These data are then used to infer protein-binding sites and CTCF 

boundaries. Afterwards, molecular dynamic (MD) simulations are performed based on the rules of the HiP-

HoP model. By conducting many simulation runs, which can be viewed as different cells, a population of 

structures is generated. These structures allow one to investigate, for example, the interactions between 

promoters (P) and enhancers (E1 and E2), as done for the Pax6 and Sox2 loci in mice [59]. 
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