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ABSTRACT

In an accident, sometimes the identity of a person who has an accident is hard to know, so it is neces-
sary to use biological data such as Single Nucleotide Polymorphism (SNP) data to identify the person’s
origin. This research aims to compare the accuracy and the F1 score of the k-Nearest Neighbor method
and the Naive Bayes method in classifying SNP data from 120 people who divide into groups, namely
European (CEU) and Yoruba (YRI). Determination of the best method based on the average value
of accuracy and the average value of F1 score from 1000 iterations with various percentage distribu-
tions of training datasets and testing datasets. In this research, the selection of SNP locations for the
classification process was carried out by correlation analysis. The average accuracy obtained for the
k-Nearest Neighbor method with the value of k=31 is 98.38% where the average F1 score is 98.39%
while the Naive Bayes method obtained the average accuracy of 96.74% and the average F1 score
of 96.63%. In this case, the k-Nearest Neighbor method is better than the Naive Bayes method in
classifying SNP data to determine the origin of a person’s ancestor tends to be from CEU or YRI.
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1. INTRODUCTION
DNA is a constituent of genes that play a role in determining hereditary traits and passing on biological information from

one individual to their offspring [1]. In people’s lives, it is not uncommon to find DNA tests to find out the similarity between 2
persons such as parents and children, which only require DNA data from 2 persons. In addition, if one day someone whose identity
is unknown has an accident, which biological data could be used to find out the origin of the person, in the identification process is
not enough if we only use biological data from 2 persons as the example mentioned earlier, biological data from several people will
need because each person can come from several different breeds. Single Nucleotide Polymorphism (SNP) data can use to match a
person’s ancestral origin. SNP is a variation of genetic material indicated by the presence of single nucleotides (adenine, thymine,
guanine, cytosine) in the DNA genome, where different nucleotides occur in various individuals of a population [2]. DNA sequence
variation in living things occurs when there are particular nucleotides in a pair of homologous chromosomes, there are 99.9% DNA
similarities then the rest are differences called SNP [3]. Therefore, it can be said that although the genetic differences which exist
between 2 persons are only a small part, they can have various impacts on the differences that exist in each individual, one of which
is physical differences. According to research [4], changes and differences in the structure of SNPs can have a role in the existence
of diversity among individuals. The study [5] also states that SNP is effective in detecting genetic differences.

The use of SNP data in research has been carried out widely, some of which are the identification of mutations in genes [6],
drug development and knowing a person’s response to a drug [7], and the susceptibility of a person to certain diseases [8]. Research
related to the analysis of SNP data using the Chi-Square method has also been carried out previously in research [9]. Based on those
studies, which is known that genotype markers affect their phenotype.

The application of machine learning to SNP data has varied, as has been done in the study [10] about knowing a person is at
risk of asthma with a machine learning approach based on SNP. That study used Random Forest and Recursive Feature Elimination
methods to identify SNPs that influence asthma and used k-Nearest Neighbor (k-NN) and Support Vector Machine methods for
classification. Research related to the categorization of SNPs using the Radom Forest method has also been used in other studies,
that is the classification of farm animals (cattle) divided into six breeds [11]. However, in that study, attribute reduction was carried
out using statistical methods (Delta, Fst, and PCA). The use of machine learning in SNP data related to mental disorders and cancer
has also been carried out in research [12] using various classification methods, such as k-NN, Support Vector Machine, and Artificial
Gene Making (AGM/Alpha). Attribute selection was also carried out, which namely ReliefF, Feature Selection Based on Distance
Discriminant (FSDD), Feature Selection Based on R-value (RFS), and Algorithm Based on Feature Clearness (CBFS). Identification
of positive SNPs and negative SNPs in the soybean genome has also been carried out in research [13] using the C5.0 algorithm. In
this study, attributes that have a good influence on the results of classification which also carried out. As in previous studies, this
study was carried out using SNP data. All attributes will not be used because the SNP data reached thousands. The number of
those attributes will affect the time to computation and classification accuracy, so the number of attributes needs to be reduced while
still paying attention to the accuracy obtained. The reduction of those attributes used for classification in this study was carried out
based on correlation analysis, where attribute reduction technique with correlation analysis has not been carried out in the previously
mentioned studies.

Based on the description presented, this study will show the use of correlation analysis in reducing the number of attributes
used in the application of k-NN and Naive Bayes methods for the classification of SNP data. The purpose of applying these two
methods to the SNP data is to find the tendency of a person’s ancestor origin, especially in identifying the identity of an unknown
person. The data used in this study is SNP data which divide into two groups, namely people from Europe (CEU) and people from
Yoruba (YRI). In addition, an analysis will also be carried out regarding better methods between k-NN and Naive Bayes methods in
the classification of SNP data.

The preparation of this paper will divide into four main parts. The first part is an introduction that explains the background of
the research with the state of the art research. The second part is the research method, which explains about methods used to obtain
the research results shown in the third part. In the third part, in addition to explaining the results of the study, the analysis carried
out related to the application of k-NN and Naive Bayes methods to the SNP data was also presented, while the fourth part contained
conclusions and suggestions for further research.

2. RESEARCH METHOD
This study focuses on comparing the methods of k-NN and Naive Bayes in classifying SNP data to determine the tendency

of a person’s ancestor origin from CEU or YRI. The method used for conducting the analysis is quantitative (sorting data process
by correlation analysis and comparing methods through the help of a confusion matrix). The analysis process in this study is also
directly carried out every time data processing because the result of the analysis will be needed for further data processing. So the
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adjustment of the data used and the classification process are carried out several times based on the analysis that will be done. The
stages of the research carried out are depicted in the flow chart shown in Figure 1.

Figure 1. Research flow chart

2.1. Data Retrieval
The data used in this study were obtained from the HapMap project, which is 9305 SNP locations from 120 people divided into

two different populations, namely 60 people from the European population (CEU) and 60 people from the Yoruba population (YRI).
The data file name is SNPassoc 2.0-2.tar.gz, the file downloaded through the //cran.r-project.org/src/contrib/Archive/SNPassoc/ page,
which is a place to download packages and data for R software. To open the successfully downloaded SNP data file, we can extract
the file first, then a file with the name HapMap.rda will be obtained that contains the SNP data from the HapMap project. The file
can open using R software. Table 1 shows a sample of data used in this study.

Table 1. Sample data from a HapMap project

id Group rs10399749 rs11260616 rs4648633 rs6659552 rs7550396 rs6688969 rs10753357 rs1495243
NA06985 CEU CC AA TT GG GG CC AC GG
NA06993 CEU CC AT CT CG GG CT AA AG
NA06994 CEU CC AA TT CG GG CT AA AA
NA07000 CEU CC AT TT GG GG CC AC GG
NA19222 YRI CC AT TT GG GG CC CC AG
NA19223 YRI CC AA TT GG GG CT CC AG
NA19238 YRI CC AA TT GG GG CC CC AG
NA19239 YRI CC AA TT GG GG CC CC AG

2.2. Data Retrieval
In this study, a classification process was carried out using k-NN and Naive Bayes methods, so there were two types of data

processing. However, before applying those methods to SNP data, the data should be cleaned first, and the value of the correlation
coefficient (r) between the SNP location and the class used was calculated as well. The value of r is interpreted and used for
determining the location of the SNP for classification. To find the value of r which represents the correlation between the location of
the SNP and the class used, it is necessary to transform the SNP data type first, from a character type to a numeric type. The value of
the correlation coefficient (r) expresses the relationship between two variables, which is Formula (3.3.) states the Pearson correlation
coefficient formula [14].

rxy =
Σxiyi√
Σx2i Σy2i

(1)
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In correlation theory, there are positive correlation and negative correlation, where the value of the correlation coefficient r=0
means no linear relationship and r = ±1 indicates a perfect linear relationship between 2 variables [15]. There is a degree of
relationship that can be seen from the value of the correlation coefficient shown in Table 2 [16].

Table 2. Interpretation of the correlation coefficient r

Interval Correlation Coefficient Relationship Level
(-0.2,0) ∪ (0,02) Very weak

(-0.4, -0.2] ∪ [0.2, 0.4) Weak
(-0.6, -0.4] ∪ [0.4, 0.6) Moderate
(-0.8, -0.6] ∪ [0.6, 0.8) Strong

(-1, -0.8] ∪ [0.8, 1) Very strong

The k-NN classifier method is a method used to predict the class of an object based on information from the objects closest to
that object [17]. This method can only be used if the data used is numeric because it is used to calculate the distance between objects
in the testing dataset and objects in the training dataset [17]. The distance calculation used in this method is Euclidean distance
indicated by Formula (2).

d(x, y) =‖ x− y ‖=
√

Σn
i=1(xi − yi)2 (2)

The classification steps using the k-NN method on the SNP data are as follows.
1. Data division is carried out into 2 parts, for example, 80% training dataset and 20% testing dataset.
2. One of the objects from the testing dataset is taken, then the distance between the object and all objects in the training dataset

is calculated.
3. Sort the distance between the object of the testing dataset and each object in the training dataset from the closest to the farthest

distance.
4. Determine the value of k to determine the result of the classification.
5. Take k objects in the training dataset that has the closest distance to the object from the testing dataset.
6. Calculate the number of YRI and CEU classes of the objects that have been taken in step 5. If the number of YRI is more than

CEU, the classification result is YRI, but if the number of CEU is more than YRI, the classification result is CEU.
Based on [18] and [19] the Naive Bayes classifier method uses probability to determine the classification of an object to a given

class, which is it takes p attributes with xi = (xi1, xi2, . . . , xip), where i = 1, 2, , n which means there are n predictors, and each
sample is assumed to have one class yε{y1, y2, . . . , yj} with j classes. The Naive Bayes method is formulated by Formula (3).

P (yj |xi) =
P (xi|yj)P (yj)

P (xi)
(3)

where P (yj |xi)= probability yj based on xi condition (posterior probability), P (xi|yj)= probability of xi based on yj con-
dition, P (yj)= probability of yj based on data in the training dataset, and P (xi)= probability of the object xi from the data in the
testing dataset based on the data in the training dataset.

Based on Formula (3), if p attributes are used, then the class resulting from classifying by the Naive Bayes method is formulated
by Formula (4).

ŷ = argmaxyjP (yj)Π
p
k=1P (xk|yj) (4)
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where ŷ states the classification result and the argmax is an operation that gives a class result based on the value of maximum
a posteriori (MAP) obtained [19]. The classification steps using the Naive Bayes method on the SNP data are as follows.

1. Data division is carried out into 2 parts, for example, 80% training dataset and 20% testing dataset.
2. Calculate the required probability values based on the training dataset.
3. One of the objects from the testing dataset is taken to find the result of the classification.
4. Calculate the posterior probability for each class based on the data of the object from the testing dataset and the probability

values obtained from step 2.
5. Based on step 4, the largest posterior probability is taken as a determinant of the classification result. If the largest posterior

probability is YRI then the classification result is YRI, but if the largest posterior probability is CEU then the classification
result is CEU.
The evaluation of k-NN and Naive Bayes methods is carried out based on the number of objects in the test dataset classified

correctly and incorrectly, which are tabulated in a matrix called the confusion matrix [20]. Table 3 is an example of a confusion
matrix, the values that can be obtained from the confusion matrix are True Positive (TP), False Negative (FN), False Positive (FP),
and True Negative (TN). Such values are used to obtain values that indicate the performance of the classifier method indicating in
Table 4. In Table 4, there is a formula F1 score which is an alternative to measuring the performance (accuracy) of the classification
method in addition to using the accuracy formula shown in Table 4 [17].

Table 3. Confusion matrix

Prediction
Class 1 Class 2

Actual
Class 1 TP FN
Class 2 FP TN

Table 4. The values that can be obtained from the confusion matrix

No Name Formula Information

1 Accuracy
TP + TN

TP + FN + FP + TN
The percentage of models predicting correctly.

2 Recall
TP

TP + FN
The percentage of positive data is predicted to be positive.

3 Precision
TP

TP + FP
The percentage of data predictions as positives is correct.

4 F1 2×
Precision×Recall

Precision+Recall
The harmonic mean of precision and recall.

2.3. Analysis of Results
In obtaining the results that are the purpose of this study, it is necessary to carry out several analyzes as follows:

1. SNP Location
SNP location analysis needs to be carried out because the classification process in this research does not use all SNP locations,
but only a few. Location determination is implemented based on the correlation between the location of the SNP and the
class used. An interpretation of the obtained r value will be carried out in conducting the correlation analysis. In addition, a
correlation analysis was performed to see the influence of the location of the SNP on the classification results with k-NN and
Naive Bayes methods shown by the graph.

2. Classification results using the k-Nearest Neighbor and Naive Bayes methods
In conducting a classification analysis with the k-NN method, the value of k that can produce the best accuracy will be de-
termined. An accuracy calculation trial will implement with several values of k whose results are presented in a graph. In
conducting a classification analysis with the Naive Bayes method, a classification process will be shown to determine the in-
fluence of data on the probabilities obtained. Next will show a graph presenting the average accuracy, average recall, average
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precision, and average F1 score of the application of k-NN and Naive Bayes methods with a wide variety of SNP locations
and the number of locations. Those four average values are obtained from the calculation of the values of accuracy, recall,
precision, and F1 score several times. In each calculation, the distribution of the training dataset and the testing dataset was
randomized before being calculated. In addition, the average accuracy and the average F1 score are used to look at the perfor-
mance of k-NN and Naive Bayes methods in classifying SNP data to determine whether a person’s ancestor origin tends to be
from Europe (CEU) or Yoruba (YRI).

3. Comparison of k-Nearest Neighbor and Naive Bayes methods
In comparing the k-NN and Naive Bayes methods in classifying SNP data, the average accuracy and average F1 score will be
used. In addition, the average value of the average accuracy and the average F1 score for each method is also calculated. The
calculation results obtained are used to compare the k-NN and Naive Bayes methods if it is found the k-NN method is better
than the Naive Bayes method when viewed from the average accuracy and the Naive Bayes method is better than the k-NN
method when viewed from the average F1 score, or vice versa, the k-NN method is better than Naive Bayes when viewed from
the average F1 score and the Naive Bayes method is better than the k-NN method when viewed from the average accuracy.
Based on those values, a better method was obtained in classifying SNP data to find out the tendency of a person’s ancestor’s
origin.

3. RESULT AND ANALYSIS

3.1. SNP Location Selection

In choosing a location on SNP data, a correlation analysis is carried out first. Numerical type data is needed to perform
correlation analysis. Knowing SNP data is data with a character type, it needs to be changed to numeric first. In changing the data
type from character to numeric in SNP data, it is necessary to pay attention to the number of genotype marker data that may appear
at each SNP location. For each SNP location, only a maximum of 3 data differences will appear, for example, AA, AT, and TT,
namely Adenine-Adenine, Adenine-Thymine, and Thymine-Thymine. If we look at the difference, it must be that AA and AT have
the same level of difference as AT and TT, while AA and TT must have a greater degree of a difference than AA and AT. In addition,
by applying dominant, codominant, and recessive traits such as those in genes can be assumed that AA is dominant and TT recessive
then AT is codominant. However, if an SNP location is found with only 2 genotype markers, it is concluded that if at that location
there is a codominant genotype marker, then the other genotype marker is dominant. For this reason, assigning values to SNP data
for locations that have 3 kinds of genotype markers can be done as shown in Table 5(a) and SNP locations that only have 2 kinds of
genotype markers can be done as shown in Table 5(b).

Table 5. (a) Data type transformation on SNP data for 3 kinds of genotype markers, (b) Data type transformation on SNP data for 2
kinds of genotype markers

(a) (b)
AA AT TT AA TT AA AT AT TT
0 0.5 1 0 1 1 0.5 0.5 1

AA AC CC AA CC AA AC AC CC
0 0.5 1 0 1 1 0.5 0.5 1

AA AG GG AA GG AA AG AG GG
0 0.5 1 0 1 1 0.5 0.5 1

CC CT TT CC TT CC CT CT TT
0 0.5 1 0 1 1 0.5 0.5 1

CC CG GG CC GG CC CG CG GG
0 0.5 1 0 1 1 0.5 0.5 1

GG GT TT GG TT GG GT GT TT
0 0.5 1 0 1 1 0.5 0.5 1

In this study, the use of SNP data in classification was carried out to find the tendency of a person’s ancestor origin by using the
k-NN and the Naive Bayes methods. Before the classification process, it is necessary to find the value of the correlation coefficient
between the location of the SNP and the class used. Based on the results of the calculation of the value of the correlation coefficient
in the SNP data that has been carried out, it is found the number of locations has a very weak to very strong correlation as shown in
Table 6.
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Table 6. The multiplicity of SNP locations for each correlation interpretation

No Interpretation Number of SNP location
1 Very weak correlation 1141
2 Weak correlation 1270
3 Moderate correlation 726
4 Strong correlation 232
5 Very strong correlation 23

3.2. Results of SNP data classification using the k-NN method

Table 7. SNP locations for determining the value of k in the k-NN method

Reference SNP ID number lokasi SNP Correlation Interpretation
rs3887675 Very weak
rs1784176 Weak
rs4041435 Moderate
rs3136687 Strong

rs10868791 Very strong

In carrying out classification with the k-NN method, the values of accuracy and F1 score obtained are different for each k value
used, so it is necessary to find the k value with the best accuracy when using the k-NN method. Using the 5 SNP locations indicated
in Table 7, the value of k that can maximize accuracy when classifying SNP data using the k-NN method was calculated. In finding
the k value based on average accuracy, iterations 1000 times for each k value with a data division of 80% training dataset and 20%
testing dataset, and the Euclidean distance were used. The value of k used is an odd number from the interval 1 to 96, The value of
96 is the number of people whose SNP data is used in the training dataset. Odd numbers were chosen because the SNP data in this
study only had 2 classes, namely CEU and YRI. By using the odd numbers at the value of k, the same number of voting results will
not be obtained during the classification process using the k-NN method. The graph of the average accuracy with some values of k is
shown in Figure 2. Based on Figure 2 the highest average accuracy is obtained when the value of k is equal to 31. For this reason,
the value of k used for further analysis related to classification by the k-NN method in the SNP data is 31.

Figure 2. Graph of k values and average accuracy on the k-NN method

Based on experiments that have been carried out using the k-NN method with the number of various SNP locations, namely
from 1 to 10, the results obtained in the four graph forms of average accuracy, average recall, average precision, and average F1 score
as shown in Figure 3. The results in Figure 3 are obtained using the SNP locations shown in Table 8, the data division of 80% training
dataset and 20% testing dataset, Euclidean distance, k value is equal to 31, and 1000 iterations. In Figure 3, the locations used for
each classification process have the same interpretation of correlation, which is the interpretation on the graph indicated by the color
of the lines. The classification is carried out using SNP locations that have correlations with very weak, weak, moderate, strong,
and very strong interpretations to see the effect of using the SNP location based on the correlation coefficient value on the accuracy,
recall, precision, and F1 scores obtained from the use of the k-NN method on SNP data. Figure 3 shows that the correlation between
the location of the SNP and the class used influences the accuracy, recall, precision, and F1 score obtained using the k-NN classifier
method.
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Table 8. SNP locations used in Figure 3

Reference SNP ID number SNP location selected based on interpretation
of the correlation between SNP location and the class used

Very weak Weak Moderate Strong Very Strong
rs11260616 rs6688969 rs6659552 rs12745075 rs3767067
rs10753357 rs1495243 rs6577401 rs3124625 rs6670842
rs6681520 rs12093433 rs12119523 rs4649089 rs9436924
rs12136845 rs4846094 rs4661627 rs12727605 rs2003154
rs7419115 rs3795746 rs12076353 rs1342412 rs619228
rs4846056 rs7517964 rs4653095 rs10782748 rs6716734
rs6681992 rs16853611 rs1325241 rs912073 rs6814827
rs12405926 rs12093675 rs2359108 rs11165510 rs1485768
rs3026792 rs885795 rs12140004 rs3753841 rs809039
rs298459 rs16862254 rs784627 rs1778820 rs7752055

Figure 3. The results of the application of the k-NN method (a) Graph of average accuracy with the number of SNP locations, (b)
Graph of average recall with the number of SNP locations, (c) Graph of average precision with the number of SNP locations, (d)

Graph of average F1 score with the number of SNP locations
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The application of the k-NN method using 5, 10, and 15 SNP locations with very weak, weak, moderate, strong, and very
strong correlation was also carried out. The locations of the SNP used are indicated in Table 9. In the classification process, the data
division used is 80% training dataset and 20% testing dataset, the distance used is Euclidean distance, and the k value used is 31. The
accuracy value obtained from 100 iterations by randomizing the distribution of the training dataset and the testing dataset first in each
iteration is shown in Figure 4.

Table 9. (a) The locations of the SNP used in Figure 4a, (b) the Locations of the SNP used in Figure 4b, (c) The locations of the
SNP used in Figure 4c

(a)
Reference SNP ID number location SNP Correlation Interpretation

rs3887675 Very weak
rs1784176 Weak
rs4041435 Moderate
rs3136687 Strong

rs10868791 Very strong

(b)
Reference SNP ID number location SNP Correlation Interpretation

rs3887675 Very weak
rs2064437 Very weak
rs1784176 Weak
rs470039 Weak
rs4041435 Moderate
rs1979710 Moderate
rs3136687 Strong
rs1435085 Strong

rs10868791 Very strong
rs6814827 Very strong

(c)
Reference SNP ID number location SNP Correlation Interpretation

rs11260616 Very weak
rs3887675 Very weak
rs2064437 Very weak
rs6688969 Weak
rs1784176 Weak
rs470039 Weak
rs6659552 Moderate
rs4041435 Moderate
rs1979710 Moderate

rs12745075 Strong
rs3136687 Strong
rs1435085 Strong
rs3767067 Very strong

rs10868791 Very strong
rs6814827 Very strong
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Figure 4. (a) Accuracy of the k-NN method using 5 SNP locations, (b) Accuracy of the k-NN method using 10 SNP locations, (c)
Accuracy of the k-NN method using 10 SNP locations

3.3. Results of SNP data classification using the Naive Bayes method

Table 10. Example of fictitious data for the use of the Naive Bayes method with 1 SNP location

Respondent Location of SNP 1 Class
1 AA CEU
2 AA CEU
3 AA CEU
4 AG YRI
5 GG YRI
6 GG YRI

In using the Naive Bayes method, it is necessary to pay attention to the location of the SNP used because in this method a
conditional probability is used, which allows obtaining a probability value of 0 will make the result of the Naive Bayes classification
undetermined. For more details, look at the example of fictitious data in Table 10. If data such as Table 10 is owned, several
probability values will be obtained as follows.

P (CEU) =
3

6
=

1

2
, P (Y RI) =

3

6
=

1

2

In addition, probabilities were also obtained based on the data on the location of SNP 1 as follows.

P (AA | CEU) =
3

3
= 1, P (AG | CEU) =

0

3
= 0, P (GG | CEU) =

0

3
= 0, P

(AA | Y RI) =
0

3
= 0, P (AG | Y RI) =

1

3
, P (GG | Y RI) =

2

3

If the new object with AA data is located at the SNP 1 location, then to find the result of the classification of the object, the
posterior probability values of CEU and YRI can be calculated first.

Posterior probability of CEU = P (CEU)× P (AA | CEU) =
1

2
× 1 =

1

2

Posterior probability of YRI = P (Y RI)× P (AA | Y RI) =
1

2
× 0 = 0
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Obtained posterior probability CEU is greater than posterior probability YRI, so the classification result obtained is CEU.

Table 11. Example of fictitious data for the use of the Naive Bayes method with 2 SNP locations

Respondent Location of SNP 1 Location of SNP 2 Class
1 AA TT CEU
2 AA TT CEU
3 AA TT CEU
4 AG TT YRI
5 GG AT YRI
6 GG AT YRI

Look the example using Table 10 above shows that in the posterior probability of YRI, there is a multiplication by 0 which is
the probability of AA with the condition YRI. it shows that the YRI class does not have an AA genotype marker at the SNP 1 location
in the training dataset, whether the location will be used as a characteristic possessed by the CEU. But the Naive Bayes method will
give poor results in some cases of classification if it uses several locations that have such characteristics, for example, consider the
fictitious data in Table 11. Based on Table 11, the data classification will carry out on new objects with AA data at SNP 1 and AT
data at SNP 2 locations. As said before, it would be necessary to look for the probability of the class used and the probability that
may appear at each SNP location, so that is obtained:

P (CEU) =
3

6
=

1

2
, P (Y RI) =

3

6
=

1

2

The probabilities obtained at the location of SNP 1:

P (AA | CEU) =
3

3
1, P (AG | CEU) =

0

3
= 0, P (GG | CEU) =

0

3
= 0, P

(AA | Y RI) =
0

3
= 0, P (AG | Y RI) =

1

3
, P (GG | Y RI) =

2

3

Obtained

Posterior probability of CEU = P (CEU)× P (AA | CEU)P (AT | CEU) =
1

2
× 1× 0 = 0

Posterior probability of YRI = P (Y RI)× P (AA | Y RI)P (AT | Y RI) =
1

2
× 0× 2

3
= 0

It showed that the values of the posterior probability of CEU and YRI are 0 so the classification result cannot be determined.
Therefore, in carrying out classification using the Naive Bayes method on SNP data, it is necessary to sort the data first, especially in
determining the training dataset to avoid obtaining a posterior probability value of 0 in both classes.

An experiment was carried out to find the average accuracy, average recall, average precision, and average F1 score of 1000
iterations using 1 to 10 SNP locations that have the same correlation interpretation by paying attention to the location of the SNP used,
as well as the data division of 80% training dataset and 20% testing dataset. This experiment was carried out for each interpretation
of correlations made in 1 graph to see the comparison. The SNP locations used in this experiment are the same as SNP locations used
in the k-NN method shown in Table 9 and the results of this experiment are shown in Figure 5. In Figure 5, it can be seen that the
correlation between the location of the SNP and the class used influences the classification results on the Naive Bayes classification
method.
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Figure 5. The results of the application of the Naive Bayes method (a) Graph of average accuracy with the number of SNP locations,
(b) Graph of average recall with the number of SNP locations, (c) Graph of average precision with the number of SNP locations, (d)

Average graph of F1 score with the number of SNP locations

The use of the Naive Bayes method was also carried out using 5, 10, and 15 SNP locations that finished in k-NN. The data used
is also the same as the k-NN methods (shown in Table 8). The use of data division is 80% training dataset and 20% testing dataset.
The accuracy value obtained from the classification process carried out 100 times is shown in Figure 6.

Figure 6. Accuracy of the Naive Bayes method using 5 SNP locations, (b) Accuracy of the Naive Bayes method using 10 SNP
locations, (c) Accuracy of the Naive Bayes method using 15 SNP locations
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3.4. Comparison of k-NN and Naive Bayes methods

Based on the description related to the use of k-NN and Naive Bayes methods that have been shown and the experiments carried
out, one of the factors that influence the accuracy obtained is the locations of SNPs used based on correlation. So in comparing k-NN
and Naive Bayes methods on SNP data to find out the tendency of a person’s ancestor origin, the average accuracy and average F1
score are used, as well as the average value of the average accuracy and average F1 score with the following conditions:

1. The amount of SNP data used is 5 locations consisting of SNP locations with very weak, weak, moderate, strong, and very
strong correlations, each of which has 1 location. The data used are shown in Table 12.

2. The training dataset used in the process classification using the Naive Bayes method should not create a posterior probability
in both classes worth 0. Therefore, if a posterior probability of 0 is obtained in both classes, it is necessary to re-randomize
the data in the training dataset and the testing dataset. Re-randomization of data is also performed if the posterior probability
values obtained in both classes are the same.

3. The value of k used in the k-NN method is an odd number to avoid obtaining the same voting result. The value of k used is 31.
4. Data is divided into 4 distributions, namely 60% training dataset and 40% testing dataset, 70% training dataset and 30% testing

dataset, 80% training dataset and 20% testing dataset, also 90% training dataset and 10% testing dataset.
5. The number of iterations is 1000 times by randomizing data in the distribution of the training dataset and the testing dataset in

each iteration.

Table 12. Pembagian data untuk Training dan Testing

Reference SNP ID number location SNP Correlation Interpretation
rs3887675 Very weak
rs1784176 Weak
rs4041435 Moderate
rs3136687 Strong

rs10868791 Very strong

Based on the process computational that has been carried out with k-NN and Naive Bayes methods, Figure 7 shows the first
100 values of accuracy and F1 score from the application of the two methods for 1000 iterations with data division of 80% training
datasets and 20% testing datasets. Figure 7 shows there are many values of accuracy and the F1 score of the k-NN method is higher
than the Naive Bayes method. If the values of accuracy and F1 score obtained from the iteration of 1000 times are averaged, results
are obtained as shown in Table 13 and Table 14. The two tables also show the results of average accuracy and average F1 score from
the data divisions of 60% training dataset and 40% testing dataset, 70% training dataset and 30% testing dataset, as well as 90%
training dataset and 10% testing dataset.

Figure 7. (a) Accuracy graph of k-NN and Naive Bayes methods, (b) F1 score graph of k-NN and Naive Bayes methods
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Table 13. Average accuracy and average F1 score for each data division on the k-NN method

Data split Average accuracy Average F1 scoreTraining dataset (%) Testing dataset (%)
60 40 0.982708 0.983063
70 30 0.983889 0.983982
80 20 0.982917 0.982970
90 10 0.985833 0.985408

Table 14. Average accuracy and average F1 score for each data division on the Naive Bayes method

Data split Average accuracy Average F1 scoreTraining dataset (%) Testing dataset (%)
60 40 0.973333 0.972777
70 30 0.968611 0.968104
80 20 0.962463 0.961716
90 10 0.965049 0.962490

If the values of average accuracy and the values of average F1 score of 1000 iterations from all data divisions are re-averaged,
the average accuracy obtained from the k-NN method is 0.9838 or 98.38% and the average F1 score is 0.9839 or 98.39%, while for
the Naive Bayes method the average accuracy of 0.9674 or 96.74% and an average F1 of 0.9663 or 96.63% is obtained. Next, the
average value of the average accuracy and the average F1 score is calculated to be one value in both methods. The average value of
the average accuracy and average F1 score for the k-NN method is 0.98385 or 98.385% and for the Naive Bayes method is 0.96685
or 96.685%. It is noticed that the average accuracy and average F1 score on the k-NN method are greater than that of Naive Bayes,
so the determination of the best method can be carried out without using the average value of average accuracy and average F1 score.
Based on the values obtained, the k-NN classifier method is better than the Naive Bayes classifier method in classifying SNP data to
find out the tendency of a person’s ancestor origin.

Research related to the comparison between k-NN and Naive Bayes methods has been carried out previously with various
kinds of data. In this study, a method comparison carries out by using the average accuracy and average F1 score obtained from
several divisions of training datasets and testing datasets, as well as 1000 iterations. The k-NN method is better than Naive Bayes
in classifying SNP data have two classes. The study [21] comparing k-NN and Naive Bayes methods for the classification of soil
suitable for planting teak trees also obtained the same, the k-NN method is better than the Naive Bayes method. Research [22] also
gains the accuracy value of the k-NN method is greater than the Naive Bayes method in text classification. Another thing with the
research [23] obtained the Naive Bayes method is better than the k-NN method in classifying Indonesian articles. The study [24]
which compared the methods of Naive Bayes, Decision Tree, and k-NN in finding alternative designs for energy simulation tools also
obtained the accuracy value of the Naive Bayes method was better than the k-NN method. Likewise, the study [25] compared the
three methods using data in the form of the word that found that the accuracy of the Naive Bayes method was better than the k-NN
method with a little difference, namely 100% for the Naive Bayes method and 98.25% for the k-NN. The difference in the results of
the comparison by those methods is certainly due to several factors. When viewed from previous studies and this study, it can be said
that some of those factors are the characteristics of the data used, the data cleaning process carried out, and the quantity of data used.

4. CONCLUSION
Based on the evaluations that have been carried out on both methods of classifying SNP data that have two classes (CEU and

YRI) with 1000 iterations the average accuracy value of 98.38% with the k value of 31 and the average F1 score of 98.39% obtained
for the k-NN method, while the Naive Bayes method obtained the average accuracy of 96.74% and the average F1 score of 96.63%.
However, the k-NN method is better than the Naive Bayes method of conducting SNP data classification to find the tendency of a
person’s ancestor origin.

Further research related to the classification of SNP data to determine the tendency of a person’s ancestor origin can be done
using other classification algorithms, such as Random Forest, Logistic Regression, and Neural Network. It can also be used the
Naive Bayes method combined with the k-NN [26]. In the application of the k-NN method for SNP data classification, other distance
formulas can use, such as the distance of Manhattan and the distance of Minkowski, then determining the location of SNP with
correlation can also be used Spearman and Kendall correlations. The SNP data used in the classification to determine the tendency
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of a person’s ancestor origin can be added with new data from other classes. In this case, other classes besides CEU and YRI, so the
classification results obtained will be better if used to find out the origin of a person’s ancestor origin.
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