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## Chapter

# Designs for Screening Experiments with Quantitative Factors 

Nam-Ky Nguyen, Stella Stylianou, Tung-Dinh Pham and Mai Phuong Vuong


#### Abstract

Most screening experiments in chemometrics and science are quantitative, i.e. continuous factors. These factors should be 3-level and the designs for these experiments should also be 3-level. However, popular designs for screening experiments are still Plackett-Burman designs (PBDs) and 2-level fractional factorial designs (FFDs) such as resolution III and resolution IV FFDs. This chapter introduces the conference matrices as an alternative to PBDs and resolution III FFDs and definitive screening designs, a conference matrix-based class of designs, as an alternative to resolution IV FFDs. A table of conference matrices of up to order 32 and examples are also provided for illustration.
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## 1. Introduction

Screening experiments are used at the initial stage of experimentation and aim at identifying the dominant main effects out of a large set of potentially active factors. The benefit of the screening approach is the use of a cost-effective design and process to separate the influential variables from the non-influential ones. By using the active effects that have been identified by the screening process, the research can run additional follow-up experiments to fit higher-order effects and build a better and more complex model. Screening is traditionally performed by applying a linear model using a 2-level FFD. When the screening process involves quantitative factors, other designs with better properties are also available in the recent literature.

Consider a $2^{15-11}$ experiment conducted by Poorna \& Kulkarnin [1] (hereafter abbreviated as PK) to investigate 15 2-level factors, which might affect inulinase production. These factors come from four carbon sources: A Inulin (\%), B Fructose (\%), C Glucose (\%), D Sucrose (\%); four organic nitrogen sources: E Corn steep liquor (\%), F Peptone (\%), G Urea (\%), H Yeast extract (\%); four inorganic nitrogen sources: J Corn steep liquor (\%), K Peptone (\%), L Urea (\%), M Yeast extract (\%); and three other parameters: $\mathbf{N}$ Trace element solutions (mL), O Inoculum level $\left(10^{6}\right.$ spores $\left./ \mathrm{mL}\right), \mathbf{P}(\mathrm{pH})$. The two responses are inulinase activity (units $/ \mathrm{mL}$ ) at

60 hours and dry weight biomass ( $\mathrm{mg} / \mathrm{mL}$ ). This experiment is also summarized in Example 6.4 of [2].

The design for the PK experiment is a $2_{\text {III }}^{15-11}$ (a resolution III FFD for 15 factors in 16 runs) given in Table 1(a). The 11 design generators for this experiment are:
$\mathrm{E}=-\mathrm{ABCD}, \mathrm{F}=\mathrm{BCD}, \mathrm{G}=\mathrm{ABC}, \mathrm{H}=-\mathrm{CD}, \mathrm{I}=-\mathrm{BD}, \mathrm{J}=\mathrm{ABD}, \mathrm{K}=\mathrm{ACD}$, $\mathbf{L}=-\mathbf{A C}, \mathbf{M}=-\mathbf{A D}, \mathbf{N}=-\mathbf{A B}$, and $\mathbf{O}=-\mathbf{B C}$. For a resolution III design, no main effects (MEs) are aliased with any other MEs, but MEs are aliased with 2-factor interactions (2FIs). For this design, each ME is aliased with seven 2FIs. For example $-\mathbf{A}=$ $\mathbf{B N}=\mathbf{C L}=\mathbf{D M}=\mathbf{E F}=\mathbf{G O}=\mathbf{H K}=\mathbf{I}$ and $-\mathbf{D}=\mathbf{A M}=\mathbf{B I}=\mathbf{C H}=\mathbf{E G}=\mathbf{F O}=$ $\mathrm{JN}=\mathrm{KL}$. An alternative design with similar number of runs, whose MEs are pairwise orthogonal and are not fully aliased with 2FIs, will be presented in this chapter.

Let us examine another experiment on the human blood formation that originates in hematopoietic stem cells (HSC) and hematopoietic progenitor cells (HPC). Due to the complexity of clinical use of cells in serum medium, Yao et.al. [3] set up a $2^{8-4}$ experiment to screen out the most important serum substitutes affecting the growth of HSC and HPC among eight kinds of compounds: A Albumax I ( $10 \mathrm{~g} / \mathrm{l}$ ), B BSA ( $10 \mathrm{~g} /$ 1), C TF $(0.4 \mathrm{~g} / \mathrm{l})$, D Glutamine ( 2 mM ), E HC ( $1 \mathrm{mg} / \mathrm{l}$ ), F Peptone ( $1 \mathrm{~g} / \mathrm{l}$ ), G 2-ME
(a)

| $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{D}$ | $\mathbf{E}$ | $\mathbf{F}$ | $\mathbf{G}$ | $\mathbf{H}$ | $\mathbf{I}$ | $\mathbf{J}$ | $\mathbf{K}$ | $\mathbf{L}$ | $\mathbf{M}$ | $\mathbf{N}$ | $\mathbf{O}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | 1 | 1 | -1 | 1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 | -1 | -1 |
| 1 | 1 | 1 | -1 | 1 | -1 | 1 | 1 | 1 | -1 | -1 | -1 | 1 | -1 | -1 |
| -1 | 1 | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 | -1 | 1 | 1 | 1 | -1 |
| 1 | -1 | 1 | -1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | -1 | 1 | 1 | 1 |
| -1 | 1 | -1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 | 1 | -1 | 1 | 1 | 1 |
| 1 | -1 | 1 | 1 | 1 | -1 | -1 | -1 | 1 | -1 | 1 | -1 | -1 | 1 | 1 |
| 1 | 1 | -1 | -1 | -1 | 1 | -1 | -1 | 1 | -1 | 1 | 1 | 1 | -1 | 1 |
| -1 | 1 | 1 | -1 | -1 | -1 | -1 | 1 | 1 | 1 | 1 | 1 | -1 | 1 | -1 |
| -1 | -1 | 1 | 1 | -1 | -1 | 1 | -1 | 1 | 1 | -1 | 1 | 1 | -1 | 1 |
| 1 | -1 | -1 | -1 | 1 | -1 | 1 | -1 | -1 | 1 | 1 | 1 | 1 | 1 | -1 |
| -1 | 1 | -1 | -1 | 1 | 1 | 1 | -1 | 1 | 1 | -1 | -1 | -1 | 1 | 1 |
| -1 | -1 | 1 | -1 | 1 | 1 | 1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 | 1 |
| -1 | -1 | -1 | 1 | 1 | 1 | -1 | 1 | 1 | 1 | 1 | -1 | 1 | -1 | -1 |
| 1 | -1 | -1 | 1 | -1 | 1 | 1 | 1 | 1 | -1 | -1 | 1 | -1 | 1 | -1 |
| 1 | 1 | -1 | 1 | 1 | -1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | -1 | 1 |
| -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 |

(b)

| A | B | C | D | $\mathbf{E}$ | $\mathbf{F}$ | $\mathbf{G}$ | $\mathbf{H}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 |
| 1 | -1 | -1 | -1 | -1 | 1 | 1 | 1 |
| -1 | 1 | -1 | -1 | 1 | -1 | 1 | 1 |
| 1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 |
| -1 | -1 | 1 | -1 | 1 | 1 | 1 | -1 |
| 1 | -1 | 1 | -1 | 1 | -1 | -1 | 1 |
| -1 | 1 | 1 | -1 | -1 | 1 | -1 | 1 |
| 1 | 1 | 1 | -1 | -1 | -1 | 1 | -1 |
| -1 | -1 | -1 | 1 | 1 | 1 | -1 | 1 |
| 1 | -1 | -1 | 1 | 1 | -1 | 1 | -1 |
| -1 | 1 | -1 | 1 | -1 | 1 | 1 | -1 |
| 1 | 1 | -1 | 1 | -1 | -1 | -1 | 1 |
| -1 | -1 | 1 | 1 | -1 | -1 | 1 | 1 |
| 1 | -1 | 1 | 1 | -1 | 1 | -1 | -1 |
| -1 | 1 | 1 | 1 | 1 | -1 | -1 | -1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Table 1.
(a) Poorna \& Kulkarni's $2^{15-11}$ experiment, (b) Yao et al.'s $2^{8-4}$ experiment.
$(55 \mu \mathrm{M})$ and $\mathbf{H}$ Insulin ( $10 \mu \mathrm{~g} / \mathrm{ml}$ ) for hematopoietic ex vivo expansion culture. Among them, the first three factors are non-hormonal proteins, Insulin and HC are both hormonal proteins, 2-ME is an antioxidant molecule, and Glutamine is an amino acid.

The design for the experiment in the second example is a $2_{\text {IV }}^{8-4}$ (a resolution IV FFD for eight factors in 16 runs) given in Table 1(b) where level -1 means no addition, and 1 indicates a specified concentration of the compound. The four design generators for this experiment are: $\mathbf{E}=\mathbf{B C D}, \mathbf{F}=\mathbf{A C D}, \mathbf{G}=\mathbf{A B C}, \mathbf{H}=\mathbf{A B D}$. For a resolution IV design, no MEs are aliased with any other ME or 2FIs, but 2FIs are aliased with other 2FIs. For this design, each of 2FIs is aliased with three other 2FIs: $\mathbf{A B}=\mathbf{E F}=$ $\mathbf{C G}=\mathrm{DH}, \mathrm{AC}=\mathrm{DF}=\mathrm{BG}=\mathrm{EH}, \mathrm{AD}=\mathrm{CF}=\mathrm{EF}=\mathrm{BH}, \mathrm{AE}=\mathrm{BF}=\mathrm{DG}=\mathrm{CH}$, $\mathbf{A F}=\mathbf{C D}=\mathbf{B E}=\mathbf{G H}, \mathbf{A G}=\mathbf{B C}=\mathbf{D E}=\mathbf{F H}$, and $\mathbf{A H}=\mathbf{B D}=\mathbf{C E}=\mathbf{F G}$. Again, in this chapter we will present an alternative design, whose MEs are orthogonal to other MEs and 2FIs and whose 2FIs are not fully aliased with other 2FIs.

Motivated by the above examples, this chapter introduces the use of conference matrices and conference matrix-based designs, including the popular definitive screening designs (DSDs), as an alternative to Plackett-Burman designs or PBDs [4] and resolution III and IV FFDs.

## 2. Conference matrices and its use

A conference matrix C of order $m$ is an $m \times m(0, \pm 1)$-matrix with zero diagonal satisfying the condition $\mathbf{C C}^{\prime}=(m-1) \mathbf{I}$, where $\mathbf{I}$ is the identity matrix. A conference matrix is said to be normalized if all entries in its first row and first column are 1 (except the ( 1,1 ) entry, which is 0 ). Removing the first row and the first column of a normalized conference matrix yields its core. A conference matrix is said to be skewsymmetric if $\mathbf{C}=-\mathbf{C}^{\prime}$. It is conjectured that a conference matrix $\mathbf{C}$ exists for all $m \equiv 2$ (mod 4) as long as $m-1$ is a sum of two squares. Examples of non-existent conference matrices are the ones of size 2, 34 and 58 . More information about the conference matrices can be found in Section 6.1 of [5].

A large number of conference matrices can be constructed by the single cyclic generators. Table 2 displays two generating vectors for the conference matrices with $m \leq 32$. To generate the conference matrix for $m=8$, for example, we use the generating vector $(0++-+--)$ to generate its core and then augment it with 0 in the ( 1,1 ) entry, -1 in the remaining entries of the first row, and +1 in the remaining entries in the first column. Note that if we replace the first element of this generating vector, i.e. 0 by +1 , we have the generating vector for the PBD with eight runs.

Table 3 displays the conference matrices for $m=6,8,10,12,14,16,26$ and 28. Note that, the conference matrices for $m=10,16,26$ and 28 cannot be generated by the cyclic generators. Unlike conference matrices of order $m=10,16,26$ and 28 in [6], the numbers of 1's and -1 's in each column from 2 to $m$ differ by only one. A conference matrix of order $2 m$ can be constructed from a conference matrix of order $m$ by the following equation:

$$
\left(\begin{array}{cc}
\mathbf{C} & -(\mathbf{C}+\mathbf{I})^{\prime}  \tag{1}\\
\mathbf{C}+\mathbf{I} & \mathbf{C}^{\prime}
\end{array}\right)
$$

Here, $\mathbf{C}$ in (1) is a conference matrix of order $m$, and $\mathbf{I}$ is the identity matrix. We use (1) to construct the conference matrix of order 16 in Table 3 from the conference matrix of order 8 in this table.


Table 2.
Generating vectors for conference matrices with $m \leq 32$.

One of the most popular use of the conference matrices is to construct definitive screening designs (DSDs), which are the 3-level designs introduced in [7] for studying quantitative factors. The design matrix $\mathbf{D}$ for a DSD can be written as:

$$
\left(\begin{array}{r}
\mathrm{C}  \tag{2}\\
0 \\
-\mathrm{C}
\end{array}\right)
$$

where $\mathbf{C}$ is a constituent $m \times m(0, \pm 1)$-matrix with zero diagonal, $-C$ is the foldover fraction of $\mathbf{C}$, and $\mathbf{0}$ is a row vector of 0 's. Note that $\mathbf{0}$ can contain more than one row vector of 0's.

The model for a 3-level screening design such as a DSD is:

$$
\begin{equation*}
\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\varepsilon \tag{3}
\end{equation*}
$$

where $\mathbf{y}$ is the response vector; $\mathbf{X}$ is the model matrix of size $n \times p$ with $p=1+2 m+\binom{m}{2} ; \boldsymbol{\beta}$ 's is the vector of parameters to be estimated; $\boldsymbol{\varepsilon}$ is the error vector with components assumed to be independent and identically distributed (iid) $\mathrm{N}\left(0, \sigma^{2}\right)$. Let $d_{u i},(u=1, \ldots, n ; i=1, \ldots, m)$ be the entry in the $u$ th row and $i$ th column of the design matrix $\mathbf{D}$. The $u$ th row of $\mathbf{X}$ can be written as $\left(1, d_{u 1}, \ldots, d_{u m}, d_{u 1}^{2}, \ldots, d_{u m}^{2}, d_{u 1} d_{u 2}, \ldots, d_{u(m-1)} d_{u m}\right)$. The terms in each vector correspond to the intercept, MEs, quadratic effects (QEs) and 2FIs.

DSDs have the following desirable properties:
i. The design is mean orthogonal;
ii. The number of runs is $n=2 m+1$, i.e. saturated for estimating the intercept, $m$ MEs and $m$ QEs;


Table 3.
Conference matrices for $\mathrm{m}=6,8,10,12,14,16$ and 28 .
iii. If a conference matrix (or some columns of a conference matrix) is used for $\mathbf{C}$ in (2), the constructed DSD is also orthogonal for MEs [6, 9, 10];
iv. Unlike the resolution III FFDs, the MEs are orthogonal to all 2FIs;
v. Unlike the resolution IV FFDs, 2FIs are not fully aliased with one another;
vi. The number of runs for DSDs are more flexible than the ones for resolution IV FFDs. Unlike the former, the latter should be a $2^{k},(k \geq 2)$.

An application of a DSD to decolourization of an azo dye on boron-doped diamond electrodes is given in [8].

## 3. Discussion

The suggested alternative design for the $2_{\text {III }}^{15-11}$ FFD used in the PK experiment is presented in Table 4(a). This design contains columns 2-16 of the conference matrix of order 16 in Table 3 and a row of 0's. The $2_{\text {III }}^{15-11}$ FFD has 16 runs, and the suggested alternative has 17 runs. This type of saturated or near-saturated designs is used when the experimental resource is expensive.

To have a complete picture of the aliasing patterns of the PK design and the suggested one, we show the correlation cell plots (CCPs) of the two designs Figure 1(a) and (b). These CCPs, proposed by [7], display the magnitude of the correlation (in terms of the absolute values) between $m$ MEs and $\binom{m}{2}$ 2FIs in screening designs. The colour of each cell ranges from white (no correlation) to dark (correlation of 1, which means full aliases). It can be seen that while the cells in CCP for the FFD in Figure 1(a) are either white or
(a)

| A | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{D}$ | $\mathbf{E}$ | $\mathbf{F}$ | $\mathbf{G}$ | $\mathbf{H}$ | $\mathbf{I}$ | $\mathbf{J}$ | $\mathbf{K}$ | $\mathbf{L}$ | $\mathbf{M}$ | $\mathbf{N}$ | $\mathbf{O}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 |
| 0 | 1 | 1 | -1 | 1 | -1 | -1 | 1 | -1 | 1 | 1 | -1 | 1 | -1 | -1 |
| -1 | 0 | 1 | 1 | -1 | 1 | -1 | 1 | -1 | -1 | 1 | 1 | -1 | 1 | -1 |
| -1 | -1 | 0 | 1 | 1 | -1 | 1 | 1 | -1 | -1 | -1 | 1 | 1 | -1 | 1 |
| 1 | -1 | -1 | 0 | 1 | 1 | -1 | 1 | 1 | -1 | -1 | -1 | 1 | 1 | -1 |
| -1 | 1 | -1 | -1 | 0 | 1 | 1 | 1 | -1 | 1 | -1 | -1 | -1 | 1 | 1 |
| 1 | -1 | 1 | -1 | -1 | 0 | 1 | 1 | 1 | -1 | 1 | -1 | -1 | -1 | 1 |
| 1 | 1 | -1 | 1 | -1 | -1 | 0 | 1 | 1 | 1 | -1 | 1 | -1 | -1 | -1 |
| -1 | -1 | -1 | -1 | -1 | -1 | -1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | -1 | 1 | -1 | -1 | -1 | 0 | -1 | -1 | 1 | -1 | 1 | 1 |
| -1 | 1 | 1 | 1 | -1 | 1 | -1 | -1 | 1 | 0 | -1 | -1 | 1 | -1 | 1 |
| -1 | -1 | 1 | 1 | 1 | -1 | 1 | -1 | 1 | 1 | 0 | -1 | -1 | 1 | -1 |
| 1 | -1 | -1 | 1 | 1 | 1 | -1 | -1 | -1 | 1 | 1 | 0 | -1 | -1 | 1 |
| -1 | 1 | -1 | -1 | 1 | 1 | 1 | -1 | 1 | -1 | 1 | 1 | 0 | -1 | -1 |
| 1 | -1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 | 1 | -1 | 1 | 1 | 0 | -1 |
| 1 | 1 | -1 | 1 | -1 | -1 | 1 | -1 | -1 | -1 | 1 | -1 | 1 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

(b)

| A | $\mathbf{B}$ | $\mathbf{C}$ | $\mathbf{D}$ | $\mathbf{E}$ | $\mathbf{F}$ | $\mathbf{G}$ | $\mathbf{H}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0 | -1 | -1 | -1 | -1 | -1 | -1 | -1 |
| 1 | 0 | 1 | 1 | -1 | 1 | -1 | -1 |
| 1 | -1 | 0 | 1 | 1 | -1 | 1 | -1 |
| 1 | -1 | -1 | 0 | 1 | 1 | -1 | 1 |
| 1 | 1 | -1 | -1 | 0 | 1 | 1 | -1 |
| 1 | -1 | 1 | -1 | -1 | 0 | 1 | 1 |
| 1 | 1 | -1 | 1 | -1 | -1 | 0 | 1 |
| 1 | 1 | 1 | -1 | 1 | -1 | -1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| -1 | 0 | -1 | -1 | 1 | -1 | 1 | 1 |
| -1 | 1 | 0 | -1 | -1 | 1 | -1 | 1 |
| -1 | 1 | 1 | 0 | -1 | -1 | 1 | -1 |
| -1 | -1 | 1 | 1 | 0 | -1 | -1 | 1 |
| -1 | 1 | -1 | 1 | 1 | 0 | -1 | -1 |
| -1 | -1 | 1 | -1 | 1 | 1 | 0 | -1 |
| -1 | -1 | -1 | 1 | -1 | 1 | 1 | 0 |

Table 4.
(a) Suggested design for Poorna \& Kulkarni's $2^{15-11}$ experiment, (b) Suggested design for Yao et al.'s $2^{8-4}$ experiment.


Figure 1.
CCPs for (a) a $2_{\text {III }}^{15-11}$ FFD used in the Poorna \& Kulkarni's experiment and (b) a suggested design for 15 factors in 17 runs in (Table 4(a)).
dark, there are no dark cells in the suggested design in Figure 1(b), meaning none of the MEs (or 2FIs) are fully aliased with the other 2FIs. Altogether, there are 420 dark cells (which represent full aliases) in the upper/lower diagonal portion of the CCP in Figure 1 (a): 105 between the MEs and 2FIs, and 350 among the 2FIs.

Although the first-order D-efficiency of the $2_{\text {III }}^{15-11} \mathrm{FFD}$ is higher than that of the suggested design (1 vs. 0.886), and there is a small correlation among the MEs of the suggested design $(|r|=0.004)$, there are at least three reasons for the researchers to choose the latter:
i. Like the resolution III FFD or the PBD, the half fraction of a 3-level DSD might give researchers conclusions similar to the one obtained when the full DSD is used. Consider the data given in Table 2 in [8] collected from a DSD for 9 factors in 21 runs (one run is a centre run). Analysing the data using the main-effects model, we found two factors 2 and 3 significant at $10 \%$ level and two factors 7 and 8 significant at $1 \%$ level with the adjusted $R^{2}=0.6775$. Repeating the analysis with the first half fraction of the design (runs with odd order number) plus the centre run, we found three factors 2,3 , and 4 significant at $10 \%$ level and two factors 7 and 8 significant at $5 \%$ level with the adjusted $R^{2}=0.9875$.
ii. The experiment is conducted in stages, and in the first stage, the design is a half fraction of a 3-level DSD and not of the one of a 2-level FFD of resolution IV. In the second stage, the fraction is the foldover of the first half fraction.
iii. The researchers do not wish to use designs with full aliases between MEs and 2 FIs and among 2FIs.

The suggested alternative design for the $2_{\mathrm{IV}}^{8-4} \mathrm{FFD}$ is the DSD in Table 4(b). This DSD is constructed by Eq. (2) with $C$ being the conference matrix of order 8 in Table 3. The CCPs of the $2_{\mathrm{IV}}^{8-4}$ FFD and the DSD are in Figure 2(a) and (b), respectively. As expected, both CCPs show that the MEs are orthogonal to the 2FIs. There are 42 dark cells (which represent full aliases between the 2FIs) in the upper/lower diagonal portion


Figure 2.
CCPs for (a) a $2_{\mathrm{IV}}^{8-4}$ FFD used in Yao's experiment and (b) a DSD for eight factors in 17 runs (Table 4(b)).
of the CCP in Figure 2(a). Unlike the CCP for the $2_{\mathrm{IV}}^{8-4} \mathrm{FFD}$ in Figure 1(a), the one for the DSD in Figure 2(b) shows that none of the 2FIs is fully aliased with the other 2FIs.

The reasons for using a DSD instead of a resolution IV FFD are mentioned in the previous section. Unlike resolution IV FFDs, DSDs can also estimate $m$ QEs (in addition to the intercept and $m$ MEs). Also, QEs are orthogonal to MEs and not fully aliased with 2FIs.

Up to this point, we have been discussing conference matrix-based designs when all factors are quantitative. When there are $m_{3} 3$-level factors and $m_{2} 2$-level factors, i.e. qualitative or categorical factors, we select $m_{3}+m_{2}$ columns from $m$ columns of a conference matrix and then change 0's to 1's in the last $m_{2}$ columns. The $u$ th row of the model matrix $\mathbf{X}$ in (3) is now written as
$\left(1, d_{u 1}, \ldots, d_{u\left(m_{3}+m_{2}\right)}, d_{u 1}^{2}, \ldots, d_{u\left(m_{3}+m_{2}\right)}^{2}, d_{u 1} d_{u 2}, \ldots, d_{u\left(m_{3}+m_{2}-1\right)} d_{u\left(m_{3}+m_{2}\right)}\right)$.
Let $C^{*}$ be the matrix formed by these columns, the final design is of the form:

$$
\begin{equation*}
\binom{\mathbf{C}^{*}}{-\mathbf{C}^{*}} \tag{4}
\end{equation*}
$$

This simple method of constructing conference matrix-based designs with mixedlevel was mentioned in [11]. Another method of constructing this type of design was discussed in [12]. When there are more 2-level factors than 3-level ones, the readers are encouraged to use the Hadamard matrix-based designs discussed in [13]. Note that when there is a need to block a design into two blocks, one of the 2-level factors can be used as a blocking factor. When there is a need to block a design into three or more blocks or when there is more than one blocking factor, readers are encouraged to refer to [14].

## 4. Conclusions

This chapter advocates the use of conference matrix-based designs for screening experiments when the factors are quantitative. For these experiments, a number of
quantitative factors have to be studied, but only a few of them is expected to be important. In the past, popular designs for this type of experiment are PBDs and 2-level regular FFDs of resolution III and IV. Conference matrix-based designs, unlike the mentioned popular designs, cannot be analysed by hand-calculators. Nowadays, this is not an issue as most data analysis can be done on computers.

Data from experiments using conference matrix-based designs discussed in this paper can be analysed by more advanced statistical methods such as subset or step-wise regression.

Additional use of conference matrices in screening experiments can be found in [15].

The link for the matrices in Tables 2 and $\mathbf{3}$ is at https://designcomputing.net/ Cmatrices/.
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