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Abstract
This paper presents the design of Networked Control Systems (NCS) for pipeline systems. NCS plays an important role in 

controlling and monitoring large-scale systems such as pipeline systems. To implement the NCS, one must derive the pipe model 
and consider the network communication constraints. Here, the pipeline model is divided into two sections for simplicity. For  
example, in a long pipeline system, one can use a higher number of sections in order to give a better result for the analysis. 
Then let’s consider a networked-induced delay as the network communication constraint. The discretize pipe dynamics model 
is derived to support the NCS scheme in the pipeline system. The stability analysis of the proposed NCS is derived by taking 
into account the small and the large networked-induced delay. Then the optimal LQR control is designed for both stabilizing and 
tracking. The stability region of the pipeline system in the NCS scheme with networked-induced delay is derived and depicted to 
provide stability information. The design of the proposed controller under network constraint (networked-induced delay) must 
consider the stability plot that is divided into the stable region and unstable region. In this research, let’s assume that it is pos-
sible to measure the exact time delay and then consider the allowable sampling time for the controller. The proposed controller 
is designed by considering the NCS scheme with time delay both for regulator and tracking problems. By using the proposed 
controller, the pipeline system can be controlled in the presence of network-induced delay, which commonly occurs in a distri
buted system. The simulation verifies the stability analysis of the proposed optimal control for the pipeline systems with the NCS 
scheme under networked induced delay.

Keywords: networked control systems, optimal control, fluid flow control, pipe system, delay analysis.

DOI: 10.21303/2461-4262.2022.002469

1. Introduction
The exponential development and research in communication technologies allow users to 

send a large amount of information in a short time. This advancement makes the implementation of 
NCS more feasible and profitable. In case the sensors, actuators, and controllers in a control loop 
are coordinated by the exchange of information over a communication network, it can be classi-
fied as NCS [1, 2]. NCS can be found in many technological areas such as underwater unmanned  
vehicle [3], platoon vehicles [4], smart grids [5], transportation [6, 7], distributed robot system [8], 
and many other applications. 

In the oil and gas sector, monitoring and controlling pipeline and remote facilities are cri
tical objectives that need to be achieved [9, 10]. Oil and gas facilities are large-scale engineering 
systems in which monitoring and control functions are required for their safe and economical  
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operation, i.e. leak detection [11]. The leak detection method is based on the dynamic modeling of the 
fluid in a pipe. The measured flow and simulated flow were than compared to identify the leakage.

Since the nature of the systems is geographically distributed, NCS plays an important role 
in achieving the objective of oil and gas facilities efficiently. The challenges for implementing 
the NCS in the oil and gas facilities are the stability analysis in the presence of network commu-
nication constraints. These constraints can be random sampling intervals [12], varying commu-
nication delays [13], packet dropout and quantization [14], and security issues [15, 16]. The aim 
of this research is to assess the NCS scheme in a pipeline system under the network communi-
cation constraint using numerical simulation. Using predefined networked induced delay, short 
and long delay, let’s measure the limit of the allowable networked induced delay, which leads to  
a stable closed-loop system.

The main contribution of this paper is the design of optimal control LQR for a pipeline 
system where the NCS structure with networked-induced delay is considered. Additionally, the 
stability region of the LQR control for the short and long delay is derived for regulator problem 
and tracking problem. The numerical analysis of the allowable networked-induced delay and the 
sampling time of the controller is using MATLAB.

2. Materials and methods
This section discusses the fluid dynamics, the design of the optimal controller LQR, and the 

stability of the proposed controller in the presence of networked-induced delay.
Fluid Dynamics in Pipeline System. The fluid dynamics in a pipe can be derived by using 

the water hammer equation [17]. The following equation shows the flow and the pressure dynamics 
in partial differential equation:
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where Q is the liquid flow rate m s ,3( )  P is the pressure head (m), t is time coordinate (s), z is the 
space coordinate (m), A is cross-sectional area of the pipe m s2( ), vs is the speed of sound m s( ),  
g is the gravitational constant m s ,2( )  D is the diameter of pipe (m), and f is the frictional coeffi-
cient (non-dimensional). In the purpose of monitoring, the pipe may be discretized in space that 
is divided into N  sections. Let’s note that, the pipe with length L must be divided into N sections 
of uniform size. Thus, it is possible to modify (1) in discretize form:

	
δ
δ
Q

t
Ag

P P

z z

fQ Q

DA
i i

i i

i i i= −
−
−

−−

−

1

1 2
;  

δ
δ
P

t

v

gA

Q Q

z z
s i i

i i
= −

−
−

+

+

2
1

1
, 	 (2)

where i is the index of the pipeline section, let’s assume piping with two sections to facilitate  
the proposed NCS scheme for the pipeline systems. Fig. 1 shows the pipeline system which divi
ded into two sections.

Fig. 1. Pipeline system with 2 sections

In Fig. 1, the sensors and actuators in i is divided by length δz = zi+1−zi. The length δz can  
be quite long for a pipeline system where wired communication could be inefficient. By the con
sideration mentioned above, there are the dynamic equations of pipe systems for N = 2:
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Here, let’s linearize the flow rate dynamics by assuming the |Q2| and |Q3| are constant with 
predefined value of C0. Then the dynamics in (3) can be written in the state-space form:

x t Ax t Bu t( ) = ( ) + ( ),

	 y t Cx t( ) = ( ), 	 (4)

as follows:
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where A is the dynamic matrix of the pipeline system, B is the input matrix of the pipeline system, 
and C is the considered output matrix. The constants are defined as follows:
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LQR Control. Here, let’s design the discrete-time optimal control LQR for continuous-time 
system. The stability analysis of the NCS requires the state-feedback control gains to be defined. 
One can use any state-feedback control that provides the constant state-feedback gains such as 
pole-placement, LQR, etc. Here, the LQR control is used to give the optimal solution by minimiz-
ing the cost function:

	 J x t Qx t u t Ru t tT T ,= ( ) ( ) + ( ) ( )( )∞
∫0

d 	 (6)

where J is the cost function, Q is the weighting matrix related to the performance or states, R is 
the weighting matrix related to the effort given to the system. In regulator problem, the control  
law u(t) of the LQR control satisfies:

	 u t Kx t( ) = − ( ),	 (7)

where K is the optimal state-feedback gain. It is known that the optimal gain K can be defined as:
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	 K R B PT= −1 , 	 (8)

where the matrix P is a positive symmetric definite matrix, P = PT > 0, that satisfies the Algebraic 
Riccati Equation:

	 A P PA Q PBR B PT T+ + − =−1 0.	 (9)

Additionally, in tracking problem, the purpose of the LQR control is to give the optimal 
solution that makes the output of the system to be equal to the reference, y(t) equal to r(t) as 
time goes to infinity. Thus, the control law u(t) in equation (6) must be modified by adding pre- 
compensation gain Kf:

	 u t Kx t K r tf( ) = − ( ) + ( ), 	 (10)

where the pre-compensation gain satisfies:

	 K C sI A BK Bf = − −( )( )( )− −1 1

.	 (11)

By assuming the system’s parameter is known, the pre-compensation gain Kf can be derived. 
Fig. 2 shows the proposed LQR control structure in the non-NCS scheme.

Here, let’s assume the measurement of the entire states x(k) = y(k) In line with [18], the sen-
sor works in a time-driven mode, while the actuator and controller work in an event-driven fashion. 
In the regulator problem and the tracking problem, the reference r(t) satisfies r(t) = 0 and r(t)≠0, 
respectively. Let’s note that the controller receives the measurement of the state from the system 
only at sampling instant tk = kh where h is the sampling time. By the consideration above, there are 
a discrete-time controller and continuous-time pipeline systems. Thus the optimal state-feedback 
gain must be designed in a discrete-time fashion:

	 K R Pd d= −1Γ , 	 (12)

where the Gamma is the input matrix of the system with sampling time h that satisfies Γ = ∫0

h Ase sBd , 
and the matrix Pd is a positive symmetric definite matrix, P Pd d

T= > 0, that satisfies the Alge
braic Riccati Equation:

	 Φ Φ Γ ΓT
d d d

T
dP P Q P R P+ + − =−1 0,	 (13)

where Phi is the dynamic matrix of the system with sampling time h that satisfies Φ = eAh . 

Fig. 2. Linear Quadratic Regulator structure with discrete-time controller  
and continuous-time system
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Then the pre-compensation gain defined in equation (11) now defined as:

	 K C sI A BK Bfd d= − −( )( )( )− −1 1

. 	 (14)

Networked Control System. In the NCS, the controller components are separated by a net-
work that caused a system to affect by networked induced delay. These delays are usually defined 
as the sensor-to-controller delay (tausc) and the controller-to-actuator delay (tauca). Both of (tausc) 
and (tauca) are represented as (tau). Fig. 3 shows the NCS overview of the proposed LQR control 
for the pipeline system.

Fig. 3. Network Control System overview of Linear Quadratic Regulator controller  
of pipeline system

The discrete-time controller and continuous-time pipeline systems can be defined as:

� �x t Ax t Bu t( ) = ( ) + ( ),

	 u t uk
 ( ) = , 	 (15)

where uk is the delayed discrete-time input corresponding to the measurement data at sampling 
instant sk. Then the stability analysis of the proposed controller is derived in the NCS model with 
short and long delays. The proposed NCS model is in line with the NCS model derived in [13, 19].

In the short delay case, let’s assume the networked-induced delay is smaller than the sam-
pling time, tau in the following range [0, h]. The open-loop discrete-time NCS model with sampling 
time h can be derived from equation (15) that leads to the following NCS model with a short delay:
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By defining the NCS model state ξs
T

k
T

k
T

x u=  −1 , and the control law in equation (6) (re
gulator problem), let’s obtain the closed-loop discrete-time NCS model:
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where

A
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The tracking problem of LQR controller with control law (10) following the same proce-
dure, and note that the stability analysis is only dependent on the dynamic matrix with short de-
lay As. Keep in mind that the dimension of the matrix As depends on the size of the matrix A and B.

Let’s assume the networked-induced delay greater than the sampling time in the long 
delay case, tau in the following range [h, 2h]. Thus the sampling interval [sk, sk+1] will be af-
fected by the delayed control input uk–2 and uk–1. The open-loop discrete-time NCS model with 
sampling time h can be derived from equation (15) which leads to the following NCS model  
with a long delay:
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then it is possible to rewrite the equation (18) in the following form:
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where taud is the difference between the delay time and sampling time, taud = tau–h, and 
sigma = sk+1−sk is the difference of sampling interval. By defining the NCS model state 
ξl

T
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T
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T
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T
x u u=  − −2 1 , and the control law in equation (7) (regulator problem), let’s obtain the 

closed-loop discrete-time NCS model:
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is the dynamic matrix with long delay. Now, the stability analysis can be derived from dyna
mic matrices As and Al by checking the eigenvalues inside the unit circle. In the case of time  
delay > 2h, the same procedure can be derived where extra state must be added in the state.

3. Results and discussion
This section will show the proposed LQR control simulation results for the pipeline sys-

tem in the NCS scheme with networked induced delay. Under the proposed NCS scheme, let’s 
assess the allowable limit of networked-induced delay and the permissible sampling time for the 
controller. To achieve the research objective, first, let’s create the dynamics model of the pipeline 
system, then implement the optimal control LQR, and finally, change the control system struc-
ture to align with the NCS scheme. To define the dynamics model of the pipeline system, let’s 
use the following Pipeline system parameters described in Table 1.
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Table 1
Pipeline Parameters

Parameter Value
f 1
D 0.6096 (m)
g 9.8 (m/s2)
vs 343 (m/s)

zi+1–zi 200 (m)

Let’s choose the weighting matrices Q and R:

	 Q =



















1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

; R =










100 0

0 100
. 	 (21)

It is possible to use any positive definite Q and R for the numerical simulation, but in prac-
tice, one must consider the input saturation, such as the control valve signal. In this case let’s choose 
the Q and R matrices that gives slow transient response for better representation. The optimum  
gain Kd is calculated by using ARE (12):

	 Kd =
− −

−





0 0092 0 3194 0 0026 0 0916

0 0003 0 0865 0 0018 0 0868

. . . .

. . . . 
 ,	 (22)

and the pre-compensation gain Kfd is calculated by using equation (14):

	 K fd =
−











0 0118 4 2056

1 0021 392 8842

. .

. .
. 	 (23)

Fig. 4 shows the stability region for the NCS for both short and long networked in-
duced  delay. Two cases are considered by defining time delay taua and taub depicted with the  
red circle in Fig. 4.

Fig. 4. Stability plot region of the Network Control System  
with short and long delay
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In first case (Fig. 4, taua), let’s consider the time delay taua that is equal to 40 % of sam-
pling time h = 500 ms. Fig. 5, 6 show the states response of LQR regulator problem and tracking 
problem respectively.

It can be seen in Fig. 5 that all states response goes to zero which verify the stability region 
analysis in Fig. 4. In Fig. 6 it can be seen that the outputs y1(t) and y2(t) is equal to the reference 
signal r1(t) = 0.5 and r2(t) = 0.5.

In second case (Fig. 4, taub), let’s consider the time delay taub that is equal to 60 % of sam-
pling time h = 500 ms. Fig. 7, 8 show the states response of LQR regulator problem and tracking 
problem respectively.

Fig. 5. Regulator problem of Linear Quadratic Regulator control in Network Control System  
with networked-induced delay taua

Fig. 6. Tracking problem of Linear Quadratic Regulator control in Network Control System  
with networked-induced delay taua

Fig. 7. Regulator problem of Linear Quadratic Regulator control in Network Control System  
with networked-induced delay taub
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Fig. 8. Tracking problem of Linear Quadratic Regulator control in Network Control System  
with networked-induced delay taub

It can be seen in Fig. 7, 8 that the states go to infinity for both regulator and tracking problems. 
Thus Fig. 5−8 verify the stable and unstable region in the stability region analysis in Fig. 4. The 
objective of this research is summarized in Fig. 4, which shows the limit of the allowable net-
worked induced delay of NCS in a pipeline system. In practice, one must choose the point far from 
the unstable area in Fig. 4 and consider the input saturation, such as valve opening. In the presence 
of uncertain time delay, the more advanced control must be considered, i.e. adaptive control. Future 
work will include the design of NCS with networked constraints where the controller gain changing 
by time, adaptive control, to handle the uncertain networked induced delay [20], and the design  
of decentralized MPC in NCS scheme [21].

4. Conclusions
This work showed the stability analysis of the LQR optimal control in pipeline system where 

the NCS scheme is considered with network induced time delay, short and long time delay. The sta-
bility region is derived and verified where the sampling time range between 0–1000 ms and the time 
delay in the range of 0–200 %. It is also shown that the regulator and tracking problem of LQR con-
trol of the pipeline system satisfies the derived stability region of NCS with networked-induced de-
lay. The numerical simulation was carried out to verify the stability analysis of NCS with networked 
induced delay. To achieve a better transient response, one can tune the weighting matrix Q and R.
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