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Abstract— We present tight yet tractable approximations and1

bounds for the ergodic capacity of any communication system2

in the form of a weighted sum of logarithmic functions, with3

the focus on the Nakagami and lognormal distributions that4

represent key building blocks for more complicated systems.5

A minimax optimization technique is developed to derive their6

coefficients resulting in uniform absolute or relative error. These7

approximations and bounds constitute a powerful tool for the8

statistical performance analysis as they enable the evaluation9

of the ergodic capacity of various communication systems that10

experience small-scale fading together with the lognormal shad-11

owing effect and allow for simplifying the complicated integrals12

encountered when evaluating the ergodic capacity in different13

communication scenarios. Simple and tight closed-form solutions14

for the ergodic capacity of many classic and timely application15

examples are derived using the logarithmic approximations. The16

high accuracy of the proposed approximations is verified by17

numerical comparisons with existing approximations and with18

those obtained directly from numerical integration methods.19

Index Terms— Ergodic capacity, minimax approximation,20

bounds, performance analysis, fading distributions.21

I. INTRODUCTION22

ERGODIC capacity is an important measure for analyzing23

the performance of different communication systems [1].24

It specifies the maximum transmission rate of reliable com-25

munication that can be achieved over time-varying channels.26

Specific formulations of ergodic capacity can be referred to as27

capacity integrals based on the way how they are found by28

calculating the expectation of instantaneous channel capacity29

using probability density functions (PDFs) that model fad-30

ing. Establishing closed-form expressions for ergodic capacity31

is of great importance in communication theory since they32

enable us to gain scientific understanding of the behavior of33

communication systems and the effect of their parameters34

on the performance. In this area, our research work aims35
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at facilitating the statistical performance analysis of wireless 36

systems by developing novel mathematical tools that build 37

upon the following general result in this article. 38

Proposition 1: For any wireless system with instantaneous 39

capacity C � log2 (1 + γeff) conditioned on fading states, 40

where γeff � 2C − 1 denotes effective (not necessarily actual) 41

signal-to-noise ratio (SNR) with average γ̄eff � E [γeff], 42

the ergodic capacity can be approximated with arbitrary 43

accuracy as 44

C̄ � E[C] ≈
N�

n=1

an log2 (1 + bn γ̄eff) (1) 45

by choosing the coefficients {(an, bn)}N
n=1 appropriately. 46

Proof: See Appendix A. 47

One will instantly notice that the generic approximation (1) 48

is a weighted sum of the Shannon capacities of basic static 49

additive white Gaussian noise (AWGN) channels. In other 50

words, the greatness of Proposition 1 is that it proves that any 51

system with fading channels is in terms of capacity equivalent 52

to a system (cf. Fig. 1), wherein a scheduler employs randomly 53

one of N + 1 parallel static channels for the transmission of 54

each data block:1 Channel n, n = 1, 2, . . . , N , having SNR of 55

bnγ̄eff is chosen with probability an and Channel 0 represents 56

a completely blocked channel (b0 = 0), i.e., an outage event 57

takes place with remaining probability a0 = 1 −�N
n=1 an. 58

While Proposition 1 is powerful in proving the general 59

existence of the approximation (1) for the ergodic capacity 60

of any wireless system at large, it is not so applicable as 61

an actual approximation for any specific system. This is 62

because, firstly, the coefficients an, n = 1, 2, . . . , N , are in 63

the direct application computed from the PDF of C, which 64

is typically not derived explicitly in statistical performance 65

analysis, and it may be cumbersome or even impossible to 66

express. Secondly and more importantly, when choosing the 67

coefficients from the Riemann sum according to the proof, the 68

resulting approximations are inefficient, because a very large 69

number of logarithmic terms are needed for adequate accuracy. 70

In this paper, we aim to evolve Proposition 1 into a useful, 71

efficient tool in two ways. Firstly, we develop a system- 72

atic methodology to optimize coefficients {(an, bn)}N
n=1 to 73

approximate any communication system’s ergodic capacity 74

1An alternative interpretation is a scheduler that employs the parallel chan-
nels sequentially for data blocks with relative durations an, n = 0, 1, . . . , N .
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Fig. 1. Interpretation of the ergodic capacity of any communication system
as a scheduler which randomly employs one of the parallel static channels
when transmitting data blocks.

C̄ = C(1/γ̄eff)/ loge(2) that can be expressed with the75

generic function C(·) of some open or closed form. Secondly,76

we implement the presented optimization methodology to77

find {(an, bn)}N
n=1 explicitly under Nakagami and lognormal78

fading (when C(·) becomes Cm(·), the ‘Nakagami capacity79

integral’, or Cσ(·), the ‘lognormal capacity integral’) and show80

how to use them as building blocks for the capacity analysis81

of complex systems that manifest them in intermediate steps.82

A. Related Works83

Capacity integrals have been investigated extensively in the84

literature for countless transmission systems under various85

assumptions on transmitter and receiver channel knowledge86

and over different fading distributions [2], [3], [4], [5], [6],87

[7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17],88

[18]. In [2], [3], [4], [5], [6], [7], [8], [9], [10], [11],89

and [12], the ergodic capacity over Rayleigh fading is90

evaluated for single-antenna systems and multi-antenna sys-91

tems — namely, multiple-input single-output (MISO),92

single-input multiple-output (SIMO), and multiple-input93

multiple-output (MIMO) — for correlated or non-correlated94

channels and different combining techniques at the receiver.95

Moreover, the ergodic capacity for single-antenna and multi-96

antenna systems with non-correlated channels is evaluated over97

Nakagami fading in [13] and [14] and over Rician fading98

in [15], [17], and [16]. The ergodic capacity under κ − μ99

fading is derived in [18].100

Generally, the precise ergodic capacity expressions are101

difficult to express in analytical forms. This has motivated the102

work toward deriving approximations and bounds for capacity103

integrals [19], [20], [21], [22], [23], [24], [25]. They are104

also needed among many other purposes for optimal power105

allocation and network design. In particular, the authors in [19]106

present a lower bound for the capacity integral of MIMO 107

Rayleigh channels with frequency-selective fading and/or 108

channel correlation, together with an asymptotic approxima- 109

tion of the ergodic capacity over flat fading. Other asymptotic 110

results are derived in [20] for specific multi-antenna scenarios 111

with the channel knowledge at the receiver at first, and then 112

at the transmitter as well. 113

In [21], more generic expressions for bounding the ergodic 114

capacity are presented. In [22], two less accurate yet tractable 115

approximations that enable the development of analytical 116

resource allocation strategies in Rayleigh MIMO systems 117

are derived. The authors in [23] propose two simple yet 118

accurate approximations for the ergodic capacity in the low- 119

SNR region. Closed-form bounds for the ergodic capacity in 120

dual-hop fixed-gain amplify and forward relay networks are 121

proposed in [24] over Rayleigh fading channels, and in [25] 122

over Nakagami fading channels. 123

In addition to the small-scale fading, the ergodic capacity 124

is also investigated under the shadowing effect that is usually 125

modeled by the lognormal distribution. The ergodic capacity 126

of communication systems under lognormal fading channels 127

does not admit a closed-form expression. Therefore, several 128

approximations and bounds have been proposed to express 129

it in terms of analytical functions [26], [27], [28], [29], 130

[30]. The very first lower and upper bounds for evaluating 131

the ergodic capacity over lognormal fading channels were 132

presented in [26], resulting in simple yet loose bounds for 133

lower values of SNR. 134

Other approximations were later developed in [27] and [28] 135

for single-input single-output (SISO) systems and the results 136

were also generalized to approximate the capacity of diversity 137

combining techniques with or without channel correlation, 138

based on the fact that the sum of lognormal random variables 139

can be well approximated by an equivalent lognormal one. 140

In [29], a tight approximation for the lognormal capacity 141

integral is presented and investigated for SISO and MIMO 142

indoor ultra-wideband systems. The authors in [30] derive 143

closed-form approximations for the capacity integral of various 144

adaptive transmission schemes under lognormal distribution. 145

B. Contributions and Organization of the Paper 146

The unified fundamental tool, i.e., (1), contributed in this 147

article enables the accurate evaluation of ergodic capacity 148

in any communication system at large in the form of the 149

weighted sum of logarithmic functions. It requires optimizing 150

the corresponding coefficients so that they work as highly 151

efficient replacements for those obtained from the numer- 152

ical methods such as the Riemann sum in the proof of 153

Proposition 1. Nevertheless, we also implement the pro- 154

posed approach to offer novel logarithmic approximations 155

and bounds with optimized coefficients specifically for the 156

Nakagami and lognormal capacity integrals. Since these two 157

integrals most frequently appear as building blocks for many 158

more-complex communication systems, this often leads to 159

logarithmic approximations and bounds in the same format 160

of (1) for their capacity expressions. This avoids the need to 161

formulate equivalent methodology and solve the coefficients 162
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specifically for every individual system despite the general163

tool facilitates that too.164

We can summarize the contributions in this paper as follows.165

• We propose a systematic methodology to optimize the166

approximations’ coefficients and obtain the best logarith-167

mic approximations in terms of the minimax absolute168

error for the capacity of any communication system.169

This requires redeveloping the related scheme that we170

previously presented in [31] for error probability analysis,171

which is inherently different from capacity analysis.172

• We implement the optimization methodology on the173

Nakagami-m channel (and over Rayleigh fading as a174

special case thereof) to derive minimax approximations175

for it. Especially, the approximations are valid for any176

value of m, opposing to the exact closed-form expression177

in [13, Eq. 23], which is valid only for its integer values.178

• We show how the optimized approximation of the Nak-179

agami capacity integral can be used as a building block180

to derive the capacity integral of many complicated181

communication systems [2], [3], [4], [5], [6], [7], [8],182

[9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [32],183

[33], [34], [35], [36], [37] and can even often lead to the184

same logarithmic form as an end result.185

• Likewise, we find the optimized coefficients for the186

approximation of the lognormal capacity integral which187

enables the evaluation of the ergodic capacity for various188

communication systems that experience small-scale fad-189

ing together with the lognormal shadowing effect, in the190

form of a sum of logarithmic terms. In particular, for191

a composite lognormal channel, we apply the sum of192

logarithms with its optimized coefficients to approximate193

the ergodic capacity over the small-scale fading channel194

first. The resulting integral has exactly the same form as195

the lognormal capacity integral, which we approximate196

again by the sum of logarithmic functions.197

• We extend the proposed minimax method to find the198

optimized parameters of the logarithmic approximation199

in terms of the relative error. We also extend it to find200

new logarithmic lower and upper bounds with optimized201

parameters in terms of both error measures.202

We validate the aforementioned contributions with an exten-203

sive set of application examples that demonstrate the wide204

range of applicability of the proposed approximations. We fur-205

ther illustrate their high accuracy by numerical comparisons206

with other existing approximations or those obtained by207

numerical integration methods. In fact, their accuracy is so208

high that they can be considered to be virtually exact in most209

applications while they allow deriving closed-form results in210

cases where exact analysis is considered to be impossible.211

We organize the rest of this paper as follows. Section II212

introduces some needed background information to formulate213

and solve the research problem. The main contribution is pre-214

sented in Section III, where we propose the new methodology215

to acquire tight logarithmic approximations and bounds for216

ergodic capacity at large. In Section IV, a wide range of217

applications are considered and their capacities are evaluated218

in terms of the proposed approximations. In Section V, the219

numerical results demonstrate the high accuracy of the pro- 220

posed approximations compared to other existing and numer- 221

ical ones. Finally, we conclude the paper in the last section. 222

II. PRELIMINARIES 223

In this paper, we shall develop unified approximations and 224

bounds in the format of (1) that apply for the ergodic capacity 225

C̄ = C(1/γ̄eff)/ loge(2) of any communication system, where 226

the generic capacity function C(x) can be of any mathematical 227

form. In most communication systems’ analysis, C(x) can be 228

represented as a capacity integral that calculates the average 229

of C � log2 (1 + γeff) per the following definitions. 230

Definition 1: Given average effective SNR γ̄eff with G � 231

2C−1
γ̄eff

= γeff

γ̄eff
, whose PDF exists and is denoted by fG(·), 232

the ergodic capacity of the corresponding communication 233

system is C̄ = C(1/γ̄eff)/ loge(2) [bit/s/Hz], where the generic 234

capacity integral is defined as 235

C(x) �
�∞
0 loge

�
1 + t

x

�
fG(t) dt. (2) 236

One should note that the generic capacity function C(x) 237

is not necessarily given by the above generic capacity inte- 238

gral when the presented tool is still applicable. Nevertheless, 239

we shall focus on developing the approximations and appli- 240

cations for the following specific integrals, which originate 241

from evaluating (2) for Nakagami (including Rayleigh) and 242

lognormal fading channels. These integrals appear frequently 243

as part of longer expressions or in intermediate calculation 244

steps when analyzing the capacity of more complex wireless 245

systems. 246

Definition 2: Given average SNR γ̄, the ergodic capacity 247

of a Nakagami-m fading channel is C̄ = Cm(1/γ̄)/ loge(2) 248

[bit/s/Hz], where the Nakagami capacity integral is defined as 249

Cm(x) �
� ∞

0

mm

Γ(m)
loge

�
1 +

t

x

�
tm−1 exp(−mt) dt 250

= exp(mx)
m−1�
k=0

Γ(−k,mx) (mx)k, (3) 251

for x > 0 [13, Eqs. 21 and 23] with Γ(ζ, x) = 252�∞
x
tζ−1 exp(−t)dt denoting the upper incomplete gamma 253

function [38, Eq. 6.5.3] and m being the fading parameter; 254

the latter expression is valid for integer values of m only. 255

Substituting m = 1 in the above definition, we obtain the 256

ergodic capacity of a Rayleigh fading channel as a special 257

case as C̄ = C1(1/γ̄)/ loge(2) [bit/s/Hz], where the Rayleigh 258

capacity integral is defined as 259

C1(x) =
� ∞

0

loge

�
1 +

t

x

�
exp(−t) dt 260

= exp(x) E1(x), (4) 261

for x > 0 [2, Eqs. 4 and 5] with E1(x) =
�∞

x exp(−t)/t dt 262

denoting the exponential integral [38, Eq. 5.1.1]. 263

Definition 3: Given average SNR γ̄ = exp(η + σ2

2 ), 264

in which η and σ are the mean and the standard deviation 265

of the corresponding instantaneous SNR’s natural logarithm, 266
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respectively, the ergodic capacity of a lognormal fading chan-267

nel is C̄ = Cσ(1/γ̄)/loge(2) [bit/s/Hz], where the lognormal268

capacity integral is defined as269

Cσ(x) �
� ∞

−∞

1√
π

loge

�
1 +

1
x

exp
�√

2 σ2 t− σ2

2

��
270

× exp(−t2) dt, (5)271

for x > 0 [26, Eq. 29]; this integral does not admit a272

closed-form expression so its approximations are crucial to273

have.274

The Rayleigh capacity integral in (4) admits a sandwich275

bound according to [38, Eq. 5.1.20] as276

1
2

loge

�
1 +

2
x

�
< C1(x) < loge

�
1 +

1
x

�
, (6)277

and any linear combination thereof could be used as an278

obvious, but loose, approximation for the ergodic capacity279

over a Rayleigh fading channel. Inspired by this fact and280

Proposition 1, we develop a family of tractable functions281

C̃(x) �
N�

n=1

an loge

�
1 +

bn
x

�
(7)282

for x > 0, that offer tight approximations and bounds for C(x)283

as C̃(x), for Cm(x) in (3) as C̃m(x) and for Cσ(x) in (5) as284

C̃σ(x) by proper parameter choice. They are directly related to285

Proposition 1 as C̃(1/γ̄eff)/ loge(2) results in the logarithmic286

approximation given in (1). Furthermore, it should be noted287

that all N ! permutations of the parameter set {(an, bn)}N
n=1288

yield an equivalent function, although we always choose the289

canonical (sorted) representation with a1 ≤ a2 ≤ . . . ≤ aN .290

The absolute and relative error functions d(x) and r(x),291

respectively, as well as their first-order derivatives d�(x) and292

r�(x), respectively, are needed in what follows. They are293

defined as294

d(x) � C̃(x) − C(x), (8)295

r(x) � d(x)
C(x)

=
C̃(x)
C(x)

− 1, (9)296

and their derivatives are given by297

d�(x) = C̃�(x) − C�(x), (10)298

r�(x) =
C(x)C̃�(x) − C�(x)C̃(x)

[C(x)]2
, (11)299

for which300

C̃�(x) = −�N
n=1

anbn

(x+bn)x , (12)301

and generally, whenever C(x) is given by (2),302

C�(x) = −
� ∞

0

t

(t+ x)x
fG(t) dt. (13)303

For Nakagami-m and lognormal fading, (13) becomes304

C�
m(x) = −m

x
+mCm(x) +

�exp(mx)
x

305

×
m−1�
k=0

k (mx)kΓ(−k,mx)
	

(14)306

and 307

C�
σ(x) = −

� ∞

−∞

exp (
√

2 σ2t− σ2

2 − t2)
√
π


exp (

√
2 σ2t− σ2

2 ) + x
�
x

dt, (15) 308

respectively. 309

III. NEW LOGARITHMIC APPROXIMATIONS AND BOUNDS 310

Inspired by Proposition 1 and by the table-book bounds 311

restated in (6) for the Rayleigh capacity integral defined in (4), 312

we replace the generic capacity function C(x) as well as the 313

generic, Nakagami and lognormal capacity integrals in (2), 314

(3) and (5), respectively, by a weighted sum of logarithmic 315

functions and design appropriate values for the corresponding 316

coefficients. A possible choice would be to use the numerical 317

coefficients that result from applying the numerical integration 318

rules. However, much higher accuracy can be achieved by 319

optimizing these coefficients in the minimax sense to give 320

the best logarithmic approximations and bounds as will be 321

explained soon. To begin with, we can make two minor but 322

useful observations. 323

Remark 1: An approximation for the exponential integral, 324

E1(x), is directly derived from approximating (4) by (7) as 325

E1(x) ≈ exp(−x)�N
n=1 an loge

�
1 + bn

x



. (16) 326

Thus, the following results are applicable also beyond ergodic 327

capacity analysis and in other fields of science than commu- 328

nication engineering, where the exponential integral occurs. 329

Remark 2: As originally reported in [39], the numerical 330

evaluation of the latter form of the Rayleigh capacity integral 331

in (4) is subject to a severe stability issue. In particular with 332

double-precision floating-point arithmetic, exp(x) overflows 333

and E1(x) underflows whenever x ≥ 740 although their 334

product, C1(x), is finite and of the magnitude of 1/x as shown 335

by [38, Eq. 5.1.19]: 1/(x+ 1) < C1(x) < 1/x for all x > 0. 336

On the other hand, all approximations and bounds according 337

to (7) avoid this stability issue completely. 338

A. Approximations From Numerical Integration 339

As already mentioned, a possible choice for the parameters 340

of (7) can be acquired by applying the Riemann sum method. 341

However, slightly better parameter choice is achieved by 342

applying the various quadrature numerical integration methods 343

which are more direct and efficient to be used than the 344

Riemann sum method. Therefore, the numerical coefficients 345

can be easily found as given in the following three lemmas, for 346

which the common proof given underneath holds for all, and 347

where {tn}N
n=1 are the nodes and {wn}N

n=1 are the quadrature 348

weights of the corresponding numerical integration rule [40]. 349

Lemma 1: The generic capacity integral can be numerically 350

approximated by (7) with its numerical coefficients given as 351

{(an, bn)}N
n=1 = {(wn fG(tn), tn)}N

n=1 . (17) 352

Lemma 2: The Nakagami capacity integral can be 353

numerically approximated as (7) with its numerical 354
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coefficients given as355

{(an, bn)}N
n=1 =

��
wn

mm

Γ(m)
tm−1
n exp(−mtn), tn

��N

n=1

.356

(18)357

Lemma 3: The lognormal capacity integral can be numeri-358

cally approximated as (7) with its numerical coefficients given359

as360

{(an, bn)}N
n=1 =

��
wn√
π

exp(−t2n),361

× exp

√

2 σ2 tn − σ2

2

���N

n=1

.362

(19)363

Proof: Starting from the capacity integral expressions in364

Section II, we implement the quadrature numerical integra-365

tion techniques, which approximate any integral of the form366 � v

u
f(t) dt as a finite sum of the form

�N
n=1 wn f(tn) for367

which f(t) is given in (2) for Lemma 1, in (3) for Lemma 2368

and in (5) for Lemma 3. This yields the same logarithmic sum369

as in (7) with the numerical coefficients stated in the lemmas to370

approximate the respective generic, Nakagami and lognormal371

capacity integrals.372

In particular, the capacity integral is an improper conver-373

gent integral that can be approximated directly by applying374

the Gauss–Laguerre or Gauss–Hermite quadrature rules or375

by considering a large yet finite integration interval with376

Newton–Cotes methods [38]. Another alternative way would377

be to use transformation of variables to limit the integration378

interval and thus enable the application of various other inte-379

gration techniques. Nevertheless, the numerical approxima-380

tions have relatively low accuracy in terms of global error and381

need a large number of logarithmic terms in order to achieve382

adequate accuracy. Therefore, we only consider the commonly383

used Gauss–Laguerre and Gauss–Hermite quadrature rules in384

the analysis of the proposed approximations in this paper.385

B. Minimax Approximations386

The adopted weighted sum of logarithmic functions in (7)387

can be optimized to establish best minimax approximations388

and bounds for the generic capacity function as well as the389

generic, Nakagami and lognormal capacity integrals. In par-390

ticular, the best approximation or bound refers to the member391

of the function family (7) that is the tightest of them all392

for given N and always occur with optimal set of coef-393

ficients {(a∗n, b∗n)}N
n=1 that minimizes the maximum error394

and is expressed as the solution to the following minimax395

optimization problem:396

{(a∗n, b∗n)}N
n=1 = argmin

{(an,bn)}N
n=1

emax (20)397

where e ∈ {d, r} represents both the absolute and relative398

errors collectively in what follows, and emax is the maximum399

error, which is defined as400

emax � sup {|e(x)| : x > 0}401

= max {|e0|, |e1|, . . . , |eL|, |e∞|}. (21)402

The latter expression comes from Fermat’s theorem, where 403

el = e(xl), l = 1, 2, . . . , L, are the error values at the 404

stationary points xl, l = 1, 2, . . . , L, at which e�(xl) = 0. 405

In the following proposition, we describe the expected shape 406

of the solution to the minimax optimization problem in (20) 407

that gives the best approximation or bound. 408

Proposition 2: The unique best logarithmic approximation 409

or bound of the function family (7) with degree D for the 410

capacity integral occurs when the corresponding error function 411

e(x) alternates D times between D+ 1 extrema points of the 412

same value of error and alternating signs. Its extreme points 413

are found at the roots of its derivatives or asymptotically at 414

the endpoints of its open domain. 415

Proof: According to the theorem in [41], the pro- 416

posed approximation defined in (7) with {(a∗n, b∗n)}N
n=1 is the 417

best minimax approximation to C(x) (including Cm(x) and 418

Cσ(x)), if and only if d(x) or r(x) defined respectively in (8) 419

and (9), alternate D times. Moreover, the uniqueness of the 420

solution,{(a∗n, b∗n)}N
n=1, is guaranteed since the set of functions 421

{loge

�
1 + bn

x



, n = 1, 2, . . . , N} used in the approximation 422

in (7) satisfies the Haar condition on (0,∞) with a null set 423

{∞}, since for every set of N distinct points {xn}N
n=1, x > 0, 424

the determinant of the N × N matrix, whose (i, j)th entry 425

is loge



1 + bi

xj

�
, is nonzero [42]. This condition is essential 426

to establish a unique best Chebyshev approximation [43, 427

Theorem 1]. 428

After characterizing the shape of the minimax error func- 429

tion, we need to find the solution which gives such an error 430

function. This is achieved by formulating a set of nonlinear 431

equations and solving them as explained next. 432

1) Optimization in Terms of Absolute Error: When consid- 433

ering the absolute error, the best logarithmic approximation 434

for the ergodic capacity can be found by optimizing its 435

corresponding parameters according to (20), which implies 436

that we seek to minimize the maximum/global error. This 437

problem can be solved by formulating a set of nonlinear 438

equations that describe the best absolute error function which 439

is proved to be uniform with all its extrema points alternating 440

in sign with the same value of error per Proposition 2. 441

Corollary 1: The best approximation in terms of the 442

absolute error is found as the solution to the following set 443

of equations: 444⎧⎪⎪⎪⎨
⎪⎪⎪⎩
d�(xl) = 0, for l = 1, 2, . . . , L,
d(xl) = (−1)l dmax, for l = 1, 2, . . . , L,
d0 = limx→0 d(x) = dmax,�N

n=1 an = 1,

(22) 445

where L = 2N − 1. 446

The equation
�N

n=1 an = 1 in (22) is actually a condition 447

that is necessary to construct a bounded error function from 448

the left, otherwise d0 = ±∞. In particular, the first extrema 449

point occurs asymptotically at zero, i.e., we choose x0 to be 450

a very small value near zero and assign d0 = d(x0) = dmax. 451

Thus, when meeting the condition, x0 contributes only with 452

a single equation that expresses the error value at that point, 453

opposing to the other extrema points which contribute with 454

two equations; one expresses its value and the other expresses 455
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the zero derivative of the error function at the corresponding456

stationary point. The absolute error is also bounded from the457

right, i.e., d∞ = limx→∞ d(x) = 0. Therefore, with including458

the imposed condition, a total of 4N equations are constructed459

and their number is equal to the number of unknowns, namely,460

{(a∗n, b∗n)}N
n=1, {xl}L

l=1 and dmax.461

It should be noted that C̃(x) has a degree D = 2N462

at the optimized set of coefficients {(a∗n, b∗n)}N
n=1. However,463

the imposed condition
�N

n=1 an = 1 decreases its degrees464

of freedom by one to be D = 2N − 1. Therefore, C̃(x)465

with {(a∗n, b∗n)}N
n=1 is the best Chebyshev approximation that466

alternates exactly 2N − 1 times between local maximum and467

minimum values of equal magnitude according to Proposi-468

tion 2. This confirms exactly with the proposed approach469

in (22) which alternates 2N − 1 times and results in a total470

of 2N extrema points including x0.471

2) Optimization in Terms of Relative Error: Similar to472

optimizing the approximation’s parameters in terms of the473

absolute error, the best approximation in terms of the relative474

error is derived by solving the minimax optimization problem475

in (20) through formulating a set of nonlinear equations476

describing the uniform minimax relative error function.477

Corollary 2: The best approximation in terms of the rel-478

ative error is found by the solution to the following set of479

equations:480 ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
r�(xl) = 0, for l = 1, 2, . . . , L,
r(xl) = (−1)l+1 rmax, for l = 1, 2, . . . , L,
r0 = limx→0 r(x) = −rmax,�N

n=1 an bn = −rmax + 1.

(23)481

In a similar way as for the absolute error, the extrema point482

x0 is set to be a very small value near zero and it only con-483

tributes with a single equation (r0 = r(x0) = −rmax). On the484

other hand, the relative error converges to a constant value485

when x tends to infinity opposing to d(x) which converges486

to zero, i.e., r∞ = limx→∞ r(x) =
�N

n=1 an bn − 1 and487

we assign r∞ = −rmax, which results in the last equation488

in (23). A solution to this system of equations yields the489

required optimized parameters {(a∗n, b∗n)}N
n=1 that define the490

best approximation. Since no condition is imposed herein,491

D = 2N and, hence, r(x) alternates 2N times as seen in492

Fig. 4(a) which confirms with the proposed approach in (23).493

3) Lower and Upper Bounds: The proposed minimax opti-494

mization method for the logarithmic approximation in (7) can495

also be extended to give upper and lower bounds in terms496

of both absolute and relative errors. They are additionally497

constrained in (21) by e(x) ≤ 0 or e(x) ≥ 0 when solving498

for the best lower or upper bound, respectively. Therefore,499

we construct the lower bound by shifting down the corre-500

sponding error function in such a way as to make it oscillate501

between zero and −emax with 2N extrema and e0 = 0 for the502

absolute error, and 2N + 1 extrema and e0 = −rmax for the503

relative error. With these properties of the corresponding error504

function, the optimization problem can be easily formulated in505

the same manner as in (22) and (23) for both error measures.506

Similarly, using the shifting approach, the error function507

is forced to oscillate between zero and emax for the upper508

bound, resulting in an error function with 2N−1 extrema and 509

e0 = dmax for the absolute error and with 2N + 1 extrema 510

and e0 = 0 for the relative error. It should be noted that for 511

the upper bound in terms of absolute error, an extra equation 512�N
n=1 an bn − 1 = 0 is added to the system of equations 513

in order to get an equal number of equations and unknowns. 514

In addition, for the absolute error, d∞ is never counted as an 515

extremum since it converges to zero when x tends to infinity, 516

whereas for the relative error, r∞ is counted as an extremum 517

since it converges to a constant value when x tends to infinity. 518

C. Proof by Construction 519

We prove the existence of the proposed solution to (20) 520

by construction. While the set of equations in (22) and (23) 521

can be directly formulated and solved for any communication 522

system in order to find the optimized sets of coefficients 523

{(a∗n, b∗n)}N
n=1 for the novel minimax approximations in (7), 524

we have implemented the proposed methodology to find the 525

optimized coefficients in terms of the absolute error for the 526

Nakagami and lognormal capacity integrals which are to be 527

used as building blocks in the capacity analysis of the more 528

complicated systems as will be seen shortly. These coefficients 529

are calculated by constructing (22) through substituting (7) 530

with (3) for Nakagami capacity integral, or (5) for lognor- 531

mal capacity integral, in (8) together with substituting (12) 532

with (14) for Nakagami capacity integral, or (15) for lognormal 533

capacity integral, in (10). Each formulated system of equations 534

is then numerically solved using the fsolve command in 535

Matlab with an equal number of equations and unknowns after 536

using good initial guesses for the unknowns. 537

The coefficients {(a∗n, b∗n)}N
n=1 are calculated for up to N = 538

10 or when the order of accuracy is 10−9, and are released 539

to public domain in a supplementary digital file.2 Likewise, 540

we prove the existence of the solutions to (23) and the bounds 541

by finding them for two example cases in Section V. Together 542

with the released data sets, we also provide a basic Matlab 543

code that implements solving (22) to calculate the optimized 544

coefficients of (7) for any communication system in terms of 545

the absolute error.2 546

Despite the simplicity of implementing this numerical 547

approach, the challenge is to find heuristic initial guesses for 548

the unknowns: {(an, bn)}N
n=1, {xl}L

l=1 and emax. In this work, 549

we have used iteratively random values for the lower values 550

of N and then used curve fitting techniques to draw some 551

relationships that indicate their successive values for higher 552

values of N . We followed this procedure to find the initial 553

guesses for one certain value for both m and σ and found the 554

optimized values of the corresponding unknowns which are 555

then used as initial guesses for the same optimization problem 556

but with shifted values of m and σ with small steps; the new 557

optimized values are then used for the next shifted values and 558

so on. It is worth mentioning that the numerical coefficients of 559

{(an, bn)}N
n=1 in Lemma 1 can be a very good choice as initial 560

guesses too, especially for the lower values of N , to converge 561

2Available at https://doi.org/10.5281/zenodo.6641977 for
download.
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to the optimized values or at least to work as mean values562

around which small random variance is introduced.563

IV. APPLICATIONS OF THE PROPOSED APPROXIMATIONS564

AND BOUNDS565

As discussed earlier, one can straightforwardly apply the566

methodology of Section III-B in order to solve the coeffi-567

cients of (1) for any communication system. Alternatively,568

one can use C̃m(x) and C̃σ(x) as building blocks to derive569

the ergodic capacity whenever possible. Particularly in this570

section, we mainly focus on the second approach for which571

we study its important role in simplifying the complicated572

integrals encountered when evaluating the ergodic capacity in573

different communication scenarios.574

A frequently seen integral in the intermediate steps when575

analyzing the performance of many wireless communication576

systems with respect to their ergodic capacity [2], [3], [4], [5],577

[6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17],578

[18], [32], [33], [34], [35], [36], [37] has a similar form to579

that of the Nakagami capacity integral as580

Im,φ(x) �
� ∞

0

loge (1 + x t) tm−1 exp(−φ t) dt581

= φ−m Γ(m)Cm(φ/(xm))582

≈ φ−m Γ(m) C̃m(φ/(xm)). (24)583

Above, the second line has been written in terms of (3) and584

the third line is correspondingly approximated in terms of (7).585

In particular, C̃m(x) can be used to directly approximate586

the ergodic capacity of a Nakagami-m channel as C̄ ≈587

C̃m(1/γ̄)/ loge(2) including Rayleigh fading as a special588

case with m = 1, and C̃σ(x) can be used to directly589

approximate the ergodic capacity of a lognormal channel as590

C̄ ≈ C̃σ(1/γ̄)/ loge(2). Next, we illustrate the use of C̃m(x)591

to evaluate the ergodic capacity in different communications592

systems under small-scale fading, and then the use of C̃σ(x)593

to approximate the ergodic capacity when the lognormal shad-594

owing is introduced to the system. One can also use C̃m(x) to595

evaluate the ergodic capacity of the more complicated systems596

that encounter a similar integral as Im,φ(x) in (24) and do not597

eventually result in the logarithmic expression (1); such a case598

is illustrated in Section IV-D.599

A. Ergodic Capacity Under Small-Scale Fading600

In addition to the Nakagami-m distribution (and Rayleigh601

distribution thereof), C̃m is used to approximate the capacity602

integral of the single-antenna systems over the more compli-603

cated distributions as604

C̄ ≈ 1
loge(2)

�∞
j=0 Φj C̃mj



θj

γ̄

�
≈�N

n=1 an log2 (1 + bn γ̄) ,605

(25)606

where Φj , j = 0, 1, . . ., are constants. Table I lists the values607

of Φj , mj and θj for the ergodic capacities of SISO systems608

under different fading distributions. It should be mentioned609

that the infinite series in (25) results from expanding the610

modified Bessel function of the first kind as a power series611

TABLE I

VALUES OF Φj , mj AND θj FOR THE ERGODIC CAPACITIES OF SISO
SYSTEMS UNDER DIFFERENT FADING DISTRIBUTIONS

(which is included in the PDF of many of the fading dis- 612

tributions) [38, Eq. 9.6.12], and it can be truncated up to 613

several terms that are adequate to obtain the required accuracy. 614

The double-summation logarithmic terms (when including the 615

approximation sum) can be rearranged into a single summa- 616

tion, yielding the same logarithmic approximation as in (1) 617

Table II lists closed-form expressions for the ergodic capac- 618

ity of various point-to-point multi-antenna systems in terms 619

of C̃m(x), where they usually encounter similar integrals 620

as Im,φ(x) in (24). In particular, we consider two diversity 621

combining techniques for SIMO, namely, maximum ratio com- 622

bining (MRC) and selection combining (SC) at the receiver 623

(RX). We also consider some MISO schemes including beam- 624

forming (BF) or distributed MISO systems with channel distri- 625

bution information (CDIT) at the transmitter (TX), in addition 626

to space time block codes (STBCs). Finally, some combined 627

transmit–receive diversity and spatial multiplexing schemes 628

are considered for MIMO channels. 629

B. Ergodic Capacity Under Small-Scale Fading Channels 630

With Lognormal Shadowing 631

Another side of novelty is that this tool enables the eval- 632

uation of the ergodic capacity for different communication 633

systems in the presence of shadowing and results in the same 634

logarithmic approximation as in (1). In particular, the capacity 635

integral of a composite fading channel with γeff = ψ s, where 636

ψ and s are two independent random variables representing the 637

respective small-scale and lognormal fading, is calculated by 638

averaging the small-scale distributed SNR over the conditional 639

density of the lognormal-distributed conditional SNR, i.e., 640

the average SNR of the small-scale fading is lognormally 641

distributed, thus 642

C̄ = Eγeff [log2(1 + γeff)] = Es[Eγeff|s [log2(1 + γeff)]]. (26) 643

The inner expectation which refers to the small-scale fading 644

can be directly evaluated in terms of C̃m(x) and it results 645

in a similar expression as in (5) when considering the outer 646

expectation which refers to the shadowing effect, for which 647

we apply C̃σ(x). 648

Next, we calculate the ergodic capacity for some 649

single-antenna and multi-antenna systems, for which we use 650

{(an1,m, bn1,m)}N1
n1=1 to refer to the optimized coefficients of 651

C̃m of the Nakagami capacity integral in (3). The ergodic 652

capacity of a Nakagami–lognormal composite fading channel 653

can be approximated as a function of the lognormal average 654

SNR (γ̄s) as C̄ ≈ �N1
n1=1 an1,m C̃σ(1/(bn1,mγ̄s))/ loge(2) 655

including Rayleigh fading as a special case with m = 1. 656
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TABLE II

THE ERGODIC CAPACITY OF SOME MULTI-ANTENNA SYSTEMS IN TERMS OF C̃m(x)

Moreover, it is calculated using Table I for the more com-657

plicated small-scale distributions with lognormal shadowing658

as659

C̄ ≈ 1
loge(2)

∞�
j=0

N1�
n1=1

an1,mj Φj C̃σ

�
θj

bn1,mj γ̄s

�
660

≈
N�

n=1

an log2 (1 + bn γ̄s) =
1

loge(2)
C̃

�
1
γ̄s

�
, (27)661

where the latter form occurs after applying C̃(x) twice and662

rearranging the triple summation into a single one with trun-663

cating the outer summation to sufficient number of terms.664

In the same way as above, the ergodic capacity of some665

multi-antenna systems under small-scale fading and lognor-666

mal shadowing can also be approximated using C̃m(x) and667

C̃σ(x). In particular, the ergodic capacity of MIMO spatial668

multiplexing over Rayleigh fading channels with lognormal669

shadowing [32], [33] is calculated as670

C̄ ≈ 1
loge(2)

α−1�
z=0

z�
j=0

2j�
i=0

N1�
n1=1

an1,β−α+i+1671

× (−1)i(2j)!(β − α+ i)!
22z−ij!i!(β − α+ j)!

�
2z − 2j
z − j

��
2β − 2α+ 2j

2j − i

�
672

×C̃σ

�
Nt

(β − α+ i+ 1) ρ bn1,β−α+i+1 γ̄s

�
. (28)673

Moreover, the ergodic capacity of cooperative spatial mul-674

tiplexing systems with Rayleigh fading and lognormal675

shadowing [34] is calculated as 676

C̄ ≈ 1
loge(2)

	�
k=1

N1�
n1

an1,Nr−	+1

2
677

×C̃σ

�
1

(Nr − �+ 1)ρ0 ΩRD,k bn1,Nr−	+1

�
, (29) 678

where ΩRD,k is the channel mean power for the link from 679

the kth relay to the destination, � is the number of relays and 680

ρ0 is the average SNR per symbol. 681

C. Ergodic Capacity in Recent Research Directions 682

After the above wide range of fundamental applications 683

for the proposed approximations/bounds, let us proceed to 684

illustrate their applicability and usefulness in timely wireless 685

systems with specific applications from the recent literature.3 686

In particular, the ergodic capacity (2) of downlink 687

non-orthogonal multiple access (NOMA) system over the α−μ 688

fading distribution [44] does not admit a similar integral as 689

Im,φ(x) in (24) as intermediate step and, thus, we cannot use 690

C̃m(x) to calculate its ergodic capacity. For that, we imple- 691

ment the first proposed approach which means directly approx- 692

imating the ergodic capacity (2) by (7). We have used the 693

openly released Matlab code2 which we have modified to make 694

it comply with the studied system in order to find the optimized 695

3We had to use some notations and symbols herein which are the same
as in the original publications to preserve comparability, due to which some
unavoidable overloading exists in this subsection compared to the rest of the
article.
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coefficients for α = μ = N = 2 with two users, L = 2,696

(U1 and U2) in terms of the absolute error to approximate the697

ergodic capacity for both users respectively as698

C̄U1 ≈ 1
log(2)

� 2�
n=1

an log2 (1 + bn γ̄)699

−
2�

n=1

an log2 (1 + bn β2 γ̄)
	
, (30)700

with {(an, bn)}2
n=1 = {(0.336, 0.172), (0.664, 0.835)}, and701

C̄U2 ≈ 1
log(2)

�2
n=1 an log2 (1 + bn β2 γ̄) , (31)702

with {(an, bn)}2
n=1 = {(0.409, 0.610), (0.591, 1.887)}. The703

parameter βl, l = 1, 2, . . . , L is the power allocation coef-704

ficient. In particular, {(an, bn)}N
n=1 can be calculated for705

the logarithmic approximation of C̄l = Cl(1/(βl γ̄))/ loge(2)706

in [44, Eq. 46] by formulating (22) through substituting (7)707

and (2) to (8) together with substituting (12) and (13) to (10).708

The PDF fG(t) in (2) corresponds herein to fγ(γ
γ̄ ) in [44,709

Eq. 8]. These equations are then solved using the fsolve710

command in Matlab. The openly released code2 can be used711

after modification to find the optimized coefficients for any712

values of α, μ and L.713

On the other hand, we can derive the ergodic capacity in714

terms of C̃m(x), if the system encounters similar integral as715

Im,φ(x) in (24). For example, the ergodic capacity for a system716

with coordinated multipoint reception for mm-wave uplink717

with blockages and Nakagami-m fading [35] can be calculated718

as719

C̄ ≈
N�

n=1

n�
i=1

mi�
k=1

kk

log(2)
qnΛn,i,kC̃k

�
N

k γ̄i

�
, (32)720

where mi is the Nakagami parameter of the ith link, N is721

the number of base stations, qn is defined in [35, Eq. 8] and722

Λn,i,k is recursively obtained using [35, Eq. 9 and Eq. 10].723

Likewise, the ergodic capacity is calculated for a mm-wave724

downlink NOMA system over fluctuating two-ray channels725

under general power allocation in [36] as726

C̄ ≈ 1
log(2)

� ∞�
jp=0

Hp C̃jp+1

�
1

2σ2
p(jp + 1) aQp γ̄

�
727

+
∞�

jp=0

Hp C̃jq+1

�
1

2σ2
q(jq + 1)Qq γ̄

�
728

−
∞�

jq=0

Hq C̃jq+1

�
1

2σ2
q(jq + 1) aQq γ̄

��
, (33)729

where its parameters are defined in [36]. In addition, the730

ergodic capacity for reflecting intelligent surface-assisted SISO731

system with correlated channels [37] can be approximated as732

C̄ ≈ 1
log(2)

C̃ka

�
1

ka wa ρ0

�
, (34)733

where ka and wa are defined in [37, Eqs. 5 and 6], respectively.734

D. Ergodic Capacity of Dual-Hop Fixed-Gain Relay 735

Networks in Nakagami-m Fading 736

This subsection gives an application example on the use 737

of C̃m in the intermediate steps when analyzing the capacity 738

of the more complex wireless systems without necessarily 739

resulting in the same logarithmic expression as in (1). In partic- 740

ular, we study the performance of a dual-hop fixed-gain relay 741

network under Nakagami-m fading [25]. Its ergodic capacity 742

can be approximated as 743

C̄ ≈ 1
loge(2)

exp
�
m1

γ̄1

�
m1

m1

Γ(m1)

N1�
n1=1

an1,m2 744

×
�

m1−1�
j=0

N2�
n2=1

an2,j+1

�
m1 − 1
j

�
m−j−1

1 j! γ̄−m1+j+1
1 745

× (−1)m1−j−1 loge

�
1 +

(j + 1)γ̄1γ̄2bn1,m2bn2,j+1

m1 κ

�
746

−
∞�

i=0

m1−1�
j=0

�
m1 − 1
j

�
mi

1

i!
(−1)m1+j+i−1

j + i+ 1
1

γ̄m1+i
1

747

×
��

1 −
� −κ

γ̄2 bn1,m2

�j+i+1
�

loge

�
1 +

γ̄2 bn1,m2

κ

�
748

+
j+i+1�
q=1

(−1)q
κ

q−1

(j + i− q + 2) (γ̄2 bn1,m2)q−1

��
749

− 1
loge(2)

C̃m2

�
κ

γ̄2

�
. (35) 750

where κ is a constant defined in [45, Eq. 16], γ̄1 and γ̄2 are 751

the statistical averages of the instantaneous SNRs γ1 and 752

γ2 of the first and second hop, respectively, whose fading 753

parameters are m1 and m2. This expression is valid for 754

any value of m1 opposing to [25] which is valid only for 755

integer values of m1. It is worth mentioning that the same 756

expression in (35) is also obtained when evaluating the ergodic 757

capacity under Rician, Nakagami-q (Hoyt), η − μ and κ − μ 758

distributions without performing individual analysis for each 759

fading distribution. The detailed derivation of (35) is available 760

in Appendix B. 761

E. Tractability Comparison 762

In this section, we illustrate the mathematical tractability 763

of the proposed approximations and bounds and the insight- 764

ful observations gained from using them for calculating the 765

ergodic capacity of the different communication systems. For 766

that, we consider some of the previous example applications 767

and compare the novel analytical expressions derived herein 768

with the corresponding expressions in the literature. 769

In Sections IV-A and IV-B, the capacity of the 770

single-antenna and multi-antenna systems under small-scale 771

fading or when combined with lognormal shadowing is eval- 772

uated using the proposed tool into the elegant simple loga- 773

rithmic form in (1) which is unified for all these systems. 774

On the contrary, it is evaluated in the literature as different 775

complicated expressions that are unique always to the specific 776

system under study so that a complete study and analysis are 777
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required for each system independently and using different778

mathematical steps.779

In particular, the ergodic capacity is written in terms of780

the exponential integral and the incomplete gamma function781

in [15] for Rician fading, and in terms of the Meijer G-function782

in [18] for κ − μ fading. In [26], [29], [27], and [28],783

the ergodic capacity is written in terms of the Gaussian Q-784

function or the multiplication of the complementary error785

function by the exponential function. On the other hand, to the786

best of our knowledge, there is no available ergodic capacity787

analysis for the SISO system in the literature on the composite788

lognormal fading models and only asymptotic analysis is avail-789

able in [46]. Thus, the proposed tool renders new analytical790

solutions that were previously deemed unattainable.791

Table II evaluates the ergodic capacity of different792

multi-antenna system models and various fading distributions793

as a summation of logarithmic functions, whereas the corre-794

sponding references write them using complex functions such795

as the exponential integral and incomplete gamma functions.796

Moreover, the ergodic capacity of the multi-antenna systems797

under combined fading in (28) and (29) is written respectively798

in terms of the exponential function together with exponential799

integral functions in [32] and in terms of the incomplete800

gamma function together with the power function in [34].801

The impressive advantage in terms of analytical complexity802

is best seen in the timely applications of Section IV-C.803

In particular, the ergodic capacity of the downlink NOMA804

over the α − μ fading in [44] and of the NOMA-based mm-805

wave communications in [36] are written respectively in terms806

of the complicated Fox H-function and the Meijer G-function807

which are themselves unsolvable integrals, whereas they are808

written in (30), (31) and (33) in the unified logarithmic form.809

The importance and elegance of the proposed tool are810

demonstrated by its ability to provide direct or even visual811

insights into the system’s performance opposing to expressions812

that comprise special functions. For example, from Table II,813

we can immediately see that the ergodic capacity improves814

with increasing Nr and γ̄ for the SIMO systems, whereas it815

improves with increasing Nt, γ̄, m under Nakagami-m fading,816

K under Rician fading and R of the STBC, all for the MISO817

systems. On the other hand, none of these observations can be818

concluded from the corresponding complicated expressions in819

the literature.820

V. NUMERICAL RESULTS AND DISCUSSION821

This section demonstrates the accuracy of the proposed822

approximations and bounds while the actual behavior of823

the corresponding systems has already been analyzed exten-824

sively in the references. In particular, we compare them825

with previously derived ones, in addition to the numerical826

approximations obtained by applying Gauss–Laguerre and827

Gauss–Hermite quadrature rules for the Nakagami and the log-828

normal capacity integrals, respectively. Furthermore, we vali-829

date and compare some of the application examples presented830

in Section IV with those obtained from the numerical and831

existing approximations and bounds.832

Let us begin with plotting the global absolute error, dmax,833

for the Nakagami capacity integral in Fig. 2(a) for different834

Fig. 2. (a) Comparison between our approximations and those obtained using
Gauss–Laguerre for the Nakagami capacity integral with different values of m
in terms of global absolute error. (b) Same as (a) but in terms of the absolute
error function over the whole considered range of the argument with N = 4.

values of m, using our approximations and the numerical 835

approximation resulting from applying the Gauss–Laguerre 836

quadrature rule. It is clearly realized from the figure that our 837

minimax coefficients result in much more accurate logarithmic 838

approximations in terms of the global error than those resulting 839

from numerical integration. Moreover, as the number of terms 840

increases, the accuracy increases substantially, especially for 841

higher values of m. We further verify the accuracy of the 842

proposed approximation by comparing its absolute error with 843

that of the Gauss–Laguerre approximation for the whole 844

considered range of the argument in Fig. 2(b). Obviously, our 845

optimized coefficients not only have the least global error, but 846

they also achieve higher accuracy for most of the considered 847

range of the argument for the different values of m. 848

Moreover, the same comparisons are made for the lognormal 849

capacity integral for different values of σ. Our approximations 850

are compared with those obtained using the Gauss–Hermite 851



6466 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 70, NO. 10, OCTOBER 2022

Fig. 3. (a) Comparison between our approximations and those obtained using
Gauss–Hermite and the existing approximations for the lognormal capacity
integral with different values of σ in terms of global absolute error. (b) Same
as (a) but in terms of the absolute error function over the whole considered
range of the argument with N = 8.

quadrature rule which has the same logarithmic form, in addi-852

tion to the existing approximations which encounter very853

complicated functions such as the complementary Gaussian854

error function and the trigonometric functions [26], [27], [28],855

[29]. The proposed approximations mostly outperform all the856

other ones in terms of the global error as depicted in Fig. 3(a).857

They also have comparable or even better accuracy than those858

with the very complex form over the whole considered range859

of the argument as seen in Fig. 3(b) despite their significantly860

simpler form.861

The minimax optimization method is not only used for862

constructing the approximations in terms of the absolute863

error but also for the approximations in terms of relative864

error as explained in Section III-B.2, and for the lower and865

upper bounds in terms of both error measures as explained866

in Section III-B.3. The approximation for the special case867

Fig. 4. (a) The optimized approximation in terms of relative error for
Rayleigh capacity integral with N = 3. (b) The optimized upper and lower
bounds in terms of the absolute error for Nakagami capacity integral with
m = 3 and N = 3.

of Rayleigh capacity integral is optimized in terms of the 868

relative error for N = 3 and the corresponding relative 869

error function is plotted in Fig 4(a), whereas in Fig. 4(b), 870

we plot the uniform absolute error functions resulting from 871

the optimized upper and lower bounds of the Nakagami 872

capacity integral for m = 3 and N = 3. As expected, 873

the resulting error functions oscillate uniformly and achieve 874

high accuracy. We can conclude from Figs. 2, 3 and 4 875

that the proposed approximations with the optimized coeffi- 876

cients achieve significant improvement in accuracy by sev- 877

eral orders of magnitude when compared to the numerical 878

and existing approximation. The absolute and relative errors 879

are so small that they are virtually exact with the actual 880

capacity measures. 881

Next, we numerically investigate some of the applications of 882

the proposed approximations which are included in Section IV. 883

In Fig. 5, the ergodic capacity for Rician fading channel 884

with lognormal shadowing is studied and its absolute error 885

is plotted for different values of the Rician factor using three 886

approaches, namely, (i) Gauss–Laguerre and Gauss–Hermite 887
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Fig. 5. Comparison of the absolute error function of the proposed approxi-
mations and the numerical ones for shadowed-Rician network with N1 = 4,
N2 = 6, σ = 4, and different values of K .

Fig. 6. Comparison of the absolute error function of the proposed approxima-
tions and the existing ones for 2× 2 MIMO network with N1 = 7, N2 = 5,
ρ = 1 dB and different levels of shadowing.

rules respectively, (ii) using (3) for the small-scale stage888

and then Gauss–Hermite rule for the shadowing stage and889

finally (iii) using (27) with the necessary coefficients from890

Table I. We can observe that approach (iii) results in a tighter891

approximation than that of approach (i) which has exactly the892

same analytical form. It also has the same accuracy as that of893

approach (ii).894

Figure 6 illustrates the error resulting from applying our895

approximation to evaluate the ergodic capacity in 2 × 2896

MIMO network over shadowed-Rayleigh channel as in (28),897

and compares it with the theoretical results presented in [32]898

and [33]. Our optimized coefficients yield significantly higher899

accuracy than those of [33], having exactly the same loga-900

rithmic form and number of terms. Despite the simplicity of901

our approximation’s analytical form compared to that of [32],902

it achieves higher accuracy over a wide range of the argument.903

The ergodic capacity of both users, (30) and (31), is plotted904

in Fig. 7 along with the exact capacity derived in [44]905

Fig. 7. Ergodic capacity for two NOMA users with α = μ = 2 and for
different values of β2.

Fig. 8. The absolute error of the ergodic capacity in a dual-hop cooperative
system with N1 = N2 = 4.

for different selections of power allocation coefficients. The 906

figure shows virtually exact match between the logarithmic 907

approximation and the exact results with only two logarithmic 908

terms (N = 2). 909

In Fig. 8, the absolute error of the ergodic capacity in a 910

dual-hop cooperative system is plotted as a function of the 911

average SNR of each hop, where we considered γ̄1 = γ̄2. It is 912

clear from the figure that the ergodic capacity resulting from 913

applying our approximation is extremely accurate. In partic- 914

ular, the mathematical form of the ergodic capacity in (35) 915

is not only much more tractable than that in [24] and [25], 916

but also its accuracy outperforms [24] for the lower and 917

moderate values, when considering Rayleigh fading channels, 918

and outperforms [25] over the whole range of the argument 919

when considering Nakagami-m fading channels, with less 920

error by three orders of magnitude. 921

VI. CONCLUSION 922

This paper presented an accurate and efficient tool for 923

facilitating statistical performance analysis in different wire- 924
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less communication systems in terms of ergodic capacity.925

A novel systematic methodology was also developed in order926

to optimize its accuracy in the minimax sense. This tool927

was applied to a wide range of fundamental and recent928

applications, including single-antenna and multi-antenna sys-929

tems under small-scale fading and with or without lognormal930

shadowing in order to derive tractable closed-form expres-931

sions for the ergodic capacity. We validated the tightness932

of the proposed tool by numerical comparisons with exist-933

ing and numerical ones, in which our tool showed sig-934

nificant improvement in the accuracy by several orders of935

magnitude.936

APPENDIX A937

PROOF OF PROPOSITION 1938

Denoting that the PDF of instantaneous capacity C is given939

by fC(c), the ergodic capacity is calculated as940

E[C] =
� ∞

0

c fC(c) dc941

=
� ∞

0

γ̄eff fC(log2(1 + γ̄eff g))
loge(2) (1 + γ̄eff g)� �� �

�fG(g)

log2(1 + γ̄eff g) dg,942

(36)943

where the second expression is obtained by changing the944

integration variable to g � (2c − 1)/γ̄eff. Next, we implement945

the Riemann sum method to approximate the above integral946

by truncating it and dividing the integration interval into N947

partitions, each of length δ. Therefore, the ergodic capacity948

can be approximated by a finite sum of logarithmic functions949

according to (1) by choosing950

an � δ γ̄eff fC(log2(1 + γ̄eff nδ))
loge(2) (1 + γ̄eff nδ)

and bn � n δ, (37)951

while arbitrary accuracy can be achieved when δ → 0 and952

N → ∞. Furthermore, by applying appropriately the left,953

intermediate or the right rule for each partition, one can always954

guarantee that
�N

n=1 an ≤ 1, since each an represents a955

part of the total probability mass of random variable G �956

(2C − 1)/γ̄eff, whose PDF is denoted by fG(g).957

In the general case without making specific assumptions958

about the distribution of C, coefficients an, n = 1, 2, . . . , N ,959

will depend on γ̄eff, which would make (1) an inconvenient960

approximation for the statistical analysis of specific systems.961

However, we can express fC(c) in terms of fG(g) as962

fC(c) =
2c loge(2)

γ̄eff
fG

�
2c − 1
γ̄eff

�
, (38)963

which results, by substitution into (37), in an = δ fG(n δ).964

Thus, whenever fG(g) is independent of γ̄eff, an becomes965

independent of γ̄eff too, and the same approximation (i.e.,966

the same coefficients) can be conveniently applied with any967

value of γ̄eff. This condition is not very restrictive in prac-968

tice, and it is satisfied in the applications discussed in this969

article.970

APPENDIX B 971

DERIVATION OF (35) FOR DUAL-HOP FIXED-GAIN RELAY 972

NETWORKS UNDER NAKAGAMI FADING 973

From [24], the end-to-end SNR herein is γe � γ1 γ2
κ+γ2

and 974

the ergodic capacity is calculated as 975

C̄ =

A� �� �
1

loge(2)
E

�
loge

�
1 +

(1 + γ1) γ2

κ

��
976

− 1
loge(2)

E
�
loge



1 +

γ2

κ

�	
� �� �

B

. (39) 977

We will consider Nakagami-m fading channels. Part B of (39) 978

can be directly approximated using our logarithmic approxi- 979

mation with the optimized parameters {(an1,m2 , bn1,m2)}N1
n1=1 980

as 981

B = 1
loge(2) C̃m2



κ

γ̄2

�
, (40) 982

whereas part A is evaluated as 983

A =
1

loge(2)

� ∞

0

�
m1

γ̄1

�m1 γm1−1
1

Γ(m1)
exp

�
−m1

γ1

γ̄1

�
984

×
� ∞

0

loge

�
1 +

(1 + γ1) γ2

κ

� �
m2

γ̄2

�m2 γm2−1
2

Γ(m2)
985

× exp
�
−m2

γ2

γ̄2

�
dγ2 dγ1. (41) 986

We approximate the inner integral which is of the form 987

Im2,
m2
γ̄2

�
1+γ1

κ



using (24). Therefore, (41) becomes 988

A =
1

loge(2)

N1�
n1=1

an1,m2

� ∞

0

loge

�
1 +

(1 + γ1) γ̄2 bn1,m2

κ

�
989

×
�
m1

γ̄1

�m1 γm1−1
1

Γ(m1)
exp

�
−m1

γ1

γ̄1

�
dγ1. (42) 990

Using change of variables z = 1+γ1
γ̄1

, we obtain 991

A =
1

loge(2)
m1

m1

Γ(m1)

N1�
n1=1

an1,m2 992

×
�� ∞

0

P1(z) dz −
� 1/γ̄1

0

P1(z) dz

�
, (43) 993

where 994

P1(z) = loge

�
1 +

γ̄1 γ̄2 bn1,m2 z

κ

�
γ̄−m1+1
1 995

×(γ̄1 z − 1)m1−1 exp
�
−m1 z +

m1

γ̄1

�
. (44) 996

Next, we expand (γ̄1 z − 1)m1−1 using the binomial 997

theorem, and approximate the resulting expression 998

which contains Ij+1,m1



γ̄1γ̄2 bn1,m2

κ

�
using (24) with 999
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{(an2,j+1, bn2,j+1)}N2
n2=1to evaluate A1 =

�∞
0
P1(z) dz as1000

A1 = exp
�
m1

γ̄1

�m1−1�
j=0

N2�
n2=1

an2,j+1

�
m1 − 1
j

�
1001

×m−j−1
1 j! γ̄−m1+j+1

1 (−1)m1−j−1
1002

× loge

�
1 +

(j + 1)γ̄1γ̄2bn1,m2bn2,j+1

m1 κ

�
, (45)1003

whereas for A2 =
� 1/γ̄1

0 P1(z) dz, we apply [47,1004

Eqs. 1.110, 1.211.1, 2.729] as1005

A2 = exp
�
m1

γ̄1

� ∞�
i=0

m1−1�
j=0

�
m1 − 1
j

�
mi

1

i!
(−1)m1+j+i−1

1006

×γ̄−m1+j+1
1

� 1/γ1

0

zj+i loge

�
1 +

γ̄1γ̄2bn1,m2z

κ

�
dz1007

= exp
�
m1

γ̄1

� ∞�
i=0

m1−1�
j=0

�
m1 − 1
j

�
(m1)i

i!
(−1)m1+j+i−1

j + i+ 1
1008

× 1
γ̄m1+i
1

��
1 −

� −κ

γ̄2 bn1,m2

�j+i+1
�

loge1009

×
�

1 +
γ̄2bn1,m2

κ

�
1010

+
j+i+1�
q=1

(−1)q
κ

q−1

(j + i− q + 2) (γ̄2 bn1,m2)q−1

�
. (46)1011

We substitute (45) and (46) back into (43) which then are1012

substituted together with (40) into (39) to obtain a closed-form1013

approximation for the ergodic capacity in a dual-hop fixed-gain1014

relay networks over Nakagami-m fading channels according1015

to (35).1016
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