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ABSTRACT

For navigation or pose estimation, strap-down Micro-Electro-Mechanical System

(MEMS) Inertial Measurement Units (IMU) are widely used in all types of mobile

devices and applications, from mobile phones to cars and heavy-duty Mobile Work-

ing Machines (MWM). This thesis is a summary of work focus on the utilization

of IMUs for state estimation of MWM. Inertial sensor-based technology offers an

alternative to the traditional solution, since it can significantly decrease the system

cost and improve its robustness.

For covering the research topic of whole-body estimation with IMUs, five pub-

lications focus on the development of novel algorithms, which use sensor fusion or

rotary IMU theory to estimate or calculate the states of MWM. The test-platforms

are also described in detail.

First, we used low-cost IMUs installed on the surface of a hydraulic arm to es-

timate the joint state. These robotic arms are installed on a floating base, and the

joints of the arms rotate in a two-dimensional (2D) plane. The novel algorithm uses

an Extended Kalman Filter (EKF) to fuse the output of the gyroscopes and the ac-

celerometers, with gravity as the reference. Second, a rotary gyroscope is mounted

on a grasper of a crane, and the rotary gyroscope theory is implemented to decrease

the drift of the angular velocity measurement. Third, low-cost IMUs are attached to

the wheels and the bogie test bed, and the realization of IMU-based wheel odometry

is investigated. Additionally, the rotary gyroscope provides information about the

roll and yaw attitude for the test bed. Finally, we used an industry grade IMU fuse

with the output of wheel odometry to estimate the position and attitude of the base

for an MWM moving on slippery ground.

One of the main aims of this research study is to estimate the states of an MWM

only using IMU sensors. The research achievements indicate this approach is promis-

ing. However, the observability of IMU in the yaw direction of the navigation frame

is limited so it is difficult to estimate the yaw angle of the rotation plane for the
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robotic arm when only using IMUs, to ensure the long-term reliable yaw angle and

position of the vehicle base, external information might also be needed. When ap-

plying the rotary IMU theory, minimization of the power supply for the rotation

device is still a challenge.

This research study demonstrates that IMUs can be low-cost and reliable replace-

ments for traditional sensors in joint angle measurement and in the wheel rotation

angle for vehicles, among other applications. An IMU can also provide a robust state

for a vehicle base in a challenging environment. These achievements will benefit fu-

ture developments of MWMs in remote control and autonomous operations.
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1 INTRODUCTION

Original Equipment Manufacturers (OEMs) of heavy-duty Mobile Working Ma-

chines (MWMs), such as those used in construction, forestry, and mining, as well

as material handling machines, are part of a huge global industry. In the working

machine industry, global construction equipment dominates the market with an es-

timated revenue of USD 129.6 billion in 2020, which is expected it increase to USD

162.4 billion by 2027, with Asia dominating the market [7].

Currently, these machines are mostly limited to open-loop individually controlled

actuators, and skilled operators are needed to achieve the required production rate.

Due to current needs to increase productivity, lower operating costs, and improve

safety, in the future, these machines will become autonomous field-robotic systems.

In robotics terms, these mobile robot platforms with on-board robotic manipulators

are commonly called mobile manipulators. These MWMs operate outdoors in off-

road conditions; thus, we call them Rough Terrain Mobile Manipulators (RMMs).

In conventional factory automation applications, robots used are often bolted on

the floor, so they have a stationary base. In contrast, robotic manipulators that

are mounted on rough terrain wheel-platforms are described as robots on a float-

ing base. A floating base means the manipulator is mounted on a mobile platform

that can experience the full six Degrees of Freedom (DOF) motion. Therefore, the

development of autonomous RMMs operating in harsh conditions requires new ad-

vanced sensory systems and methods ensuring their whole-body motion estimation

and control. In addition to the common requirement of high precision motion es-

timation, many Finland-based RMM OEMs have relatively low annual production

volumes with many machine configuration variants. Therefore, an easy to install

and low-cost sensory system for harsh off-road conditions is an essential requirement.

Micro-Electro-Mechanical System (MEMS) technology is one potentially lower cost,

easy to deploy and smaller sensor system. These MEMS Inertial Measurement Units

(IMUs) can replace conventional joint angle sensors. However, IMU-based acceler-
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ation measurement utilizing a low pass filter for inclinometer operation often lacks

the required static and dynamic accuracy in robotic applications.

Moreover, in remote worksite environments, the Global Navigation Satellite Sys-

tem (GNSS) signal quality-of-service can be low, and deployment of external radio

references is difficult to implement. The using of IMU sensor systems can improve

the robustness of RMM operations.

The most well-known RMMs are the Mars rovers used by the National Aero-

nautics and Space Administration (NASA), called Curiosity and Perseverance [42,

41], that have an on-board robotic arm and six wheels connected in two rocker-bogie

arrangements, as seen in the image of Perseverance shown in the left side of Figure

1.1. RMMs are also used in forest harvesting and log loading; in this application,

they typically have a total of four-wheel pairs in four separate bogies, as shown in

the middle and right sections of Figure 1.1.

Figure 1.1 NASA Mars Rover Perseverance (left) [41], Ponsse forest harvester (middle), and Ponsse
forest forwarder (right) [46].

Forest RMMs have three main parts: a vehicle wheeled base platform, an on-

board hydraulic manipulator, and a manipulator material handing tool, which is

a harvesting head or a log grasper. Forest machines are used here as an example

of an RMM machine due to their overall complexity and impressive rough terrain

maneuverability. However, similar RMMs are available for other applications, such

as construction and mining. Nowadays, these RMMs are powered by a diesel engine

that drives three or more hydraulic pumps. The first pump is for wheeled platform

hydrostatic transmissions and the second one is for the manipulator and its grasper.

The third pump can be used for accessory systems, such as brakes and oil cooling

fans. Remarkably, the on-board diesel engine is a source of high frequency structural

vibrations that also need to be considered in IMU-based RMM whole-body motion

estimation and control. Since the wheel odometry is also of interest in the present

study, it is worth mentioning that, in forest machines, the hydrostatic transmissions
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pump is typically connected into a single hydraulic motor that the drives mechanical

differential transmission system for the eight-wheel system. It is well known that

when one RMM’s wheel loses contact with the ground, the dangerous situation of

tipping-over may occur. In future autonomous operations, tipping-over should be

prevented; thus, an advanced RMMwhole-bodymotion estimation system is needed.

In summary, the forest RMM used as an example research platform, is composed

of an on-board multi-DOF robotic manipulator, its manipulator tooling, an articu-

lated RMMplatform rear, and front bodies with a total of four bogies and four-wheel

pairs that makes it a highly complex system. Therefore, to ensure effective RMM

autonomous operations in the future, a high-performance whole-body motion esti-

mation and control system that is low-cost and easy to install must be developed.

1.1 Motivation

For future autonomous operations to be successful, RMMs need to be equipped

with a whole-body motion estimation sensory system that would enable the use of

navigation and an on-board manipulator in floating base robotic manipulation and

object grasping scenarios. In addition to these robotic operations, various safety-

related systems are required, such as on-line RMM tipping-over stability monitoring,

a prevention system, and wheel anti-slip controllers. As an example, in these RMMs

applications, at least one of the wheels can easily lose its contact with the ground

causing the wheels to spin or the more dangerous situation of tipping-over. This in

turn is vital information for the whole-body motion controller and RMM stability

monitoring.

Therefore, this thesis focuses on whole-body motion estimation developments

for complex RMMs that would be modular enabling their adaptation into RMMs

with different steering configurations ranging from skid-steered vehicles to car-like

vehicles. The case study used in this thesis is the articulated steering RMM that is

commonly used in forest applications.

1.2 Research Problems (RPs)

As previously mentioned, in general, RMMs have three main subsystems: a vehi-

cle wheeled platform, an on-board robotic manipulator, and a manipulator grasper.
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Therefore, the research problem of RMM whole-body motion estimation is ap-

proached with these main subsystems in mind, based on the following RPs:

RP1: Can on-board floating base serial link robotic manipulator motions be es-

timated accurately utilizing multiple low-cost IMUs attached to the surface of

the links?

RP2: Can the continuously rotating motion state of RMM wheels that are at-

tached to the bogie suspension arrangements be estimated? Can algorithms be

developed to estimate the attitude of RMMwheels on bogies based on low-cost

IMU measurements?

RP3: Based on low-cost and continuously rotating IMUs, can the rotation of

the RMM wheels be used for low drift estimation of the wheel yaw and roll

angles?

RP4: Based on the theory of continuous rotation, can IMUs be used to calculate

the attitude of the grasper to ensure anti-sway control?

RP5: Can we estimate the position and attitude for the base of RMMwith IMU,

by fusing it with the wheel odometry on slippery ground?

1.3 Requirements and Scope of the Research

For a comparison, the industrial robot kinematic structures equipped with embedded

high accuracy joint sensors can be rigorously calibrated to provide an accurate robot

Tool Center Point (TCP) three degrees-of-freedom (3DOF) position in Cartesian

coordinates. Currently, many industrial robot OEMs, such as those manufactured

by ABB, provide this as a digital service. For example, the ABB IRB 1400 6DOF

robot with 5 kg payload and 1.44 m reach can be purchased with the impressive

submillimeter absolute TCP position accuracy of ±0.45 mm [1]. The key enabler

for this is highly accurate angle sensors with 20-bit accuracy and bulky robot link

structures that can be considered to be ideal rigid bodies.

Consequently, these industrial robots typically have a payload-to-own-weight ra-

tio of less than 0.1. However, the state of the art for a digital service offering for

RMMs is very far from this. First, a high payload-to-own-weight ratio close to 1 is

needed to ensure high reachability and rough terrain mobility. This results in the

structural link flexibilities being an order of one or two higher. Second, due to lower
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cost considerations, high manufacturing tolerances are used. Third, the annual pro-

duction volumes of RMMs are relatively low, while the number of product variants

is still high, which calls for easy to install and scalable sensory systems.

Therefore, our aim is to revisit this highly complex RMM problem from an

interdisciplinary real-world robotics perspective with three novel aspects mentioned

above. Toward that end, strap-down low-cost IMUs are set up as a dense sensor

network and novel algorithms for motion estimation are developed.

This project was conducted at the Doctoral School of Industry Innovations (DSII)

[11] at Tampere University (TAU) and was, in part, funded by the Forum of Intel-

ligent Machines (FIMA) consortium [17]. Many of the FIMA member companies

were active in defining a set of requirements for the MWM whole-body motion esti-

mation system. This resulted in the selection of the main requirements for this new

sensor system, as follows:

• High measurement accuracy with

– A static accuracy of ± 0.01 deg (16-bit) for each joint angle in generic

6DOF link motion

– A dynamic accuracy of ± 1 deg for each joint angle at rotation velocities

below 90 deg/s

• Robustness to harsh outdoors operation environment in forestry, material han-

dling, mining, and construction applications at the International Protection

Code IP-67 level and an operating temperature range between -40 ◦C to +125
◦C

• Easy-to-install sensor system with a minimal cost-to-precision ratio

• Sensor system that is easy to calibrate and configure in-factory and on-site

• Scalability of the sensor system to the full OEM product range

As previously mentioned, a highly complex forest forwarder that is available at

TAU is used as a case study for this thesis. The list of motion DOFs presented in

Table 1.1 is used to describe the complexity of this whole-body motion estimation

problem and the associated measurements that are required. Special attention is paid

to DOFs with a continuous axle rotation that would require a slip-ring type of rotat-

ing connector solution for sensor power and measurement signals or battery-driven

wireless data transmission.
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RMM subsystems have eight wheels connected as pairs into four bogie suspension

arrangements, forming eight Continuous Rotation (CR) wheel states and four bogies

with Limited Rotation (LR) states. The two RMM body motions are constrained by

a 2DOf articulated steering joint with both rear and front bodies capable of 3DOF

rotation; thus, there are eight LRs on the base platform. While various sensor instal-

lation configurations can be used to recover the full motion state for this particular

RMM, the optimization of this sensor system is left for future studies. However,

for various special future autonomous RMM base platform functions, such as con-

dition monitoring and tip-over prevention control, the bogies and 2DOF steering

joint angles most likely need to be estimated. In this case, the on-board manipulator

has three LRs in the vertical plane, commonly called shoulder, elbow, and telescope

joints in robotics. A grasper tool connected to the tip of the manipulator has a ver-

tical and horizontal plane passive LR joints followed by a CR joint for tool rotation

in the yaw direction. This potentially in-part redundant list of angle measurements

that are needed for RMM whole-body motion estimation is given in 1.1.

Table 1.1 Degree of freedom for whole body estimation

Function Number of axles/sensors
Continuous rotation (CR)/

Limited rotation (LR)

Wheels 8, 1 DOF CR

Rocker-bogie 4, 1 DOF LR

Vehicle bodies 6, 2 DOF LR

Articulated steering joint 2, 2 DOF LR

On-board manipulator 4, 1 DOF LR

Grasper tool 3, 1 DOF 1 CR and 2 LR

Total 27, 8 DOF 9 CR and 18 LR

The state of the art work in [61] for state estimation of joint angles on a float-

ing base used industrial-grade IMUs, ADIS16485, for each link, which cost more

than 1000 Euros each. Our much cheaper solution uses four IBM160 consumer-

grade IMUs for each link, and the cost of one IBMI160 is about 2 Euros. In Ta-

ble 1.2 presents a summary of several of the key differences between these two types

of IMUs. Every industrial-grade ADIS16485 has a factory calibration, so it has A

much better performance than the IBM160 consumer-grade IMU, especially its non-
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linearity is several times smaller than that of the IBM160.

Table 1.2 IMU comparison

Grade
Internal ADC

resolution
Nonlinearity Factory calibrated

ADIS16485 Industry 32 bits
gyro 0.01%FS

acc 0.1%FS

sensitivity, bias,

and axial alignment

BMI160 Consumer 16 bits
gyro 0.1%FS

acc 0.5%FS
No

1.4 Methods and Restrictions

In this thesis, the research focus is limited to the use of MEMS strap-down IMUs

sensors with gravity as a reference or assistance to estimate the attitude states of the

RMM. For the localization of the RMM base platform, we fused the IMUs with the

wheel odometry.

The RMM subsystem-based motion estimation methods are designed for two

main reasons. First, as previously mentioned, the RMMs are manufactured with

various configuration architectures; thus, modularity in whole-body motion estima-

tion is highly desirable. Second, from a practical perspective, due to the relevance and

availability of the used complexity RMM research platform, the cost of a full-scale

sensor network with 27 IMU nodes is beyond the scope of this thesis.

In general, the state estimation of joint angles for robotic arms is a broad field.

For fixed-basedmanipulators, traditionally a forward kinematic model with data flow

from previous links has been used for state estimation [62, 61], or a highly accurate

IMU has been used as a reference [49]. The forward kinematic model will propagate

an imperfect estimation for the state from previous links or base to the end of the

links; it also increases the complexity of the algorithm. This is why, in publications

of P-I and P-II, the forward kinematic model is removed.

We attached four low-cost IMUs onto the surface of each link in suitable posi-

tions. Using filters, we fused the outputs from the IMUs’ accelerometers and gy-

roscopes and we estimated the 1DOF joint angle between each link with the aid of

a gravity reference. Based on the Gyro-Free Inertial Measurement Unit (GFIMU)
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theory, the specific force of the joint center, the quadratic form of the angular veloc-

ity, and the angular acceleration can be expressed in the body-fixed frames only using

the information from accelerometers. Using the Extended Kalman Filter (EKF), we

fused these outputs from GFIMU with the outputs from the gyroscopes to correct

the biases and installation errors of the accelerometers.

Without external information, the yaw angle in the navigation frame is unob-

servable for the strap-down IMUs used to estimate orientation, and the yaw angle’s

integration error cannot be eliminated. Additionally, it is difficult to build a dynamic

model for the attitude of the grasper of the RMM in our scenario. We applied rotary

IMU theory in two cases for the angle calculation. A rotary gyroscope box is at-

tached to the grasper of a crane and the attitude of the grasper is calculated based on

the output from the gyroscope, which rotates with a constant speed with respect to

the body-fixed frame of the grasper. To provide yaw and roll angle information for

the RMM’s base, a gyroscope is installed in the center of one of the RMM’s wheels.

1.5 Thesis Contributions

The main contribution of this thesis can be summarized as follows:

P-I An algorithm for joint angle estimation of a floating-base platform with low-

cost IMUs is developed. The validation is carried out on a hydraulic crane with

three links and two 1DOF joints. The algorithm utilizes the GFIMU theory

to calculate the specific force of the joint center, the angular acceleration, and

the quadratic form of the angular rate for each link using four triad-axis ac-

celerometers. With an extended EKF, using gravity as a reference, the result

is fused with the gyroscope measurements to correct for the biases and instal-

lation errors of the accelerometers. The final step of the algorithm employs a

complementary filter for fusing the outputs of each accelerometer and gyro-

scope pair to obtain the joint angles. IMU boxes are designed and built, each

of them consisting of one low-cost IMU, a microcontroller, and communica-

tion components. The lift joint is moved arbitrarily during validation of the

algorithm to simulate a floating base, and the 1DOF tilt joint’s angle is the

estimated angle; a quadrature encoder’s measurement is used as a ground-truth

reference.

P-II The algorithm in P-I is validated on a forest MWM. The vehicle has a 6DOF
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wheeled platform acting as a floating base for a crane. Its diesel engine was

running during the test procedure. During the test, the vehicle moved on a

rough slope made of rubble, and the engine introduces disturbance in the form

of oscillation. Since the performance of the estimation results are very sensitive

to the positions of the IMUs on the links, in this paper we use an empirical

criterion to choose the position of the IMUs that are attached on the links. By

introducing simulated bias and drift into the raw data of the IMUs’ output,

this paper investigates how the configuration of multiple IMUs on one link

can improve the estimation performance and the system’s robustness.

P-III The paper demonstrates the use of MEMS low-cost IMUs to obtain odometry

information for a mobile RMM. An estimation method for the pitch angle

of an RMM bogie was also provided. A test bed was built that simulates the

RMM’s wheel and bogie.

P-IV By applying rotary gyroscope theory to a tactical-grade gyroscope, which is

attached to a grasper, the long-term drift of the gyroscope is decreased. The

attitude calculation of the grasper became more accurate.

P-V Using ESKF to fuse the output of the IMU measurements and wheel odom-

etry, it is possible to estimate the position and altitude of a MWM moving

on a slippery surface. The strategy of tuning the ESKF parameters was also

investigated.

1.6 Outline of the Thesis

This thesis is comprised of five chapters. The first chapter introduces the research

background, the motivation of the research, the research problems, and the contri-

butions of the articles in this thesis. The following chapters are structured as follows:

Chapter 2 introduces the state of the art, focusing on a literature review, comparing

the work presented in previous studies, and analyzing the limitations and advan-

tages of each solution. Chapter 3 describes the proposed solutions of our works and

presents the results. Chapter 4 presents the research conclusions, discusses the design

decisions of the algorithms used, and discusses the possible research direction for fur-

ther development. Chapter 5 summarizes the main points of the five publications.

The five relevant publications follow the last chapter.
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2 STATE OF THE ART

This chapter briefly summarizes the state of the art in the field of the thesis. The

topics covered are the joint angle estimation, theory of continuously rotating IMU,

RMM position and orientation estimation, and sensor fusion, with a focus on the

implementation of IMUs for these tasks on MWMs.

2.1 Joint Angle Estimation on a Floating Base

Traditionally, a state estimation for robotic manipulators is done with the manip-

ulator on a stationary base, which means the base has no movement during the

operation. Normally, the system utilizes a forward kinematic model with data flow

propagation from the base to the last link [30, 62].

In [63], the kinematics model is used to decouple the angle estimation from the

state of the RMM’s floating base, with each link employing an industry-grade IMU.

Since the IMU cannot be installed exactly at the joint rotation center, the angular

acceleration is derived from the time derivative of angular velocity to establish the

acceleration of the IMU with respect to the joint center. However, the algorithm

does not include an estimation of accelerometer bias, and this assumption clearly

limits the use of this approach to high-quality IMUs that have low accelerometer

bias and low gyroscope noise.

The IMU-based state estimation of a humanoid robot is developed in [67], where

an expensive and accurate fiber-optic IMU is used as a reference point for other

lower-cost MEMS gyros. The work in [49] uses analog potentiometers, which are

traditional joint position sensors, to design a joint acceleration estimation system.

The sensor network we endeavored to develop should be low-cost and easy to install.

It is difficult to install or fix a traditional angle measurement sensor inside the joint

rotational center for machines designed for rough terrain environments, and since

the consideration of cost, the use of high-end IMUs are not within the scope of this
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thesis.

The IMU-based estimation of human gait is studied in [8, 51]. Since the coor-

dinates of IMUs and human body segments cannot be coincident, and the surface

of the human body is not rigid, usually the angle measurement accuracy of is only

within several degrees. The assumption used is that gravity is the dominant force

while moving, but this assumption is not suitable for our scenario as the links of

the manipulator on a MWM may have a high rotation speed, resulting in moving

accelerations for the IMUs that cannot be ignored.

2.2 Rotary Inertial Navigation System (INS)

A rotating IMU with constant angular rate can eliminate the effect of constant bias

on the navigation solution [12]. The drift of a gyroscope’s measurement converted

into the navigation frame can be written as:

Cn
b δε

b =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0

0 cosωt − sinωt

0 sinωt cosωt

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

εx

εy

εz

⎤⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

εx

εy cosωt − εz sinωt

εy sinωt + εz cosωt

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(2.1)

where ω is the IMU rotation rate; δεb =
[
εx εy εz

]T
are the constant biases of the

gyroscope in three axis, and Cn
b
is the conversion matrix from the body frame to the

navigation frame. If the gyroscope rotates around the x-axis with a constant rate,

integrating the equation 2.1, gives another equation 2.2,

∫
T
Cn
b δε

b =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

∫
T
εx∫

T

(
εy cosωt − εz sinωt

)
∫
T

(
εy sinωt + εz cosωt

)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
≈

⎡⎢⎢⎢⎢⎢⎢⎢⎣

∫
T
εx

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(2.2)

where T is the IMU rotation period. Equation 2.2 shows that the angle errors in

the non-rotating axis will be eliminated after the integration of one rotation period,
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since the constant errors of a rotary sensor are modulated into sine waves in the

navigation frame. This property of rotating IMUs is applied in Publication III and

Publication IV.

2.2.1 IMU-Based Wheel Odometry

In [6, 43], a MEMS IMU is installed in the center of an RMMwheel to form a rotary

IMU. The navigation performance improved significantly, especially with respect to

the position drift on the horizontal plane and in the estimation of the RMM heading

angle.

Du et al. propose rotating IMUs to improve the INS observability [13]. Weak

system observability would lead to inaccurate estimation, eventually degrading the

performance of the navigation solution. In [14], the methods for mitigating sensor

errors utilizing rotating IMU are investigated.

2.2.2 Anti-Sway of Grasper on a Crane System

Anti-sway control of the grasper for a crane system is essential for its safe operation.

The lack of information of the position and sway angle of the grasper induces risks in

operation, which could lead to collisions and decrease the crane’s operation efficiency.

In [29, 40], crane anti-sway controllers were developed to limit swaying of their

graspers. The proposed solution in [29] used an inclinometer and kinematic model

to estimate the sway angle. Whereas in [40], the sway angle was directly measured

with high-accuracy incremental encoders and a full kinematic model was applied to

recover other states of the grasper.

The works in [15, 25, 26, 47] applied a strap-down IMU to measure the load

orientation, and a dynamic model converted the measurement into position and tra-

jectory information of the load.

Several papers [22, 23, 24] investigated the vision-based sway angle estimation. In

[23], the crane rope’s sway angle was estimated in two directions using a smart camera

tracking a marker. In [24], a vision sensor was used to measure the marker positions;

the sensor was attached to a hook to estimate the swing angle. This technique was

based on a template matching method. Paper [22] focused on implementation with

an infrared vision sensor in a low-light application condition that was insufficient for

normal cameras.
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For some scenarios, the dynamic or kinematic model for filter design is difficult

to build, and [48] proposed a strategy without using state-space models; however,

their lift wire length and the position of their base were known, which makes the

estimation easier.

2.3 Localization of a Vehicle Based on IMU

Positioning and attitude information is essential for autonomous RMMs [32]. As the

MEMS technology has developed, the MEMS strap-down IMU has become low-cost

and more reliable, and their weight and power consumption has continually decrease

[27], making MEMS IMUs popular choices for navigation solutions

Although inertial navigation is self-contained, the sensor error, the drift of the

gyroscopes, and the bias of the accelerometers will lead to accumulating navigation

errors [44, 57]. INSs need an external sensor or other information to correct the

IMUs’ bias and the errors in the navigation solution’s estimation. The extra infor-

mation for aiding IMU navigation could be from an external radio source, such as

GNSS [28, 50, 65]. In an indoor environment, the external information could be

from an Ultra-Wideband (UWB)radio [2, 16, 64].

Adding vision-based aiding to RMM navigation with IMU was proposed in [5,

56]. Huang presents a contemporary literature review for fusing vision with an IMU

in [21], and the equations of a kinematic model of an IMU were described there in

detail.

In poor lighting conditions, LiDARs may be applied as the aiding sensors [37, 68,

69]. In comparison to LiDARs and vision sensors, radar has performance advantages

in different weather and light conditions [31, 34].

Strap-down IMU fusing with wheel odometry has been investigated intensively

for decades, such as in [9, 66]. Wei et al. in [45] used adaptive models to fuse a

tactical-grade IMU with wheel odometry; the average accuracy of the position was

smaller than 20 m for field tests, which lasted about 7 hours with a total traveled

distance of about 490 km.

In [4], Matin et al. applied recurrent deep neural networks to detect motion

states for a wheeled RMM, such as a stationary position, zero velocity in the lateral

direction, etc. The corresponding pseudo-measurements are formed according to

different motion dynamics and they are fed to the observation models of an EKF.
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Using only a moderate-cost IMU whose gyroscopes’ stability is 10 deg/h as a sensor,

the estimates of the final position fall within 20 m of a reference of ground truth at

the end of the 73-minute test sequence. Only employing a solo IMU, [3] used a deep

neural network to dynamically adapt the noise parameters of the filter and achieve,

on average, a 1.10% translational error.

The key points of the work in [3, 4, 45] are similar on some level, as they used

different observation models or adaptive noise parameters for filters to deal with

several kinds of movement of a wheeled RMMs. For example, when the RMM

remains stationary, the biases of its IMU and the attitude of the RMM in the roll

and pitch axes can be easily estimated with a reference from gravity. When the RMM

moves on a roughly flat road, the non-holonomic constraint [10, 66, 53] is applied

to form extra measurements for filtering. This constraint simply assumes that the

velocity in the vertical or lateral direction in the body-fixed frame is close to 0 with

some Gaussian noise. Traditionally, it is difficult for a filter with only an IMU to

recognize different moving patterns, such as keeping an RMM stationary or moving

one with constant speed. That means that applying an adaptive noise parameter for

filter or switching to a different model to match the motion pattern will not always be

done at the right moment. Additionally, when introducing other sensors than IMUs,

for example wheel odometry, if wheel slip or side slip cannot be recognized, it will

apply the wrong observations to the filter, which fuses the velocity information with

the IMU. This will deteriorate the estimation results.

The work in [3, 4] is based on a moderate-cost IMU, and the results can compete

with the tests that use a high-cost IMU aided by LiDARs or vision cameras. This

implies that, nowadays, a moderate-cost IMU is accurate enough for long-term lo-

calization for a wheeled RMM without additional sensors. IMUs could be the core

element of localization systems, with other sensors only needed to update the states

that have weak or no observability for an IMU, such as position and yaw angle. Al-

ternatively, other sensors could be used to determine the RMM’s motion pattern,

such as being stationary or moving in a straight line, and the IMU-based filter could

then switch to a different model or tune its parameters accordingly.

Low-cost strap-down IMUs are normally aided by GPS or cameras. In [20, 55],

the observability for a GPS-based INS was investigated extensively. The work in [55]

is based on a non-linear model from a global view, which means that the estimation

is done for the entire time span. In [20], a general linear time-varying model is used
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to investigate the observability properties. The results were similar; translational

motions, i.e., acceleration changes, can enhance the observability of the attitude and

sensor bias, and angular motions can enhance the observability of the lever arm.

Here, the lever arm is the coordinate of the GPS antenna in a body-fixed frame. In

[19, 39], the authors investigated the observability for a vision-aided INS system.

2.4 Sensor Fusion

To estimate the system states, several filtering methods have been introduced. In

several studies, such as [30, 38, 60, 62], a complementary filter (CF) was designed to

fuse the gyroscope and accelerometer measurements. CF is relatively simple, com-

putationally light, and it has the capability to utilize the advantages of both IMU

sensor elements. It is well known that the angular estimation using a gyroscope has

better accuracy at high frequencies, while the accelerometer has better performance

at low frequencies [38].

In Publication I and Publication II, we used a CF to fuse the outputs from

GFIMU and the gyroscopes. The angle information from the GFIMU is relatively

noisy; however, it has less bias than the gyroscope. In contrast, the angle integrated

from the gyroscope measurement has less noise, but the angular speed measurement

normally has an offset with respect to the true value. A CF can take advantage of

the strengths of each sensor to smooth the estimation and decrease the bias of the

sensor.

The Multiplicative Extended Kalman Filter (MEKF) appeared in an estimator of

attitude that used a gyroscope and a star tracker in the late 1960s at NASA [58].

In [33, 36], MEKF was introduced and discussed in detail. After more than 50

years of evolution, the full theory behind MEKF was developed and validated in the

most challenging conditions. To this day, it is still considered to be one of the most

attractive filters for IMU-based attitude estimation. In robotics, this filter is better

known as an ESKF [54] or an Indirect Kalman Filter(IEKF) in [59].

The work in Publication V follows the conventions from [54], and the name

of the filter is inherited here as ESKF. The ESKF has several advantages, but we

are mainly concerned with two implementations aspects as follows. First, the error

dynamic is slow, and this allows us to apply Kalman Filter (KF) correction at a

lower rate. For example, the RTK-GPS provides either 20 Hz or 50 Hz position

32



observations for updating the error states, but the filter can run at a prediction rate

of several hundreds of Hertz. In other applications, vision information, such as from

a camera or LiDAR, can provide updates roughly from at 10 Hz to 20 Hz, and the

ESKF corrects this rate but can run at a much higher prediction rate.

Second, in [54], the authors pointed out: “the error state is far from possible pa-

rameter singularities, gimbal lock issues, providing a guarantee that the linearization

validity holds at all times.”

For example, a Euler angle-based EKF for estimation of attitude suffers from

singularity issues when the pitch angle is close to ±90 deg [18]. In Publication III,

we assumed that the rotation or oscillation plane is roughly parallel to the gravity;

thus, the EKF has no singularity issue; however, the linearization for the EKF does

not seem to hold the same accuracy at all intervals, and in some points the estimation

error increases significantly.
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3 SOLUTIONS AND RESULTS

3.1 Angle Estimation for Robotic Arms on Floating Base

The works in Publications P-I and P-II have aimed to develop and validate an al-

gorithm using low-cost IMUs for the state estimation of robotic arms mounted on

a floating base. The proposed algorithm for estimating the link angles used IMUs

with a 3-DOF gyroscope and 3-DOF accelerometer that cost less than 2 euros, such

as the Bosch BMI160 [52], which was used in the current thesis. We attached four

strap-down IMUs on each link’s surface to form a single virtual IMU whose body-

fixed frame’s origin was located at the center of the joint’s rotation axis, as shown in

Figure 3.1.

Figure 3.1 IMUs attached on the links’ surface to form virtual IMU

Body-fixed frames {A} and {B} are located at the origin of the center of the two

links’ joint. The specific force of the joint center is expressed in the two frames.

Our design is based on GFIMU theory, which uses multiple accelerometer out-

puts for calculating the angular rate and angular acceleration for each link, as well as
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the specific force of the coordinate origin. An EKF is designed for fusing the output

of GFIMU and the measurement of the three-axis gyroscope to estimate the angular

rate, the drift of the gyros, and the bias of the accelerometers.

We show that the same specific force added to the joint center can be expressed

in these two body-fixed frames {A} and {B}. Through algebraic manipulation of

the specific force elements that are the outputs from the two fixed frames, we can

determine the relative angle of the two links, as shown in equation 3.1.

θ = arctan 2
(
fAyfBz − fAyfAz , fByfAy + fAzfBz

)
(3.1)

where arctan 2 (· , ·) is the function that returns the four-quadrant inverse tangent

function of its two inputs, θ is the joint angle between the two links, fAy, fAz are the

elements of specific force in the y-z plane expressed in frame A, and fBy, fBz are the

elements in the B frame.

The angle calculated from equation 3.1 has high noise, and the bias of the gyro-

scopes cannot always be estimated accurately.Therefore, we designed CF for drift

estimation in the gyroscopes and in the joint angle. The scheme of the algorithm is

shown in Figure 3.2.

Figure 3.2 Flowchart of processing for the joint angle estimation

In P-I, we initially tested our algorithm using low-cost IMUs on a vertical plane
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hydraulic arm, where the first joint was moved to generate a motion disturbance to

the second joint angle we tried to estimate. The test-platform is shown in Figure 3.3.

A root mean square (RMS) error of 0.202 degs was observed in the estimated angle.

However, the disturbance motion only had one DOF, and no diesel engine–induced

vibrations disturbances were present.

In P-II, we validated the proposed algorithmwith a real-scale MWM. The angle of

the swing joint connecting the robotic arm’s vertical plane joints and the machine’s

base was not estimated. TheMWMwas a floating-base 6-DOFwheeled test-platform

and had a running diesel engine for the full-scale test scenario, as shown in Figure

3.4. The measured results showed that our theory was valid, with the accuracy of

the joint angle estimation being better than 1 deg in a RMS error.

Figure 3.3 Hiab platform Figure 3.4 Ponsse platform

3.1.1 Gyroscope-Free IMUs

There were two main reasons we why our design was based on GFIMU. First, we

needed to measure the specific force in the joint rotation axis center, but in practice,

it would be quite hard or nearly impossible to install the IMUs exactly into the joint

rotation center. Second, we aimed to use an IMU array to form one virtual IMU

for improving the angle estimation performance, whereas a single low-cost IMU can

have limited performance.

The performance of the GFIMUs were sensitive to IMU placements on the links.

Improper choice of the IMUs’ placement on each link will enlarge the noise of the
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GFIMU’s output. However, in practice, the IMU placements cannot be chosen

freely because hydraulic manipulator links have uneven surfaces and hydraulic pipes

and hoses that can block the mounting. Therefore, the IMUs’ positions in the ex-

periments were not optimal, but still, as the results showed, the GFIMU implemen-

tations had acceptable noise ratios.

3.1.2 Results of Joint Angle Estimation Test

Table 3.1 below summarizes the joint angle estimation errors with and without the

accelerometer bias correction in P-I. With the CF based bias correction, the accuracy

of the estimation improved significantly in our low-cost IMU array experiments with

the test platform shown in Figure 3.3. The data presented are statistics from the EKF

steady state.

In the second Table 3.2, we summarize the P-II test results with our algorithm

on the platform shown in Figure 3.4. The joint angle encoders were available for use

as the ground-truth references to verify our algorithm performance. During these

tests, all three joints of the platform links were rotated arbitrarily in a plane by a

human operator using open-loop control. In addition, for the floating-base robotic

arm experiment, the MWMwas driven several times from an even ground to a slope

made of rubble and then back, as shown inFigure 3.4. This formed a moving 6-

DOF base platform experienced by the robotic arm links. Because the MWM diesel

engine was running, additional structural high frequency vibrations were transferred

to the links. The test results are presented in terms of standard deviation, mean of

absolute error, and maximum of absolute errors. Table 3.1 shows that our results

with low-cost IMUs on floating base with bias correction were at the same level as

the results obtained in [62, 63] with high-end IMUs.

Table 3.1 Test results I

peak abs. error mean abs. error RMS error

With correction of ac-

celerometers bias (deg)

0.887 0.154 0.202

Without correction of ac-

celerometers bias (deg)

3.019 0.624 0.874
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Table 3.2 Test results II

standard deviation mean abs. error maximum error

tilt(deg) 0.947 0.612 4.49

lift(deg) 0.638 0.480 1.952

3.2 Mobile Robotic Spatial Odometry by Low-Cost IMUs

Figure 3.5 shows the test bed used for developing low-cost, IMU-based spatial ab-

solute odometry for wheels attached on MWM’s oscillating bogies. The test bed

simulated the movement of a RMM bogie and wheel rotation with two actuated

motors. One strap-down IMU was installed on the bogie with a range of motion

of about ±20 deg, and the second one had a continuously rotating wheel close to

its rotation axis. We used gravity as a reference, and an EKF was designed to fuse

the output of the gyroscopes and accelerometers to provide the oscillation angle of

the bogie and the absolute rotation angle of the wheel. Additionally, one IMU was

installed on the rotation center of the wheel to provide the information of the roll

and yaw angles of the RMM with the theory of rotary IMU.

Figure 3.5 Test bed for bogie and wheel odometry with IMUs
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3.2.1 Angle Estimation of Bogie and Wheel Rotation with EKF

The EKF has been designed with three states as its input: the rotation angle θ, angular

velocity θ�, and bias of gyroscope in its rotation direction bg, as in equation 3.2.

x[k] =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

θ[k]

θ� [k]

bg [k]

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(3.2)

The process model is x[k+ 1] = Ax[k] +w[k], where the state transition matrix is

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 T 0

0 1 0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(3.3)

, w[k] is the process noise, and T is the sampling interval.

The two accelerometers measurements in the rotation plane and measurement of

a gyroscope along the rotation direction were used as observations. The observation

model is as follows:

h =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

9.81cosθ + az

−9.81sinθ + ax

θ� + bg

⎤⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎢⎢⎢⎣

nz

nx

nθ

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(3.4)

where nz, nx, and nθ are Gaussian noise of the above sensors. The constant of 9.81

is the gravity reference. az and ax are the motion acceleration in the two directions,

and we regard these two items as noise when linearizing the model in equation 3.4.

With one BMI160 IMU mounted on the bogie’s surface, the joint was rotated by

an electric motor to simulate the bogie’s pitch angle in a test lasting about 12minutes.

The amplitude of the bogie’s oscillation was about 8 deg and its period 20 seconds.

The RMS error for the estimation of the bogie pitch angle of the bogie was 0.673

deg.

Another BMI160 IMUwas mounted on wheel axle, and the wheel was rotated by

an electric motor for motion simulation, where the rotation speed switched between

100 deg/s and 170 deg/s every 20 seconds. With the bogie motion mentioned above,
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the resulting wheel rotation angle estimation RMS error was 1.886 deg.

3.2.2 Calculation of the Yaw and Roll Angles of the Bogie

Applying the rotary IMU theory presented in Chapter 2.2, the yaw and roll angles

of the test bed were set to zero. Because the bogie’s oscillation introduced some extra

angular velocity, the assumption that the rotation speed would be constant could not

hold. We designed a gyroscope’s error model given in equation 3.5.

⎡⎢⎢⎢⎢⎢⎢⎢⎣

δωx

δωy

δωz

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

kxy + dx

Syω + dy

kzy + dz

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(3.5)

where [δωx, δωy, δωz]
T is the gyroscope sensor’s error, kxy and kzy are the factors

of the installation error for the rotation axis projected into the x-axis and y-axis. The

derivatives dx, dy, and dz are the gyroscope’s bias. After the correction of gyroscope

with the model of equation 3.5, we applied the rotary IMU theory with equations

2.1 and 2.2 to integrate the yaw and roll angles.

In an 11-minute test where the wheel rotation speed was 170 deg/s and the bogie

oscillated with an angular speed below 12 deg/s, the results showed that the yaw

angle drift was less than 5 deg, and the roll angle drift was within ±1 deg, as shown

in Figure 3.6.

Figure 3.6 The drift in the integration of yaw and roll angle.
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3.3 Attitude Calculation for the Grasper of a Crane

In this work, we have investigated an approach for the attitude calculation of a

grasper attached to a crane. The grasper had a 3-DOF joint structure connected

to a Hiab033 crane, as shown in Figure 3.7. The two passive joints (Joint 1 and

Joint 2) in the series were connected to the grasper’s continuous rotating (CR) mo-

tor joint (Joint3); this model is illustrated in Figure 3.8. Our design was based on

rotary IMU theory. We used an industry-grade IMUs gyroscope rotated by a motor

with a constant speed with respect to the body-fixed frame of the grasper.

Figure 3.7 Hiab platform’s grasper Figure 3.8 3D model of the grasper

We set the IMU to rotate at a speed of 250 deg/s. By subtracting this constant

value from the output of the gyroscope, we obtained the rotation speed of the grasper

in the pitch direction, here as expressed in the body-fixed frame. Utilizing a Euler an-

gle matrix, we transformed the angular speed in the other axes from being expressed

in the rotation frame to being expressed in the body-fixed frame.

During the test, at first, we kept both the grasper and rotary IMU stationary for

about 30 seconds, and then, we compared the mean value of its gyroscopes’ outputs

with zero for obtaining the bias of the gyros. Then, keeping the grasper stationary,

we rotated the IMU for about 30 seconds. After this, by utilizing the error model

of rotary IMUs described in equation 3.5, we obtained the installation error factors
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kxy, kzy and the scale factor Sy.

The attitude integration in quaternion form is as follows:

qk+1 = qk + q�k�t (3.6)

where �t is the sample time. Then, the time derivative of quaternion is the following:

q�k =
1

2
qk ⊗

⎡⎢⎢⎢⎢⎣
0

ωk

⎤⎥⎥⎥⎥⎦
=

1

2
Ω(ωk)qk (3.7)

and Ω(ωk) has the form

Ω(ωk) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −ωx −ωy −ωz

ωx 0 ωz −ωy

ωy −ωz 0 ωx

ωz ωy −ωx 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.8)

The quaternion form of attitude represented as qk was transferred into Euler angle

form and then was compared with the output of the encoder installed on each joint.

In our 3-minute test, the Hiab033 crane’s grasper was operator driven. This test

results showed that the maximum oscillation amplitudes were about 50 deg in the

pitch and yaw direction and about 8 deg in roll direction. In this test, the estimation

RMS error was 0.831 deg in the pitch angle. After about 100 seconds of angle

integration, the RMS error in the yaw direction was 1.43 deg, and the maximum

error in roll was less than 2 deg.

3.4 Localization of a Heavy-Duty Omnidirectional Vehicle Using IMU
and Wheel Odometry

In the current research, we developed positioning algorithms using sensor fusion

of an industry-grade MEMS IMU and wheel odometry on a 4-Wheel Drive (WD)

heavy RMM. A Real Time Kinematic-Global Positioning System (RTK-GPS) was

used to provide a ground-truth reference for the estimated RMM position and yaw

angle.
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3.4.1 RTK-GPS for Ground-Truth Reference

Two GPS antennas were located 2.6 m apart on the chassis of our Heavy-Duty

Autonomous Construction Vehicle (HACV). One antenna received the position,

and the other one was used to form the heading vector for the HACV yaw angle in

combination with the first antenna. A RTK-GPS base station was used for giving

reference point for correction. With this correction, the accuracy for the horizontal

position was ± 0.02 m, and the accuracy for the yaw angle was ±0.09 deg, which

served as the ground-truth measurement. This GNSS receiver had a data rate of 50

Hz. We propagated the states from filter to the time of the RTK-GPS output.

3.4.2 Observation of ESKF

Two observation models have been designed for ESKF development. In the first case,

while the RMM was kept stationary, the equation 3.9 was used as the observation

model for system initialization phase. The three velocity elements in the navigation

frame were set to zero, and the yaw angle, which was also set to zero during the ini-

tialization phase, was chosen as the fourth element. The four-element vector formed

the observations after subtracting the corresponding filter-estimated states. Because

the navigation frame would rotate as the earth rotates, we directly modified the yaw

angle observation accordingly, adding an offset in the yaw axis for the bias of gyro.

zk+1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

0

ψfix − ωearthsin(La)tk+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v̂x

v̂y

v̂z

ψ̂

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.9)

where ψfix is the fixed value for the yaw angle; ωearth is the earth’s rotation speed;

and La is the latitude of test location. The RMM was kept stationary for about 10

to 20 seconds. The IMU’s biases and roll and pitch angle were then estimated.

After the initialization phase, while in the moving phase, the model is described

in equation 3.10,
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zk+1 = fCI
o

⎡⎢⎢⎢⎢⎢⎢⎢⎣

vbx

vby

0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
− Vb (3.10)

where vbx and vby are the velocities from wheel odometry in the body-fixed frame.

f indicates the efficiency of the wheel odometer, and Vb is the estimated velocity

transferred into the body-fixed frame. CI
o is the matrix denoting the misalignment

between the wheel odometer and the body-fixed frame. In the tests, we kept itas an

identical matrix because estimating it online would need a relatively long movement

distance for the RMM. However, we compensated for this in the yaw axis of the

gyroscope in dynamic equations, where the angular velocity could be modified to be

the following:

ω =
[
ωmx ωmy (1 − k)ωmz

]T
− ωb (3.11)

where k is a factor and (1 − k)ωmz indicates the gyroscope’s measurement in yaw

axis projected onto the body-fixed frame. Of course, because of the installation

errors, the yaw axis of gyroscope output also projected a tiny error into the roll and

pitch directions in the body-fixed frame, but the accumulated angle errors were easy

to correct or limit with a gravity-aiding design.

3.4.3 Results of Vehicle Localization Test

Two test cases have been included: one trajectory was roughly a triangle shape, and

the other was roughly a square shape, here represented as black lines in Figure 3.9 and

Figure 3.10. The estimated positions from the KF were transferred to the frame that

the wheel odometry used, here represented as a black line. Similarly, the position

outputs from RTK-GPS were also transferred to the wheel center and used as a

ground truth, here represented as a red line. In the figure, the blue line is theHACV’s

position trajectory calculated only by using wheel odometry.

The triangle movement was about 255 sseconds, where the initializing stationary

phase was from 0 to 15 seconds. For the square shape movement, which took 185

seconds to drive, the initial 18 seconds were stationary.

There was no mechanism in our algorithm to determinate which observation
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Figure 3.9 Trajectories of the triangle test Figure 3.10 Trajectories of the square test

model to use, so we manually set the initial stationary phase as 10 to 15 seconds

in the start and used the observation model for moving cases for the remainder of

the test. Using the moving observation model for a stationary RMM may lead to

the estimation of the vehicle’s yaw angle and position to slow drift away from their

correct values slowly. The results are summarized in Table 3.3.

Table 3.3 Test results of vehicle localization

Trajectory

Position

RMS error

(m)

Heading

RMS error

(degree)

Maximum

Position Error

(m)

maximum

Heading Error

(degree)

Triangle 0.199 0.55 0.310 2.27

Square 0.314 0.56 0.490 2.28

46



4 CONCLUSIONS AND DISCUSSION

This chapter explains the research conclusions, discusses the research’s limitations,

and gives suggestions for further developments.

P-I and P-II answered RP1; here, the state of a robotic arm on a floating base

can be estimated by low-cost IMUs; P-III gave promising results for RP2 and RP3,

showing that the oscillation of bogies and wheel rotation can be estimated by IMU

with gravity as a reference; the P-IV showed that the rotary IMU can provide attitude

information for the grasper of a crane; and RP5 was answered by P-V, inwhich we

showed that with the fusion of IMU and wheel odometry, the RMM’s position and

orientation on slippery ground can be captured.

4.1 State Estimation of Robotic Arm on Floating Base (RP1)

Can on-board floating base serial link robotic manipulator motions be estimated accu-

rately utilizing multiple low-cost IMUs attached on the surface of the links?

For estimation of the joint angle, we needed the specific force of the joint ori-

gin expressed in two different frames. The distance between the sensors could lead

the outputs of the accelerometers to be different, such as when the links’ rotation

introduced acceleration to the measurements. Through arithmetic operation of the

accelerations and fusing with the output from gyroscopes in the rotation axis, the

joint angle was estimated. However, installing the accelerometers exactly into the

origin of each joint was difficult in practice. We applied GFIMU theory to obtain

the specific force on the joint origin for each link, here with multiple IMUs placed

around the origin. The angular acceleration of the link was also produced with the

accelerometer network of the GFIMU. Both the angular speed and angular acceler-

ation of the joint were useful information for controlling the robotic arm.

Traditional algorithms use a forward kinematic model that propagates the states

from previous links forward, so any imperfections in the states of the base or previous
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joint will be propagated into the current joint. Our novel development removed this

kind of forward kinematic model. The algorithm for angle estimation of a joint only

used the measurements of IMUs on the two links forming the joint, allowing us to

decouple the pose estimation of a robotic arm from the motion of its platform base

and, hence, resulting in the floating base estimation.

Using practice data where the simulated bias was added to one 3-DOF accelerom-

eter on one link, we found the difference of the estimated specific force on the joint

origin to be about 25% of the added disturbances compared with the estimation with-

out this added bias. This may imply that the sensor network of IMUs can improve

the robustness of the system compared with a single IMU.

However, assembling a sensor network with a large number of IMUs may in-

crease the complexity of the system’s hardware. Additionally, low-cost IMUs use a

smaller amount of bits for sampling the measurement, leading to the noises of the

outputs being more significant compared with a high-quality IMU. The noises of the

outputs from a GFIMU network were sensitive to the position of its IMUs on the

link’s body-fixed frames. For more flexibility in choosing the positions of the IMUs

on the links, high-quality IMUs with low noise should be used.

For our implementation, the rotation plane of the joints may not be parallel to

the ground because we used gravity as a reference.

Once the position and pose of the base, angle of each joint, and the yaw angle

of the links’ rotation plane have been acquired, the position of the robotic arm’s tip

can be calculated through Denavit–Hartenberg parameters [35]. The estimation of

the angle of the swing joint with respect to the base was not successful, however,

because the gravity assistance was invalidated in this case.

With the quick pace of MEMS technology development, there are nowmoderate-

cost IMU options that internally use more bits in their analog-to- digital converters

(ADCs) than the low-cost IMU used in the current thesis, hence increasing the sen-

sitivity of the sensors’ measurements. Future implementations have the option to

choose better-performing MEMS IMUs while retaining a lower cost.

P-I partially answered RP1: during the tests, one joint that simulated the floating

base only rotated within a vertical plane. In P-II, the test platform was a full floating

base that had a moving capability of 6 DOF; the results in this publication answered

RP1; however, there were some new RPs that arose, such as if we only use one IMU

attached to each link, can we estimate the state of motion for a robotic manipula-
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tor of serial links on a floating base, here with an external radio source like GNSS

information to correct the IMU bias? Can we only use one IMU for each link and

arbitrarily choose the position of it on each link and still get similar results?

4.2 Mobile Robotic Spatial Odometry (RP2 and RP3)

Can the RMM wheel’s continuously rotating motion state attached on bogie suspension

arrangements be estimated? What is the challenge in developing algorithms for attitude

estimation of the RMM’s wheels on bogies based on low-cost IMU measurements?

Based on low-cost and continuously rotating IMUs, can the rotation of anRMMwheel

be used for a low drift estimation of the wheel yaw and roll angles?

We used low-cost IMUs to build an odometer for the RMM, here for control or

localization.Although bogie oscillation introduced extra angular speed to the wheel,

which slightly violated the assumption that the rotation speed would be constant, we

used rotary IMU theory to integrate the yaw and roll angle for the base and achieve

errors within ±5 deg and ±2 deg, respectively, for each angle for an 11-minute-long

test. Themisalignment of IMU installation on the wheel rotation axis can introduce a

sensing error. As shown in equation 3.5, an algorithm using kxy and kzy will multiply

the rotation speed to generate the gyroscope’s error caused by the installation error

in the other two axis. Regarding the rotation axis, the scale factor Sy compensated

for the nonlinearity error.

We used an EKF to estimate the oscillation angle of the bogie and rotation angle

of wheel, here using gravity as a reference. The accuracy of angle estimation was

within ±2 deg. However, in practice, the acceleration of vehicle moving will add to

the gravity reference, and the filter cannot easily separate the gravitational acceler-

ation from the sensed total acceleration. An adaptive EKF may be suitable for this

implementation.

The IMU unit used a battery as its power supply, and the data were transferred

wirelessly. A longer lasting power supply and miniaturization of the IMU unit are

possible research directions.

In P-III, the tests results gave positive answers regarding RP2. For this problem,

we still used traditional EKF and manipulated the covariance matrix in a Cartesian

coordinates. However, the rotational angle was in a rotational space, so we should

try other filters to improve the estimation accuracy, such as ESKF, for future devel-
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opment.

Regarding rotary IMU theory, P-III also showed that a constant rotating IMU

can provide the yaw angle information for RMM, hence answering RP3.

4.3 Attitude Calculation for a Grasper (RP4)

Based on IMU, can we use the theory of continuously rotation IMUs to calculate the

attitude of the grasper for its antisway control purposes?

In this work, we validated the theory that a rotary gyroscope can decrease the

drift of the angle integration in all axes, except the axis of the gyroscope’s rotation.

Using the quaternion form in attitude integration can significantly decrease the com-

putational load. The industry-grade gyroscope allowed us to choose a simple initial

correction procedure: just keep the gyroscope stationary for about 30 seconds, com-

pare the average outputs with zero, and get the bias of the gyroscope. The rotation

motor increased the noise from the gyroscope significantly because the motor itself

oscillated and the rotation axis was not aligned perfectly with the gyroscope’s axis.

If the rotation speed was set as a constant value, the installation error introduced an

offset error when converting the sensed rotation speed into the body-fixed frame.

For our implementation, the offset error in the rotation axis was the key factor for

decreased performance.

The encoders installed inside the joints provided the ground truth for attitude

output with respect to the body-fixed frame of the Hiab033 robotic arm. However,

because the whole robotic armwas not rigid completely, some errors were introduced

during the tests.

The test results in P-IV answered RP4, indicating that an IMU with constant

rotation speed can provide the attitude information over a relatively long period

without another reference.

4.4 Localization of a Heavy-Duty Omnidirectional Vehicle (RP5)

Can we estimate the position and attitude for the base of RMM with IMU, by fusing it

with the wheel odometry on slippery ground?

Because RMMs work in harsh environments, wheel slippage will make position-

ing estimation that is only dependent on wheel odometry unreliable. Additionally,
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high accuracy sensors for wheel odometry need complex manufacturing and dedi-

cated calibration, further limiting their implementation in a scenario without other

sensors. External radio sources such as GNSS signals can suffer from occlusion, for

example, not being available reliably when an RMM moves in a forest.

The yaw angle was unobservable when fusing gyroscopes and accelerometers with

a filter using gravity as a reference. Hence, the accumulated error of the integration

in the yaw direction could not be corrected. However, the accuracy of the yaw

angle value was important for the position estimation of HACVs. The installation

error of IMUs regarding the body-fixed frame of the RMM significantly affected the

algorithms’ performance. We only used a scale factor k to correct the installation

error in the yaw direction. The error of the roll and pitch angle could be easily

corrected with the gravity reference.

In the plane perpendicular to the ground, we applied a nonholonomic constraint,

giving the velocity in body-fixed frame a zero value with some Gaussian noise and

treating it as an observation. The constraint improved the estimation’s accuracy.

Our test platform was an omnidirectional RMM, and the wheel odometer pro-

vided two directions of velocity, vx and vy, as expressed in the RMM’s body-fixed

frame. Therefore, the nonholonomic constraint could not be applied to the side

direction for our tests. However, the constraint the in side direction may correct

the tiny error in yaw angle integration for a typical car-like RMM with Ackermann

steering. Additionally, because slippage of the wheels occurred during the tests, the

velocity observed in vx and vy cannot provide the true velocity of the RMM at all

times. We applied two strategies in the algorithm designed to address this. First, we

set the observation noise from the wheel odometers to be relatively high, meaning

we depended more on the IMU output. For our case, recognizing when slipping

happens was difficult. Second, we included the effect of the earth’s rotation into the

bias in the yaw direction of the gyroscope: because the navigation frame rotated in

inertial frame, we could not ignore this for our 5-minute test.

We set twomodels for the observationmodel of our ESKF: a stationarymodel and

motion model. It was essential for estimation results that the filter could switch to

the proper observation model for each case, such as when the RMM was stationary,

moving with acceleration, moving with constant velocity, or moving while slipping

sideways, for example. However, the outputs of the inertial sensors have noise and

biases, and algorithms cannot choose the proper motion model for observation when
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only an IMU-based method is used, as in our case. Future development may include

other sensors to assist IMUs in determining the motion model of the RMM.

KF manipulates the noise covariance matrix of the attitude in a Cartesian space.

However, the real physical process for attitude happens in a rotation space. By

applying an ESKF to choose the error states, the error states are only tiny deviations

from the origin of zeros, and the effect of this conflict between the rotation space

and Cartesian space is insignificant. However, the filters that deal with the noises of

attitude in rotation space need further investigation.

P-V answered RP5, showing that fusing the IMU and wheel odometry can pro-

vide promising position and attitude information for an RMM.
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5 SUMMARY OF PUBLICATIONS

This thesis summarizes five research publications, each of which is briefly listed be-

low. The research field of Publication I (P-I) and Publication II (P-II) are about the

joint state estimation for robotic arms with low-cost IMUs on a floating base. Pub-

lication III (P-III) is about using low-cost IMUs to form an odometer for a mobile

RMMs. Publication IV (P-IV), focuses on attitude calculation for the grasper of a

crane with a rotary gyroscope. The final paper, Publication V (P-V), focuses on

localization of MWMs moving on slippery ground at low speed.

5.1 Summary of P-I: Joint Angle Estimation for Floating Base
Robots Utilizing MEMS IMUs

In this publication, a novel algorithm of motion estimation for floating base manip-

ulators is presented. Four strap-down MEMS IMUs are mounted on each link to

form a virtual IMU whose body-fixed frame is located at the joint’s axis of rotation.

Using the concept of GFIMUs, the four three degrees-of-field (3DOF) accelerome-

ters of the IMUs on the surface of one rigid link output the specific force of the joint

center, the angular acceleration of the link, and the quadratic form of the angular

rate of the link. Since it is difficult to use the quadratic form of the angular rate to

determinate the sign of the angular rate, we applied an EKF to fuse the output of the

GFIMU and the angular rate of the gyroscopes to acquire the angular rates and bias

of the gyroscopes, and the bias of all the accelerometers.

In practice, after the EKF, a CF is applied to fuse the angle resulting from ac-

celeration and from integration of the gyroscope. The algorithm is tested with a

fixed-base heavy-duty manipulator, HIAB XS033, in a laboratory setting. During

the test, only the vertical-plane shoulder and elbow joints are moved. In this test

bed, the shoulder joint is used to emulate a floating base movement disturbance, and

the elbow link is the test link for the developed angle estimation algorithm.
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The results show that our algorithm is very promising. The principal results are

that even with low-cost IMUs, which cost less than 5 Euros per chip, and without

a forward kinematic model of the manipulator, the angle estimation’s maximum

error is within ±1.0 deg, and the estimation accuracy’s RMS error is less than 0.5

deg. These initial promising results in the controlled laboratory environment test

bed suggest that the developed algorithm should be tested in a real-world mobile

manipulator. This test bed only has two planar rotation links and movement in a

vertical plane, and it is driven by a hydraulic system.

5.2 Summary of P-II: Angle Estimation for Robotic Arms on Floating
Base Using Low-Cost IMUs

This publication is an extension of the work presented in P-I. The algorithm is pre-

sented in more detail and it is validated with a commercial MWM, which consists of

a 6DOF wheeled base platform and a 3DOF hydraulic anthropomorphic arm. The

2D chart of the links and the IMU boxes attached to it are shown in Figure 5.1. It

is installed on a commercial heavy-duty forest forwarder, as shown in Figure 3.4. In

this setup, four IMU sensor units are installed on both the hydraulic manipulator

shoulder link and the elbow link, while the base of the RMM can move arbitrarily

with 6DOF on rough terrain. In addition to this, to truly replicate a floating-base

manipulator test scenario, there are structural vibration disturbances from the ma-

chine’s diesel engine at high frequency and, as these heavy-duty manipulators are

heavily loaded, so, some link deformation is unavoidable. Nevertheless, the mea-

sured results obtained from the 2DOF planar motion of the floating-base hydraulic

arm showed that the accuracy of the angle estimation is less than 1 deg in RMS error.

5.3 Summary of P-III: Mobile Robotic Spatial Odometry by Low-Cost
IMUs

This publication continues the theme of whole-body motion estimation by consid-

ering the estimation of an RMM’s wheel angle and velocity states, including the state

of the wheels’ attachment structure, the bogie. RMM motion states are useful, for

example, for wheel slippage control and whole-vehicle load distribution and tip-over

stability estimation. The conceptual idea is that a battery-powered IMU with wire-
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Figure 5.1 Chart of the hydraulic links with attached IMU boxes.

less data transmission is strap-down-installed on the rotation center for each wheel.

Moreover, as heavy-duty RMMs often have a suspension arrangement called a bogie,

this bogie’s motion state should be estimated as well. In this paper, the developed

algorithm provides a wheel’s rotation angle and the angle of the bogie carrying two

wheels. The algorithm also provides the roll and yaw angles of the wheel and bogie

over several minutes of continuous wheel rotation.

With gravity as a reference, an EKF is used to fuse the output of the gyroscopes

and the accelerometers of the IMU to estimate both the angle of bogie and the ro-

tation angle of the wheel. As the wheel is a natural rotation platform, since a wheel

rotates with a roughly constant speed along one axis, the 3DOF gyroscope can form

a virtual gyroscope in which the drift on the other two axes can be also decreased.

We use this property to calculate the yaw and roll angles of the bogie as well. In this

paper, the results are presented based on a simplified bogie-wheel pair test-bed, as

shown in Figure 5.2.
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Figure 5.2 Schematics of the test bed containing IMUs strapped on the bogie and the rotating wheel.

5.4 Summary of P-IV: 3D Attitude Calculation for the Grasper of a
Crane System with a Rotary Gyroscope

This publication continues the theme started in P-III on rough terrain wheel motion

state estimation that is subject to continuous wheel rotation. This problem is shown

to call for a battery powered IMU solution; additionally, it is a long-term continuous

motion state estimation problem that is subject to gyroscope drift. Moreover, RMMs

are often equipped with material graspers that have a continuous grasper rotation

joint and two additional passive joints, which increase the dexterity and working

envelope of the grasper, in addition to a grasping jaw function. The work in P-IV

focuses on the state estimation of such a grasper system, utilizing a 3DOF rotary

gyroscope specifically developed for this test and attached to the grasper. We try

to decrease the gyroscope’s drift in the two axes not perpendicular to the rotation

plane. The proposed algorithm is validated on a full-scale heavy-duty manipulator

equipped with a commercial log grasper with the above-mentioned DOFs. The test

results show that, with a rotary platform, the long-term drift of the gyroscope is

decreased and the accuracy of the angle integration for the grasper is increased.
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5.5 Summary of P-V: Localization of a Heavy-Duty Omnidirectional
Vehicle Using IMU and Wheel Odometry

In this publication, a localization algorithm that uses a vehicle-body-mounted IMU

and wheel odometry on a 4 WD MWM for positioning is proposed. While the

wheel odometry alone works in ideal cases without wheel slippage, in more realistic

scenarios, the velocities measured by the wheel rotation are higher than the actual

velocity of the RMM. When the wheels slip to the side, the wheel sensors cannot

observe these values. Therefore, it is suitable to fuse IMUs with wheel odometry to

generate real-time position feedback. We use an ESKF to fuse the sensor information

from an IMU with the wheel odometry, and we show results on a slow-maneuvering

RMM in tests up to 5 minutes in length. The IMU is industry-grade MEMS with a

gyroscope featuring 6 deg/h bias in-run stability. In the experiments, we used a RTK-

GPS as a ground-truth reference for the RMM’s heading angle and position. The test

results showed that our navigation has an RMS error accuracy of 0.3 m for position

and 0.6 deg for the heading angle. Our analysis showed that the non-linearity of the

gyroscope in the heading rotation axis is the main limitation for the performance of

our implementation.
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Abstract—This paper describes a novel motion estimation
algorithm for floating base manipulators that utilizes low-cost
inertial measurement units (IMUs) containing a three-axis
gyroscope and a three-axis accelerometer. Four strap-down
microelectromechanical system (MEMS) IMUs are mounted on
each link to form a virtual IMU whose body’s fixed frame is
located at the center of the joint rotation. An extended Kalman
filter (EKF) and a complementary filter are used to develop a
virtual IMU by fusing together the output of four IMUs. The
novelty of the proposed algorithm is that no forward kinematic
model that requires data flow from previous joints is needed. The
measured results obtained from the planar motion of a hydraulic
arm show that the accuracy of the estimation of the joint angle is
within ± 1 degree and that the root mean square error is less than
0.5 degree.

Keywords: Inertial measurement unit, motion estimation,
floating base, extended Kalman filter, hydraulic manipulator

I. INTRODUCTION

Hydraulic manipulators have high payload capabilities and are
widely used in rough-terrain mobile work machines, such as
forest machines, material transport vehicles, excavators, etc.
These machines are ideal for carrying out work in harsh and
remote environments as their GPS signals can often be invisible
and the base of the manipulators can be nonstationary.
Traditionally, joint resolvers or potentiometers are used to
measure the manipulator joint angles. However, to reduce
system costs and enable adaptation to a variety of environments,
the possibility of estimating the motion state of manipulator
joints using MEMS-based strap-down IMUs has been
investigated [1-3]. In these studies, the robot base was assumed
to be stationary, and the estimator was built on a known forward
kinematics model of a serial link manipulator, thus requiring
IMU information flow from the previous links. In addition, a
motion state estimation method for serial link, nonstationary
manipulators (so-called floating base manipulators) with MEMS
IMUs was developed in [4], with each link employing a tactile
grade IMU and costing more than USD 1,000.  In that work, the
angle estimation was successfully decoupled from the state of
the vehicle floating-base. However, this algorithm did not
include an estimation of accelerometer bias, and the angular
acceleration was derived from time derivative of angular

velocity. These assumptions clearly limit the use of the approach
to only high-quality IMUs that have low accelerometer bias and
low gyroscope noise. Recently, [5] and [6] have developed
methods that use IMUs to estimate the motion state for floating-
base humanoid joints. In [6], a tactical-grade fiberoptic 6 degree-
of-freedom (DOF) IMU (KVH1750) was used as an accurate
reference point for a network of low-cost MEMS gyros.
Therefore, an accurate base state was required, and a forward
kinematic model with data flow from previous links was used.
The work in [5] used traditional joint position sensors
(potentiometers) in their IMU sensor fusion method for the joint
acceleration estimation, which use pairwise IMUs on each
consecutive link, but the accelerometer bias was still not
included in the estimation.

In this paper, we propose a novel algorithm for the
estimation of link angles using MEMS IMUs (BMI160) that cost
less than USD 5 each. We use four strap-down IMUs mounted
on each link to form a single virtual IMU whose body’s fixed
frame is located at the center of joint rotation.  We show that the
same specific force added to the joint center can be expressed in
two of these fixed frames. Through algebraic manipulation of
the elements of the specific force outputted from the two fixed
frames, we can determine the relative angle of the two links. We
then  apply  EKF and  a  complementary  filter  (CF)  to  fuse  this
angle  with  the  outputs  of  the  gyros  and  estimate  the
accelerometer bias and drift of the gyros to decrease the noise of
the proposed angle estimation. The initial measured results
obtained for the planar motion of a stationary hydraulic arm
show that our theory is valid, with the accuracy of the joint angle
estimation within ± 1 degree and the root mean square error
(RMS) less than 0.5 degree. In addition, these results are of the
same order of magnitude as the results obtained in [4], which
used IMUs that were 200 times more expensive.

II. THEORETICAL BACKGROUND

Consider two body fixed frames, {A} and {B}, whose
origins are located in the center of the joint rotation of two
consecutive links, and the two links are connected as a 1 DOF
joint (see Fig. 1). Their x-axis coincides with the rotation axis
and the y-axis along the links; the z directions complete the right-
hand coordinate system. The specific force vector, ݂ூ

஺
஺, is added
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to the center of the joint rotation, observed in frame {A} with
respect to the inertial frame and is expressed in frame {A}. ݂ூ

஻
஻

is the same specific force but is observed and expressed in frame
{B}:

݂ூ
஺

஺ = ݃஺ + ܽ஺ (1)

and ݂ூ
஻

஻ = ݃஻ + ܽ஻, (2)

where ݃஺ and ݃஻ are Earth gravity expressed in frame {A} and
{B}, respectively. ܽ஺ and ܽ஻ are the motion acceleration of the
joint center expressed in {A} and {B}, respectively. The two
expressions of the specific force have a relationship, as shown
in (3):

݂ூ
஻

஻ = ܴ஻
்ூ ܴூ

஺ ݂ூ
஺

஺ = ܴ஻
஺ ݂ூ

஺
஺ (3)

ܴூ
஺ is the rotation matrix from frame {A} to the inertial

frame, and matrix ܴ஻
்ூ  rotates a vector in the inertial frame to

{B}. Then ܴ஻
஺ is the rotation matrix from {A} to {B}, with the

Euler angle ߠ, and can be written as (4):

ܴ஻
஺ = ൥

1 0 0
0 ݏ݋ܿ ߠ െ ݊݅ݏ ߠ
0 ݊݅ݏ ߠ ݏ݋ܿ ߠ

൩. (4)

The links’ relative angle is and using (5), we can establish ,ߠ
the relationship between this angle and the elements of specific
force.

ߠ = ) 2݊ܽݐܽ ஺݂௬ ஻݂௭ െ ஺݂௬ ஺݂௭ , ஻݂௬ ஺݂௬ + ஺݂௭ ஻݂௭) (5)

Here (ή,ή) 2݊ܽݐܽ  is the function that returns the four-
quadrant inverse tangent function of the two inputs. The scalars
of ஺݂௬, ஺݂௭, ஻݂௬, and ஻݂௭ are the elements of ݂ூ

஺
஺ and ݂ூ

஻
஻in the y

and z directions, respectively.

A. Gyroscope-free IMUs
     In practice, it is very hard to mount an IMU on the joint

center. However, the accelerations read by IMUs on the link are
dependent on the coordinates of the IMUs when the link rotates
with respect to the inertial frame. Here, we utilize the approach
called gyroscope-free IMUs (GFIMU), which uses multiple
accelerometer outputs for calculating the angular rate and
angular acceleration, as well as the specific force of the
coordinate origin.

GFIMU has been widely studied [7-10]. For example, [7]
investigated the performance of coordinates’ configurations
with IMUs for GFIMU. In [8], the use of EKF to fuse the output
from GFIMU and one gyro’s output was investigated as a way
to overcome the problem of the sign being indistinct when
angular  rate  was  close  zero.  The  results  for  implemented  for
pedestrian navigation.

Fig. 1. Body fixed frames {A} and {B} located at the origin of the two links’
joint center. The specific force of the joint center is expressed in the two frames.
Each link has four IMUs with three-axis accelerometers and a three-axis
gyroscope.

Here, for simplification purposes, ݂ூ
஺

஺  is denoted as ஺݂௢ ,
and we use frame {A} in Fig. 1 as an example in derivation
below.

The specific force of the origin of frame {A} is

஺݂௢ = ஺݂௜ െ ߱஺
஺ × ൫ ߱஺

஺ × ஺௜൯ݎ െ ஺ߙ
஺ × .஺௜ݎ (6)

Here ஺݂௜ is the specific force sensed by the ith IMU, which is
attached on link A, ݅ א 1, … 4. The angular rate and the angular
acceleration of link A are denoted as ߱஺

஺ and ஺ߙ 
஺ ,

respectively. In addition, the coordinates of the four IMUs are
indicated as ݎ஺௜.

Extract ஺݂௜ (6) can be written as

஺݂௜ =     ,஺௜ܶܦ

where

(7)

ܶ = ቎
஺݂௢

஺ߙ
஺

(߱)ݑݍ
቏ (8)

and

஺௜ܦ = െ   ܫ] .  [(஺௜ݎ)ܮ   (஺௜ݎ)ܵ (9)

In (8), the quadratic combination of the angular velocity is

(߱)ݑݍ =

ۏ
ێ
ێ
ێ
ێ
ۍ ߱ଵ

ଶ

߱ଶ
ଶ

߱ଷ
ଶ

߱1߱2
߱1߱3
ے2߱3߱

ۑ
ۑ
ۑ
ۑ
ې

, (10)
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and in (9) ܵ( . ) is the following skew-symmetric matrix. is ܮ
also a function of the coordinate.

(஺௜ݎ)ܮ = ൥
0 െ1ݎ െ1ݎ

െ2ݎ 0 െ2ݎ
െ3ݎ െ3ݎ 0

2ݎ 3ݎ 0
1ݎ 0 3ݎ
0 1ݎ 2ݎ

൩ (11)

Stack the four IMUs of link A

ܨ = ,ܶܦ (12)

where

ܨ = ൥
஺݂ଵ
ڭ
஺݂ସ

൩ (13)

is the outputs of four three-axis accelerometers stacked in one
12-element vector. In addition, is a constant matrix and only ܦ
contains the coordinate information of the IMUs:

ܦ = ൥
஺ଵܦ

ڭ
஺ସܦ

൩ (14)

Invert ܦ, and partition it as

ܥ = (ܦ)ݒ݊݅ =

ۏ
ێ
ێ
ۍ

௙ܥ
௔ܥ

௦௤ଵܥ

ے௦௤ଶܥ
ۑ
ۑ
ې
. (15)

Then,

஺݂௢ = ܨ௙ܥ (16)

஺ߙ
஺ = ,ܨ௔ܥ (17)

1ݍݏ = ቎
ଵ߱
ଶ

߱ଶ
ଶ

߱ଷ
ଶ

቏ = ,ܨ௦௤ଵܥ (18)

and

2ݍݏ = ൥
߱1߱2
߱1߱3
߱2߱3

൩ = .ܨ௦௤ଶܥ (19)

We can summarize (16)-(19) as

ܶ = .ܨܥ (20)

The output  ܶ from GFIMU can be the input of an EKF, which
is described in the next section.

B. Extended Kalman filter

[8] developed the model for an EKF that fuses the output of
GFIMU and the measurement of one three-axis gyroscope and
estimates the angular rate, the drift of the gyros, and the bias of
the accelerometers.

State that vector ,contains 18 elements [݇]ݔ

[݇]ݔ  = ቎
߱[݇]
ܾ௚[݇]
ܾ௔[݇]

቏  , (21)

where ߱[݇] is the angular rate of one link in time step ݇, ௚ܾ[݇]
is the drift of the gyroscope, and ܾ௔[݇] is  the bias of 4 three-
axis accelerometers. The system dynamics of discrete-time are

݇]ݔ + 1] = [݇]ݔܣ + [݇]෨ܨܤ + ,[݇]ݓ (22)

where the state transition matrix is

ܣ = ൥
ܫ 0 ݐ௔οܥ
0 ݁ି஽(ఉ೒)ο௧ 0
0 0 ݁ି஽(ఉೌ)ο௧

൩. (23)

The input matrix in (22) is 

ܤ = ൥
ݐ௔οܥ

0
0

൩. (24)

In addition, the process noise is

[݇]ݓ = ቎
[݇]௔ߟݐ௔οܥ

௕೒ߟ
[݇]

௕ೌߟ
[݇]

቏, (25)

where οݐ is the sampling interval; ߟ௔ represents the white 
noise of the accelerometers and is a 12-by-1 vector; ߟ௕೒ 
represents the white noise for the random walk of ܾ௚ and is 
a 3-by-1 vector; and ߟ௕ೌ is the white noise for the random 
walk of ܾ௔ and is a 12-by-1 vector. 

In (22), the specific force from (16) is denoted as ෨ and can beܨ
regarded as a control input. The bias and drift, ܾ௔, ௚ܾ, model as
first-order Gauss-Markov random walk, in (23) the ( ௔ߚ)ܦ
represents a 12-by-12 diagonal matrix, with the element of time
constant as ߚ௔ on the main diagonal. Similarly, -is a 3 ( ௔ߚ)ܦ
by-3 matrix. The observation model of the EKF has a nonlinear
form of

[݇]ݖ = ([݇]ݔ)݄  + (26) , [݇]ݒ

where

([݇]ݔ)݄ = ቈ
߱[݇] െ ܾ௚[݇]

([݇]߱)ݑݍ െ ௤௨(ఠ)ܾ௔[݇]቉ܥ
(27)
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and the measurement noise is

[݇]ݒ = ቈ
െߟ௕೒

[݇]
െܥ௤௨(ఠ)ߟ௕ೌ

[݇]቉.
(28)

The measurement is the output of a gyroscope on the link. In
(27), the form of is given by (10). We apply one EKF ([݇]߱)ݑݍ
developed above for four IMUs mounted on each link. For
every time step, the estimated bias of accelerometers, ܾ௔ , is
removed from the measurements of the accelerometers; then,
(16) is again to determine the corrected specific force ݂ூ

஺
஺ and

݂ூ
஻

஻; finally, (5) is used to determine the relative angle of the
two links, .ߠ

C. Complementary filter
In practice, since the noise of accelerometers are several orders
of magnitude higher compared to gyroscopes, the drift of
gyroscope  ௚ܾ  cannot be estimated properly all of the time.
Therefore, we can connect a CF after estimating the EKF:

ቈ (݇)෠ߠ
෠ܾ௫(݇)

቉=ቂ1 οݐ
0 1 ቃ ቈ ݇)෠ߠ െ 1)

෠ܾ௫(݇ െ 1)
቉ +

ቂοݐ 0.5οݐଶ

0 οݐ
ቃ ൤

݇௣

݇ூ
൨ ݇)෠ߠ-ଶݔ) െ 1)) + ቂοݐ

0
ቃ  ,ଵݔ

(29)

where ଶ is the joint angle from (5) andݔ ଵݔ = ߱஻ െ ߱஺ is the
difference of the angular velocity from the output of the
gyroscope’s x-axis on links B and A.

III. EXPERIMENTS

A. Test platform

The HIAB XS033 hydraulic crane shown in Figure 2 is a typical
anthropomorphic arm that consists of a two-link planar arm
with additional rotation about an axis of the plane called base
rotation [11]. We call the first planar arm link a shoulder joint
and the second an elbow joint. These shoulder and elbow joint
links are labeled as A and B in Figure 1. The crane has a reach
of about 5.3 meters, and its base rotation was not moved during
the measurements. In Table 1, the locations of the four link-
mounted IMUs are shown with lengths corresponding to the
approximate measured distances from the links’ joint base
coordinate.

The low-cost MEMS IMU test platform consisted of eight
Bosch BMI160 3-DOF IMUs mounted on arm shoulder and
elbow links. The IMUs had three-axis accelerometers with the
measuring range of ± 2 ݃  and three-axis angular rate
gyroscopes with a measuring range of ± 125 ௗ௘௚

௦
, both with 16-

bit resolution. The maximum rate of measurement for the
BMI160 IMU was .ݖܪ 1,600

Fig. 2. The HIAB XS033 crane used for testing.

A baseboard was designed to link the IMU to an ARM Cortex
M4-powered STM32F407 microcontroller (see Fig. 3).

Fig. 3. A BMI160 IMU sensor prototype with its microcontroller taken out.

Each BMI160 IMU sensor node had a microcontroller that read
the IMU through a serial peripheral interface (SPI). The sensor
unit included an Ethernet physical layer PHY chip to realize the
Ethernet UDP connection for sending data to a dSpace DS1005
real-time data acquisition and control system. Each IMU sent a
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total of 12 bytes of raw data to the DS1005 at a rate of .ݖܪ 400
The DS1005 ran a Simulink model in real time. Each IMU sent
its data to a unique UDP port number, which allowed for
different IMU data identification and parallel data acquiring for
the sensor data fusion. The joint angles were also measured
with two Posital Fraba incremental rotary encoders (accuracy
16384 increments/revolution) on the crane’s shoulder and
elbow joints to serve as an accurate ground truth reference to
the developed joint angle estimates.

Table 1.  IMUs’ Position Coordinates on Links A and B

,ݔ] ,ݕ (݉)்[ݖ IMU 1 IMU 2 IMU 3 IMU 4
Shoulder
link (link
A)

0.19
-0.13
-0.04

-0.19
-0.15
-0.08

-0.19
0
0

0.1
1.50
0.02

Elbow link
(link B)

0.175
0.22
  0

0.175
0.37
0.08

-0.06
0.22
0.02

-0.06
1.68
-0.05

Table 1 provides a list of approximate IMU positions mounted
on the shoulder and elbow links. The body frames of the IMUs
were parallel to the links’ body fixed frames. The test
performance depended on the chosen IMU mounting
coordinates. In practice, we could not freely choose the
mounting position for each IMU to obtain optimal performance
of the algorithm since the hydraulic manipulators’ link surfaces
had cables, hydraulic hoses, and pipes. However, the
recommended criterion of the mounting positions for the IMUs
was to make the diagonal elements of matrix ܹ as small as
possible, meaning that the measurement noise of the
accelerometers would be smaller when the proposed algorithm
was applied as follows:

ܹ = ,்ܥܥ (30)

where is a 12-by-12 matrix in (20), which only contains the ܥ
coordinate information of the IMUs.

B. Experiment results

In Figure 4 below, the upper plot shows the motion of the
shoulder and elbow joint angles, with blue and red lines,
respectively. The lower part of the Figure 4 shows the angle
estimation errors, in which we used the joint angle encoders as
the ground truth reference. The blue line represent estimation
without reducing the bias ܾ௔, from the measurements of each
accelerometer; and for the estimation of red line, after the EKF
get the ܾ௔, it is removed from the measured accelerations, the
specific forces ஺݂௢ and ஻݂௢, which are expressed in the origin of
{A} and {B},  are calculated again.

In Figure 5, the angle estimation is compared with the accurate
encoder reference. The error peaks occur when the motion
changes direction, which means at that at these points, the
dynamic accelerations added to the joint rotation centers are
changed significantly. By increasing the complementary filter
gain, ݇௣, in (29), we might be able to reduce the value of the
peak errors. However, this would take more information from

the IMU accelerations, which would introduce more noise in the
estimation results. In this test, ݇௣ and ݇ூ were set as 12 and 0.02,
respectively.

Fig. 4. The top graph shows the motion of the shoulder and elbow joint angles
during the test, while the lower graph shows the test results with and without
correcting the bias of the accelerometers.

Table 2 provides a summary of the joint angle estimation errors
with and without the accelerometer bias correction. With the
bias correction, the accuracy of the estimation improved
significantly regarding implementation with low-cost IMUs.
The data shown are statistics from the steady states of the EKF,
from 0.5 seconds to the test end, about 73 seconds.
Table 2. Errors in Angle Estimation

Peak abs.
error (deg)

Mean abs.
error (deg)

Root mean square
error (deg)

With correction of
accelerometers bias

0.887 0.154 0.202

Without correction of
accelerometers bias

3.019 0.624 0.874

Figure 6 show the bias of one accelerometer on the x-, y-, and
z-axes installed on link A in coordinates [0.19, -0.13, -0.04]
with  respect  to  body  fixed  frame  A.  We  can  see  that  after
several seconds, each axis bias approximately converges to
their steady-state value. We attach the nodes of IMUs on the
surfaces of links manually; there exist inaccuracy of orientation
and position of them. In addition, the hydraulic manipulators
might not move exactly on the vertical plane, so except for the
measurement noise and the bias of the IMUs’ measurements,
some new errors are introduced with respect to the nominal
state. We can use the state of the accelerometer bias ܾ௔ to
absorb all these errors. Note that in these test cases, the low-
cost IMUs have no precalibration done in the lab or on
turntables.

IV. CONCLUSION

In this paper, we describe how we built a sensor network with
low-cost MEMS IMUs for the angle estimation of floating-base
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robotic systems. The proposed algorithm uses the
measurements of four accelerometers mounted on each robot
link to calculate the specific force at the coordinate origin and
the link’s angular acceleration. These estimates are then fused
with the gyroscope measurements utilizing a complementary
filter to obtain the desired joint angle estimate.

Fig. 5. Comparison of the angle estimation and encoder output for the elbow
angle, indicated with blue and red line, respectively. The estimation one uses the
EKF to correct the bias of acceleration.

Fig. 6. Estimated bias of one 3-DOF accelerometer in link A.

The novelty of the developed algorithm is that the use of a
forward kinematic model requiring data flow between
consecutive joints is not needed. Our initial measured results
with a two-link planar arm validate the algorithm in 2-D
motion. Even with very low-cost 3-DOF IMUs (costing less
than USD 5 each) and without any precalibration of these
IMUs, the accuracy of the joint angle estimation is better than
0.5 degrees (RMS).

The proposed algorithm can be used for real-time robot motion
control, and its performance for horizontal base rotation of joint
angle estimation should be further studied and tested. As a next
step, we also plan to validate our algorithm in a full-scale rough
terrain vehicle with the base moving at 6-DOF. In addition, the
random walk behavior of the gyroscopes should be further
investigated. Currently, we mainly use a CF to remove the drift
in the gyroscopes and simply set the process noise for the
random walking at close to zero for the EKF.
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Angle estimation for robotic arms on floating base using low-cost IMUs

Xiaolong Zhang, Eelis Peltola, and Jouni Mattila

Abstract— An algorithm that uses low-cost inertial measure-
ment units (IMUs) for estimating link angles for floating base
robotic platforms is proposed. Each link has four IMUs attached
on its surfaces, and an Extended Kalman Filter (EKF) and a
Complementary Filter (CF) are used for fusing the sensors’
data. The algorithm is validated with a commercial mobile
working machine, which consist of six degrees-of-freedom
(DOF) wheeled base platform, and a 3-DOF hydraulic anthro-
pomorphic arm. Although there are vibrational disturbances
from the machine’s diesel engine and deformation of the links
themselves, the measured results from the planar motion of a
floating base hydraulic arm show that the accuracy of the angle
estimation is impressively less than 1 degree in the root mean
square (RMS) error.

I. INTRODUCTION

For navigation or pose estimation, strap-down micro-

electromechanical system (MEMS) IMUs are widely used

nowadays in all kinds of mobile devices, from mobile phones

to cars and more. Off-road heavy-duty working machines

(such as excavators in construction, forwarders in forestry,

and drill rigs in mining) markets form a massive industrial

sector, with global construction machine sales alone reaching

700,000 units in 2016 [1]. With a motivation to automate

their hydraulic manipulators to lower operating costs and

increase productivity, these machines have huge potential for

autonomous hydraulic robotics (for example, global sales of

industrial robots in 2019 is predicted to be only 400,000

units [2]). The advent of robotics is projected to revolu-

tionize the heavy-duty machine industry [3], and many of

those machines would benefit greatly from an alternative to

costly and hard-to-install joint resolvers and potentiometers

traditionally used for manipulator joint angle feedback.

In an attempt to reduce system cost and improve robust-

ness, the use of cheap MEMS-based IMUs for estimating the

state of manipulator joints has been investigated in [4], [5].

However, these studies assume the base of the manipulator

is stationary (or fixed based). Recently, [6] developed an

algorithm for pose estimation of arms with a floating base;

one high-quality IMU, which cost more than 1000 USD

each, was applied to each link. However, this algorithm did

not include an estimation of accelerometer bias, and the

angular acceleration was derived from the time derivative

of angular velocity. These assumptions clearly limit the use

*This research work was supported in part by the Doctoral School of
Industry Innovations (DSII), Tampere University of Technology (TUT), the
Forum for Intelligent Machines (FIMA), and the Academy of Finland (Grant
no. 294915).

Xiaolong Zhang, Eelis Peltola and Jouni Mattila are with the Department
of Automation and Hydraulic Engineering, Tampere University of Technol-
ogy, FI-33101, Finland. E-mail:firstname.surname@tut.fi

of the approach to only high-quality IMUs that have low

accelerometer bias and low gyroscope noise.

In [7], a tactical-grade fiber optic 6-DOF IMU (KVH1750

costing over 15 000 USD each), was used as an accurate

reference point for a network of low-cost MEMS gyros for

humanoid joint velocity estimation, and therefore high-cost

accurate base state IMU was required.

In [4], [5], a forward kinematic model with data flow from

previous links was used for IMU-based motion estimation of

fixed base manipulator. This makes the algorithm complex,

and any imperfect estimation for the state of previous links

or base will propagate to the end of the links. The work in

[8] used traditional joint position sensors (potentiometers)

in their IMU sensor fusion method, which used pairwise

IMUs on each consecutive link for the joint acceleration

estimation, but the accelerometer bias was not included in the

estimation. Pose estimation using a fusion of IMUs and other

sensors, such as cameras [9], magnetometers [10] and ultra-

wide band systems [11], has been studied widely. However

our approach has the advantage of using only one kind of

strap-down IMUs, resulting in easier implementation and

more robust final system. Most other sensors, particularly

cameras, also significantly raise the system cost and decrease

the applicability and robustness.

The aim of the work presented in this paper is to develop

an algorithm that uses low-cost IMUs for the state estimation

of robotic arms mounted on a floating base thereby removing

the need to use a traditional forward kinematic model.

In [12], we initially tested our algorithm with low-cost IMUs

on a planar hydraulic arm where the first joint was moved

to generate a motion disturbance to the second joint angle

we estimated. A RMS error of 0.202 degrees was observed

in the estimated angle. However, the disturbance motion

only had one DOF, and no diesel engine induced vibrational

disturbances were present.

The proposed algorithm for the estimation of link angles

uses three-axis gyroscope and three-axis accelerometer IMUs

that cost less than 5 USD each (Bosch BMI160). We use

four strap-down IMUs mounted on each link’s surface to

form a single virtual IMU whose body-fixed frame’s origin

is located at the center of the joint’s rotation axis. We show

that the same specific force added to the joint center can be

expressed in two of these fixed frames. Through algebraic

manipulation of the elements of the specific force that are

output from the two fixed frames, we can determine the

relative angle of the two links. We then apply an EKF and

a CF to fuse this angle with the outputs of the gyros and

estimate the accelerometer bias and drift of the gyros to

decrease the noise of the proposed angle estimation.
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In this paper, we validate the proposed algorithm with a

heavy-duty mobile working machine with an anthropomor-

phic arm [13], as shown in Fig. 1. The swing joint, which

connects the three-link arm and the machine’s base, was only

used to move the plane of the arm and its angle was not

estimated in the current work. The mobile machine was a

floating-base 6-DOF wheeled-platform and had a running

diesel engine for a full-scale test scenario, see Fig. 3.

The measured results show that our theory is valid, with

the accuracy of the joint angle estimation within 1 degree

in RMS error, which is the same order of magnitude as in

studies utilizing high-cost IMUs [6].

The error analysis shows that one of the main error

sources is the deformation and/or oscillation of links when

external torques are present, which violates the assumption

of rigid body kinematics in our algorithm. The other error

source is the high frequency disturbance caused by the

machine’s engine, which increases the noise in the IMUs’

measurements. This also increases the convergence time of

our algorithm.

This paper is organized as follows: in Sect. II, the mathe-

matical foundations for calculating manipulator joint angles

with IMU measurements are introduced. The experimental

setup for the algorithm is shown in Sect. III, where low-cost

IMUs are used to make measurements from the movement

of an off-road heavy-duty platform with a hydraulic manipu-

lator. Test results are given in Sect. IV-A with error analysis.

Finally, discussion of the results is presented in Sect. V, and

the conclusions are outlined in Sect. VI.

II. JOINT ANGLE ESTIMATION WITH IMUS

Fig. 1. 2-D chart of the hydraulic links of test platform, body-fixed frames,
and IMU boxes on the links.

A. Angle calculation with gravity-aiding

In Fig. 1, f1 and f2 indicate the specific forces expressed

in an inertial frame, which are added in the joint center for

the lift and tilt angles, respectively. Using the tilt angle as

an example, we define the origins of the two body-fixed

frames as being in the joint center. Also, the two x-axes

coincide with the rotation axis, their y-axes are along the

links, and z-axes complete the right-hand coordinate system.

The force added in the center of tilt joint can be written as

the following:

f2 = IRt
t
Ift =

IRl
l
Ifl, (1)

where IRt and IRl are the rotation matrices from body

fixed frames of the tilt link and lift link to the inertial frame

respectively. t
Ift and l

Ifl are the specific forces with respect

to the inertial frame, but expressed in the body fixed frames

of the tilt and lift links, respectively. From (1) we can derive

the following:

t
Ift =

IRT
t
IRl

l
Ifl, (2)

and the rotation matrix from the body-fixed frame of the

lift link to tilt link is the following:

tRl =
IRT

t
IRl =

⎡
⎣ 1 0 0

0 cos θ2 − sin θ2
0 sin θ2 cos θ2

⎤
⎦ . (3)

From (2) and (3), we get the following joint angle:

θ2 = atan2 (ftyflz − ftyftz , flyfty + ftzflz) , (4)

where atan2(·, ·) is the function that returns the four-

quadrant inverse tangent function of the two inputs, and

fty , flz , ftz , and ftz are the scalar elements of t
Ift and

l
Ifl in y-axis and z-axis. It is well known that the specific

force is the gravity plus the motion force. Assume two IMUs

can be installed in the tilt joint center, but their coordinates

are aligned with the body-fixed frame of the joined links.

The outputs of the installed IMUs’ accelerometers are the

following:
t
Ift = gt + at + n (5)

l
Ift = gl + al + n, (6)

where gt and gl are gravity expressed in the body-fixed

frames of the tilt and lift links, respectively. at and al are

the motion accelerations of the tilt-joint center expressed in

the same body-fixed frames. n is the Gaussian noise of the

accelerometers. From (4)-(6), we notice that once the specific

force of the joint center has a projection in the motion plane

of the links, the joint angle can be calculated through the

output of the accelerometers.

B. Gyroscope Free IMU (GFIMU)

In practice, it is impossible to install IMUs exactly on the

joint’s center. We introduce the approach of gyroscope free

IMUs (GFIMUs). GFIMUs use four 3-axis accelerometers

that are attached on a rigid body to get the specific force,

angular acceleration, and quadratic form of the angular rate

on any point of the body; details can be found in [14], [15].

Through GFIMU, we can form a virtual IMU mounted in the

rotation center and get rid of the forward kinematic model

that is applied to the state estimation of serial links. It is also

relatively easy for us to choose the positions of IMUs on the

platform’s links, as shown in Fig. 1, where the squares with

dots indicate the IMUs boxes on links.



T = CF (7)

where

T =

⎡
⎣ fAo

AαA

qu (ω)

⎤
⎦ . (8)

In (8), fAo indicates the specific force at the joint center of

link A expressed in the frame of link A, AαA is the angular

acceleration of link A expressed in the frame of link A, and

qu (ω) =

⎡
⎢⎢⎢⎢⎢⎢⎣

ω2
1

ω2
2

ω2
3

ω1ω2
ω1ω3
ω2ω3

⎤
⎥⎥⎥⎥⎥⎥⎦

(9)

(9) is the quadratic form of the angular rate for link A,

expressed in link A. In (7), F is the measurement of the four

IMUs’ accelerometers, and C is a constant matrix, which

only contains the position information of the four IMUs on

link A. Since T has 12 elements, the minimal requirement

for sensors is 4 IMUs with 3-D accelerometer on each link.

Details can be found in [14] and Sect. III-B.

C. Data fusion

[14] developed the model for an EKF which fuses the

output of GFIMUs to estimate the bias of the accelerometers

and drift of the gyroscopes. The state vector contains 18

elements as follows:

x [k] =

⎡
⎣ ω [k]

bg [k]
ba [k]

⎤
⎦ , (10)

where ω[k] is the angular rate of one link in time step k,

bg[k] is the drift of the gyroscope, and ba[k] is the bias of

four accelerometers with a triad-axis. The process model is

as follows:

x [k + 1] = Ax [k] +BF̃ [k] + w [k] , (11)

where the state transition matrix is as follows:

A =

⎡
⎣ I 0 CaΔt

0 e−D(βg)Δt 0
0 0 e−D(βa)Δt

⎤
⎦ (12)

and the input matrix is as follows:

B =

⎡
⎣ CaΔt

0
0

⎤
⎦ .

The matrix of noise for the states is as follows:

w [k] =

⎡
⎣ CaΔtηa [k]

ηbg [k]
ηba [k]

⎤
⎦ , (13)

where Δt is the sampling interval; Ca is a constant matrix

and the part that corresponds to the angular acceleration

in matrix C of (7); ηa represents the white noise of the

accelerometers and is a 12 by 1 vector; ηbg represents the

white noise for the random walk of bg and is a 3 by 1

vector’ and ηba is the white noise for the random walk of

ba and is a 12 by 1 vector. In (11), the specific force from

(7) is denoted as F̃ and can be regarded as a control input.

The bias and drift, ba, bg , are modeled as first-order Gauss-

Markov random walk, in (12) the D(βa) represents a 12 by

12 diagonal matrix, with the element of time constant as βa

on the main diagonal. Similarly, D(βg) is a 3 by 3 matrix.

The observation model has a nonlinear form as follows:

z [k] =

[
ω [k]− bg [k]

qu (ω [k])− Cqu(ω)ba [k]

]
+

[ −ηbg [k]
−Cqu(ω)ηba [k]

]
(14)

The measurement is the average of the outputs of the

gyroscopes on the link and the quadratic form of the angular

rate from (9). We apply one EKF developed above for

four IMUs mounted on each link. For every time step, the

estimated bias of accelerometers, ba, is used to correct the

specific force for the joint center of each link, and (4) is used

to determine the relative angle of the two links, θ.

D. Complementary filter

The angle θ has a high noise, and we use a complementary

filter to smooth it.

[
θ̂ (k)

b̂x (k)

]
=

[
1 Δt
0 1

] [
θ̂ (k − 1)

b̂x (k − 1)

]

+

[
Δt 0.5Δt2

0 Δt

] [
kp
kI

](
x2 − θ̂ (k − 1)

)
+

[
Δt
0

]
x1,

(15)
where measurement x2 is the joint angle from (4), and

x1 = ωB −ωA is the difference of the angular velocity from

the output of EKF for the gyroscope’s x-axis. θ̂ (k)and b̂x (k)
are the estimated angle and bias.

The estimation process for the joint angles is summarized

in Fig. 2.

III. EXPERIMENTS

A. Experimental setup

The Ponsse Caribou is a 12-ton, 8-wheel forest forwarder

used to load and carry logs, and is shown in Fig. 3. It includes

a typical four-link heavy-duty hydraulic manipulator arm.

The first three 1-DOF joints compose an anthropomorphic

arm, and the last joint is prismatic, effectively making the

last link an extension. This extension link was not considered

in our setup, bringing the effective outreach of the arm to

5.5 meters. Our naming convention for the used links is seen

in Fig. 1. The forest forwarder acts as a floating base for the

arm.



Fig. 2. Flowchart of processing for the joint angle estimation

Fig. 3. The forest forwarder mobile test platform, completed with
manipulator arm.

For the algorithms in this paper, each measured joint angle

needs four IMUs mounted on the links connected to that

joint. We are estimating two joint angles connected in series,

which means that the total number of IMUs needed is 12,

as shown in Fig. 1. The placement of the IMUs was chosen

first by hand using educated guesses and then verified with

an algorithm described in Sect. III-B.

B. Position of IMUs on links

It is well-known that the specific force on any point of a

rigid body can be written as the following:

fAi = fAo +
AωA × (

AωA × rAi

)
+ AαA × rAi, (16)

where fAi denotes the specific force of the ith point on

link A, which has the coordinate rAi. fAo is the specific force

in the origin of body-fixed frame A, AωA is the angular rate

of link A, and AαA is the angular acceleration; all of these

are expressed in body-fixed frame A.

With (16), to get a linear expression, AωA is

written as its quadratic form,
[
ω2
1 ω2

2 ω2
3

]T
and[

ω1ω2 ω1ω3 ω1ω3

]T
. Regard these two vectors as two

unknowns and fAo, AαA as the other two unknowns. If we

have the values of the specific forces for four points on link

A, we can extract the coordinates information into a matrix

D:

F = DT, (17)

where T has the same meaning and form as in (7), F is a

12 by 1 vector that stacks the specific forces of four points,

and D is the following:

D =

⎡
⎢⎣

D1

...

D4

⎤
⎥⎦ . (18)

In (18), each element of D has a form of the following:

Di = [I − S (rAi) L (rAi)] , (19)

where S ( .) is the following skew-symmetric matrix. L is

also a function of the coordinate rAi.

L (rAi) =

⎡
⎣ 0 −r1 −r1

−r2 0 −r2
−r3 −r3 0

r2 r3 0
r1 0 r3
0 r1 r2

⎤
⎦
(20)

Matrix D is the inverse matrix of C in (7). We assume

all the IMUs in our tests are of the same quality, and the

standard deviation of their Gaussian noises are on the same

level. Multiply C with its transpose, as follows:

W = CCT . (21)

Denote the diagonal elements of W as N , which is applied

as the criterion for choosing the positions of IMUs on links.

With (21) and (7), we notice that the first three elements

in N use the measurements of the accelerometers of the

IMUs to get the specific force in the joint center, the next

three elements for the angular acceleration, and the last six

elements for the quadratic form of angular rate.

In practice, the placements cannot be chosen freely, be-

cause hydraulic manipulator links have uneven surfaces,

pipes and hydraulic hoses that come in the way of mounting.

We try to keep the first three numbers of N smaller than

2 when choosing the position of the four IMUs on one

link, which means the diagonal elements of the covariance

matrix for the specific force in the joint center is two times

larger than the measurements of the IMUs’ accelerometers.

Similarly, keep the other elements of N smaller than 100,

meaning the standard deviation of noise for angular accel-

eration and quadratic form of angular rate in T is 10 times

less than that of accelerometers’.

The final placements for the IMUs are provided in Table I.

The choices for the IMUs’ positions are not optimal, but

they are acceptable noise ratios for implementation of the



GFIMUs, while also being convenient for us to attach the

IMUs on the platform’s links.

TABLE I

IMU POSITION COORDINATES

IMU # Coordinates [x, y, z] (m)
Swing link
IMUs in
reference to
link joint

1 -0.142 0.057 -0.642
2 -0.143 -0.030 -0.934
3 0.141 -0.015 -0.185
4 0.142 0.046 -0.860

Lift link
IMUs in
reference to
link joint

1 0.082 0.093 0.001
2 0.035 2.934 0.051
3 -0.243 3.047 -0.009
4 0.032 3.154 -0.044
IMU # Coordinates [x, y, z] (m)

Lift link
IMUs in
reference to
tilt joint

1 0.082 -3.411 0.001
2 0.035 -0.570 0.051
3 -0.243 -0.457 -0.009
4 0.032 -0.350 -0.044

Tilt link
IMUs in
reference to
tilt joint

1 0.020 -0.650 0.498
2 -0.223 -0.622 0.372
3 0.075 0.112 0.138
4 0.020 0.972 0.525

C. Sensor implementation

MEMS technology has enabled cheap and small inertial

sensors, resulting in ubiquitous use and availability, for

example, [16]–[18]. In this setup, the low-cost MEMS IMU

used was a Bosch BMI160 6-DOF IMU, featuring a three

axis accelerometer and three axis gyroscope, at a market

price of less than four euros. This results in the use of four

low-cost IMUs on one link being considerably cheaper than

using one high-cost IMU, as in [5]. Each IMU was imple-

mented in a sturdy IP66-protected box with the following

hardware:

• Bosch BMI160 IMU development shuttleboard, featur-

ing the BMI160 IMU and BMM150 magnetometer. The

magnetometer was not used because metallic bodies

interfere with it, making it unreliable. The BMI160

accelerometer range was configured to ±8 g, and the

gyroscope range to ±125 deg
s . Both are given in 16-bit

resolution by the BMI160.

• ARM Cortex M4 -powered STM32F407 Discovery

micro-controller development board. Used for read-

ing the IMU through a serial peripheral interface

(SPI) and sending the read data forward to a com-

puter with a Ethernet user datagram protocol (UDP).

Programmed graphically in Simulink with the Wai-

jung third-party blockset, which compiles the Simulink

model to STM32F407-compatible C code.

• A custom-designed base board, hosting the aforemen-

tioned boards, a power regulator, an Ethernet physical

layer (PHY) chip, and other electronics needed to

support the Ethernet connection.

The electronics are pictured in a plastic box in Fig. 4. The

actual black BMI160 chip, with a width of 3 mm, can be

seen slightly above the center on its shuttleboard. The same

M12 connectors pictured are used in our metallic boxes. Each

IMU sent a total of 12 bytes of raw data (two for each axis,

Fig. 4. The electronics used. BMI160 shuttleboard on the base board, and
the STM32F407 development board taken out of the box.

six axes in total). Data from the IMUs were first sent to a

Simulink Real-Time target computer, where it was gathered

into a single vector for each time step and sent forward to the

dSpace MicroAutoBox II. For reference regarding the IMU

data, both estimated joints also had a Heidenhain ROD 456

incremental encoder.

We collected data with dspace MicroAutoBox II, and

validate the algorithm offline in current phase. Please notice,

each of our IMU box has a micro-controller of STM32F407,

even one of them can support the computation for all the EKF

and CF of the three links in real-time at 400 Hz.

IV. TEST RESULTS

A. Summary of test results

TABLE II

TEST RESULTS

standard deviation mean abs. error maximum error
tilt(deg) 0.947 0.612 4.49
lift(deg) 0.638 0.480 1.952

In Table II, we summarize the results of one general test

for the algorithm we propose in this paper. The angles’ mea-

surements from encoders are set as references; the standard

deviation, mean of absolute error, and maximum of absolute

error are listed. They are counted from the first time step to

the end of the test. The prior states for the EKF use zeros,

and a zero is used for the prior value of b̂x in CF. During the

test, all three joints of platform links were rotated arbitrarily

in a plane by a human operator using open-loop control.

The angle positions are shown at the top of Fig. 5. The off-

road working machine was driven several times from even

ground to a slope made of rubble. This fully forms a moving

6-DOF platform for the hydraulic links. The base’s motion

is not shown in Fig. 5. The estimation error of the tilt and

lift angles are shown in the middle and bottom, respectively.

Because the engine of the vehicle is running at the time of

testing, extra disturbance of oscillation is transferred to the



links. This is analyzed in detail in Sect. IV-B. Currently, we

validate the algorithm with angle estimations only for the tilt

and lift joints; estimating the swing angle is our next goal.

B. Analysis of error sources

The algorithm we propose assumes all the links are rigid

bodies, which means that on the same link, the angular rate

is the same at any point, that if the IMUs’ orientations on

one link are aligned, output of the angular rates should be

close to each other, with the exception of some offset or

drift. However, during practice tests, each link has some

bending and oscillation because of external torque, and the

assumption of a rigid body is not held at all times. In

Fig. 6, the four plots focus on a part of the test for tilt

angle estimation as the rotation angle changes at high speed.

The upper left plot indicates the difference of the angular

rate between two IMUs on the lift link in the x direction,

and the peak of this difference reaches more than 5 deg
s ,

even though the two IMUs are on the same link. The upper

right plot indicates the angle value we get from equation

(4): it shows that the high frequency oscillation of the link

itself has a significant effect for specific force estimation

on the joint’s center. The bottom left plot in Fig. 6 shows

the estimation result of the tilt angle: the blue line indicates

the estimation result, and the red line is the output from

the encoder, which is regarded as a ground truth reference.

The bottom right part shows the estimation error: its peak

value is about 11 degrees. This error peak occurs when the

joint angle changes from -55 degrees to -95 degrees and

goes back within 1 second. One of the two IMUs is located

close to the link joint, and the other is close to the lift joint.

The distance between them is about 3 m, so as the lift link

undergoes high angular acceleration, the link’s deformation

or oscillation worsens the estimation. When the engine of the

test machine is turned on, the vibration of the engine will

transfer to the links. As an example, the upper plot in Fig. 7

indicates the accelerometer’s output of IMU number 9 in the

x direction when the machine’s engine is started; the bottom

plot shows the gyroscope’s output in the y direction for the

same IMU and at the same time.

The same data for Fig. 5 are outputted in Fig. 8 in a

different form, the regions of error peak, and the links that

stay in stationary status are enlarged. The red and dark lines

indicate the encoder’s measurement and estimation for the

angle of lift joint, respectively. The blue and green lines are

for the angle of the tilt joint from encoder and its estimation.

The dark star and pink star indicate the error peak of the

estimation for the tilt and lift angle, respectively. The angle

position of the swing joint and the base’s motion are not

shown in Fig. 8.

From the enlarged sub-boxes, we can say that the peaks

of errors for angle estimation mainly occur as the joints

rotate at a high speed. In this situation, the links may just

have high angular acceleration, the links’ deformation cause

the angle estimation with (4) to become worse; although

this deformation can recover within a very short time, the

convergence time of estimation with the CF described in

(15) increases. This leads to bigger error for the final angle

estimation, and the shape of the estimation curve has a delay

compared to the output from the encoder.

The enlarged section for the end of the estimation shows

that when the links are stationary, which means the angles’

positions have no motion, but the machine’s engine is turned

on, and the errors are smaller; as measured, the errors of

RMS are less than 0.4 degrees for both joints.

V. DISCUSSION

In Sect. IV-B, we noticed that the non-rigid property of

links introduces error for the estimation of joint angles in our

algorithm. The most direct way to avoid this disadvantage

is to shorten the distance between IMUs on a single link.

Currently, the IMUs on the lift link are positioned so that

three of them are close to the tilt joint, and the fourth is

close to the lift joint. Moving the fourth IMU closer to the

other three would decrease the effect of the oscillation of

the link itself to the angle estimation of the tilt joint angle.

Alternatively, moving the other three IMUs closer to the lift

joint would improve the estimation of the lift joint angle. To

simplify the hardware network, we use the IMUs on the tilt

link both for tilt and lift joints’ angle estimation. Because

choosing a longer distance between IMUs can make the

elements of N smaller, choosing a distance is a trade-off

for our test platform between avoiding the bending of the

link affecting the measurements and having less noise when

calculating the elements of T .

For the disturbances introduced by the engine shown in

Fig. 7, we use (15) as a low frequency pass filter to filter the

high frequency oscillation from the engine. The amplitude

and frequency of the engine’s disturbances also change as

the engine’s output power changes, and this changes the time

to the steady states as other disturbances added. An adaptive

filter should perhaps be considered as a choice. Currently,

the machine’s engine is running throughout the entire test,

and in (15), we set the gain, kp and kI , as constants 2 and

0.7, respectively.

The IMUs we use are low-cost MEMS, each of them cost-

ing less than 5 USD. We do not calibrate them before they

were installed into the test environment, because calibration

of the IMUs in a lab is usually expensive. One of the main

aims of this work is to pursue decreasing costs for hardware.

We remove the forward kinematic model that requires a

data flow between consecutive joints. The angle estimation of

a joint only uses the measurement of IMUs on the two links

that form the joint, and that allows us to decouple the pose

estimation of a robotic arm from the motion of its platform

base, resulting in floating base estimation.

We usually consider the outputs of low-cost IMUs to have

a bigger bias or drift than high-quality ones. By adding

simulated disturbances to the raw data measured from the

practice test, we can check the performance of the algorithm

with some sensors that have worse bias or drift than the

sensors used in the test. For example, a simulated extra bias

of accelerometers, as described in (22), can be added to

one of the IMUs’ measurements in the test which Fig. 5



Fig. 5. The top figure shows the angle positions of the three joints; the middle one is the error of estimation for the tilt joint, and the bottom is the
estimation error of the lift angle.

Fig. 6. Oscillation of the link itself introduces an estimation error.

Fig. 7. Disturbances introduced to IMU by the vehicle engine.

is generated from. The selected IMU is close to lift joint,

and attached to the lift link.⎧⎨
⎩

Δx = 0.3 + 0.3sin(0.06πt+ 0.3π)
Δy = 0.4 + 0.4sin(0.08πt+ 0.4π)
Δz = 0.5 + 0.5sin(0.12πt+ 0.5π)

(22)

where Δx, Δy, and Δz are the simulated disturbances added

to the raw data; t is the simulation time. The variation of

Fig. 8. The output of estimation results for tilt and lift angle, with the
enlarged local regions.

these disturbances in (22) is much bigger than that of the

accelerometers’ bias in this work. The EKF in the proposed

algorithm is used to estimate the specific force in the center

of the tilt joint, with the extra bias added to the IMU and

without it. The difference of this specific force is shown in

Fig. 9.

From Fig. 9, we notice that the force’s difference has

the same frequency and phase as defined by (22), but the

amplitude and mean values shrink to about 25% of it. If

we add similar simulated accelerometer bias to each axis of

each IMU on the lift link, this difference of specific force

has the same shape as the sum of the extra bias added to

each axis of each accelerometer, but amplitude decreases by

about 75%. (7) and the process model of the proposed EKF

have linear form and should thus hold the property of linear

superposition.

There exist inaccuracies in the installation of IMUs: the

orientation errors of the IMUs are about 1 or 2 degrees, and

the coordinate errors are about 1 or 2 cm. In addition, the

hydraulic manipulator might not move in an exact plane, and

the triad-axes of the accelerometers are misaligned because

we use low-cost IMUs. So, except for the measurement noise



Fig. 9. Difference of specific force in the tilt joint center.

and the bias of the IMUs’ measurements, other errors are also

introduced. We use the state of the accelerometers’ bias, ba,

to absorb all these errors.

Similarly, we could add disturbances to the angular rate

for observation of the EKF: if we set the amplitude up to 5
deg
s in each direction, the differences of the estimation for

specific force in the joint centers is smaller than one order of

magnitude compared to the noise of the forces. This means

it has little effect in the output of angle calculation with (4),

even if the drift of the gyroscope cannot be estimated well by

the EKF. Thus, we can set the covariance of the gyroscope’s

noise smaller than specified and eliminate the drift or bias

for the gyroscopes in CF.

Although we specifically validate the algorithm in a heavy-

duty mobile machine, it can also apply for the angle estima-

tion of links on other robotics arm which has 1-DOF joint.

And the rotation plane of their joints should not be parallel

to the ground, since we use gravity as reference.

VI. CONCLUSIONS

The proposed algorithm uses the measurements of four

three-axis accelerometers mounted on each manipulator link

to calculate the specific force at the coordinate’s origin.

These estimates are then fused with the angular rate from an

EKF by utilizing a complementary filter to obtain the desired

joint angle estimate. The novelty of the developed algorithm

is that the use of a forward kinematic model requiring data

flow between consecutive joints is not needed. Algorithm

is validated with a heavy duty working machine that has a

base that is in 6-DOF floating base motion. Even with very

low-cost IMUs (costing less than 5 USD each), without any

IMU precalibration and with the base of the manipulator

moving over complex terrain, the accuracy of the joints’

angle estimation is better than 1 degree (RMS), which is

the same order of magnitude than in studies utilizing high-

cost IMUs [3]. As a next step, we plan to try to estimate

the relative rotation angle between the platform base and the

manipulator in situations where the base is not parallel to

the ground or is in non-uniform motion.
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Abstract This paper shows the use of microelectromechanical
system (MEMS) low-cost inertial measurement units (IMUs) to
realize absolute odometry information for a mobile vehicle or field
robotics, by providing the rotation angle of a wheel and its
suspensions with respect to gravity. In addition, with the proposed
algorithm we calculate the yaw and roll angle information for the
bogie by integrating the output of the rotation gyroscope, which
decreases the angle drift considerably. A test bed was set up to
validate the algorithm, and the results are analyzed in detail.

Keywords MEMS, IMU, EKF, AFS, mobile robotics

I. INTRODUCTION

In mobile robotics, it is a common practice to attach a
localization sensor system to the robot body to measure the

robot s pose and sometimes fuse this information with dead

might not be a suitable approximation of an articulated frame
steerable (AFS) mobile robot even on a flat and balanced driving
surface. It becomes even worse in rough terrain motions. Pure
rolling assumptions, on which nonholonomic dynamic constraints
are built [1], cannot be valid without measuring and estimating
the nce, it is
impossible to assume zero side slippage of the wheels for an AFS
mobile robot even inside a simple configuration space, and
appropriate measurements for the wheels are necessary.

Therefore, even if we temporarily neglect environmental
effects, the velocities of the rear and front parts cannot be
independent variables for measurements, and at the same time,
each alone cannot express the vehicle  status, as shown in Fig. 1.

Fig. 1. Top view of the base for one type of heavy-duty mobile machine.
Fig. 2. Wheels and bogie of a forest vehicle. The size and dimensions are shown

in millimeters.



Based on this, it is clear that the installation of an inertial
measurement unit (IMU), or localization with simple dead-
reckoning methods, is not enough to determine

For solving this problem, and the tradeoff between system cost
and complexity, we propose installing one strap-down
microelectromechanical system (MEMS) IMU on the rotation
center for each wheel and on each bogie. With gravity as a
reference, we propose using an extended Kalman filter (EKF) to
fuse the measurements of the accelerometers and the
measurements of the gyroscopes to estimate the pitch angle of the
bogie and the rotation angle of the wheel.

As the wheel of a vehicle is a natural rotation platform, a triad
rotation gyroscope with a constant rotation speed along one axis
can form a virtual
except the rotation axis [3], [4]. We use this property to calculate
the yaw and roll angles for the bogies when the wheel of the
vehicle has a constant angular rate or the change in the rotation
speed is small.

In this study, we simplified the test bed as one bogie-wheel
pair; the prototype is shown in Fig. 3. This test bed imitates the
bogie-wheel configuration of the forestry machine presented in
Fig. 2.

II. THEORETICAL BACKGROUND

In Fig. 3, two IMUs with triad accelerometers and triad
gyroscopes are installed on the test bed. One is attached on the
bogie, and the other is on the rotation center of the wheel. The
bogie has 1 degree of freedom (DOF) to the test bed, and the bogie
can move up and down with a range about 20 degrees. The base
of the test bed is stationary. We define the axis  to align with
gravity and the positive direction toward the up direction. All the
frames in Fig. 3 share the same y direction, outward. The angle of
the bogie is the angle difference between the body fixed frame of
the bogie and the test bed, and the angle of the wheel rotation is
the angle difference between the sensor frame and the body fixed
frame of the bogie. The rotation positive direction of the bogie
and the wheel is counter-clockwise. To measure these two angles
in a two-dimensional (2D) frame, we chose the EKF.

A. EKF for Pitch Angle Estimation
 is the angle in time step ,  is the angular velocity,  is

the bias of the angular velocity, and the state of the EKF is

  (1)

The discrete process model is

  (2)

where the state transition matrix is

 .           (3)

 is the sampling interval. The process noise is

  .  (4)

, , and  are Gaussian noise.

Assuming the noises are not correlated, the matrix of process
noise is

 .   (5)

We use three of the IMU outputs as observations, measurements
of the accelerometer in the x and z directions and measurement of
the gyro in the y direction. We take the gravity as the reference
for the pitch angle estimation.

The observation model is

  .   (6)

, , and  are Gaussian noise.  and  represent the
motion acceleration in the z and x directions of the sensor frame.
Please notice we assume that gravity mainly projects into the x-z
plane of the sensor frame. Taking  and  as the noise vector,
then the observation matrix is

Fig. 3. Schematics of the test bed containing IMUs strapped on the bogie and the
rotating wheel. The bogie moves using an electric motor at its center.



   .     (7)

Please notice we can get the roll angle, , from Section II B,
and the acceleration in the x-z plane is

 .         (8)

However, currently the test bed cannot provide the roll rotation;
therefore, we use 9.81  in (6) and (7).

B. Calculation of the Yaw and Roll Angles with a Rotation
Gyroscope
In Fig. 1, we denote the measurements of the gyro on the wheel

as , on the x and z axes, respectively. They can be
written as true angular rates plus long-term bias and noise:

 ,      (9)

 .    (10)

Ignoring the noise terms, we transfer these two outputs into the
body fixed frame of the bogie and integrate them with time to get
the yaw and roll angles of the bogie:

  (11)

    (12)

Where  is the rotation angle of the wheel, it is the difference
between the sensor frame with respect to the gravity expressed in
the inertial frame, and

 .  (13)

In (13),  is the rotation speed of the wheel. If we assume  is
constant, and we combine (11) and (12), we notice that the
integration term that contains the long-term bias part will disappear
after one complete circle.

We can estimate the angle of the bogie and the angle of the
wheel with respect to the test bed frame or gravity and then get the
angle of . The whole solution is based on a pure IMU; no
external information is needed.

III. TEST ENVIRONMENT AND RESULTS

A. Test Environment
The test bed shown in Fig. 4 contains two separate

measurement units. One BMI160 IMU sensor is wrapped in a box
with a wireless communication function and mounted on a rotating
joint at the tip of the bogie. The joint can be rotated by an electric
motor to simulate the A second IMU (the same
type as the first) is attached close to the joint of the bogie and the
base of the test bed. The joint also has a motor to control the joint
rotation . The two
rotational joints have incremental encoders to provide the angle
information as a sound reference for the angle estimation. The
sensor units send data to a dSpace MicroAutoBox to acquire data
in real time and to control the motors; the sampling time is 400 Hz.

B. Pitch Angle of the Bogie
The test sequence lasts about 12 min. For the first minute, the

IMUs and the bogie are kept stationary. From the second minute,
the rotation IMU starts to rotate at a constant speed of 170 degrees
per second. The bogie starts moving, and for the motion of
oscillation from 3 mins to the end of the test, the amplitude is
about 8 degrees, and the period is 20 s, to simulate the vehicl
motion on uneven ground. The results from this test are shown in
Fig. 5 and Fig. 6. In this test, the root mean square error of the
motion estimation for the bogie was 0.6727 degrees.

Rotation IMU
on wheel

IMU on bogie

Bogie

Fig. 4. A photograph of the test bed.



C. Rotation Angle of the Wheel
e wheel rotation angle is

estimated in a test, where the wheel is rotated at varying speeds
while the bogie is kept stationary. The wheel rotation is presented
in Fig. 7, and the estimation error in Fig. 8. Another test was
conducted with both the wheel and the bogie in motion. The
resulting wheel rotation estimation error is presented in Fig. 9. In
the latter test, the root mean square error of the wheel rotation
estimation was 1.886 degrees.

D. Calculation of the Yaw and Roll Angles of the Bogie
To compute the yaw and roll angles of the bogie, the test

process is the same as described in section III B, but the measure
degrees per second integrates the yaw and roll angles of the wheel.
As the test bed has no yaw and roll motion, we simply use zero as
the reference, to validate the idea that the rotation gyroscope can
decrease the drift of the angle integration in the other two axes
except the rotation axis.

Fig. 5. The bogie motion and estimation results for the test described in III B.
The red line is from the encoder, and the blue line is the estimated output from

the EKF.

Fig. 6
described by Fig. 5.
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Fig. 7. Wheel rotation test with the bogie kept stationary. For the first minute, the
wheel is kept stationary, and then the rotation begins at a speed of 100 °/s for
about 20 s, then 170 °/s for about 40 s, then 100 °/s for another 20 s, and then

170 °/s for the last 20 s.

Fig. 8. The error for the wheel rotation test of Fig. 7.

Fig. 9. Error of wheel rotation estimation in a test where both the wheel and the
bogie are in motion. The bogie starts oscillating as in Fig. 5, and the wheel rotates

at a speed of 100 °/s after 60 s.



The values of the yaw and roll angles are shown in Fig. 10 and
Fig. 11, respectively. When the wheel has no rotation during the
first minute, the angles drift considerably, because we use low-cost
IMUs. Once the wheel starts rotating, most of the long-term bias
in the x and y-axes has been eliminated, and the drift of the
yaw and roll angles become much smaller.

Please notice that the wheel has a rotation speed of 170°/s with
respect to the body fixed frame of the bogie after about 65 s.
However, after about 125 s, the bogie starts oscillating, and this
oscillation introduces extra velocity to the wheel with respect to
the inertial frame, violating the assumption in (13) that the wheel
maintains a constant rotation speed. As maximum
angular speed is less than 12 °/s, one less
the error introduced by this speed change in the rotation is not large
but is still observed in Fig. 10 and Fig. 11 after 125 s.

In Fig. 12 and (11) and (12), we notice that the integration angle
for the yaw and the roll should be some sinusoid, and the amplitude
depends on the long-term bias in the gyroscope on the x- and z-

axes. In section IV A, we show after we deduce this long-term bias
from the raw data from the gyro that the amplitude of this sinusoid
wave decreased.

IV. DISCUSSION

A. Error Correction
In [4] and [5], a method for calibrating MEMS IMUs is given.

For our implementation, if the IMU rotates around the y-axis,
ignoring the Earth rotation, a simple error model for the gyro is

 ,     (14)

Where ,  and  are the gyro biases in the sensor frame, and
 is the error of the gyro in the sensor frame.

 is the factor of the installation error for the x-axis in relation
to the y-axis, which means if the y-axis has a rotation speed of ,
because of the installation inaccuracy, it will project into the x-
axis an angular speed with the factor.  is the factor of the
installation error for the z-axis in relation to the y-axis.  is the
scale factor in the y-axis, indicating the nonlinearity of the gyro
in this axis, and  is the rotation speed of the y-axis. As we can
use gravity as a reference to correct the error of the gyro in the y-
axis, as shown in sections III B and C, we do not discuss the
and .

For the test in section III B, in the first 65 s the system is
stationary. We take the mean values of the first 5 s from the gyro s
raw output in the x- and z-axes, compare it with zero, and get the
bias , and . From 65 s to 125 s of the test, only the wheel has
a rotation with a speed of 170 , and we take the mean
value of the the other two axes during this period
as  and , with the bias , and  from the first 5 s period.

Fig. 10. The yaw angle of the bogie.

Fig. 11. The roll angle of the bogie.

Fig. 12. An enlarged part of Fig. 10 to showcase the signal behavior.



Using (14), we get  and . In each time step ,  we use (15)
and (16) to give the gyro error in the x- and z-axes:

 ,        (15)

  .    (16)

 is the estimated rotation speed in the y-axis. After we
correct the gyro error given by (15) and (16), we apply (11) and
(12) to get the yaw and roll angles again. The results are shown in
Fig. 13.

Fig. 13 shows that with the correction for the gyro on the x- and
z-axes in the sensor, the drift in the yaw and roll angle calculations
decreased. A comparison to Fig. 10 and Fig. 11 shows that for
about 11 min the yaw angle drift reduces from about 10 degrees
to 5 degrees, and the roll angle from 2 degrees to about 1 degree.
As the estimation is inaccurate for the rotation angle of the wheel,
if the bias or error is in the - and z-axes, it cannot be
eliminated completely and will accumulate as the integration
continues. Additionally, the amplitude of this sinusoid wave is
shortened to 0.07 degree in Fig. 13; in Fig. 12, the amplitude is
about 0.4 degree before the correction.

B. Gyro Error within a Short Period
In Fig. 14, the blue part indicates the raw output of the s

x-axis when the wheel rotates around the y-axis at a speed of 170
°/s, and the red line is the rotation phase of the wheel divided by
360 for convenience. The output of the gyro in the x-axis has a
short-term bias or error as the gyro rotates in the gravity field. This
means that for the low-cost IMUs we use in the test, the gyro
output correlates with the acceleration. This short-term bias
cannot be eliminated with (11) and (12) when the yaw and roll
angles are integrated. Our next step is to try to estimate this bias
with the EKF.

V. CONCLUSION

In this paper, we used only low-cost IMUs to build an odometer
for field robotics, for the purpose of control or localization. The
method is verified experimentally on the test setup that has
encoders to obtain ground truth. The maximum rotation angle
estimation error for the wheel is within 5 degrees for the
experiments. This odometer can also provide useful angle
information for the yaw and roll angles for several minutes. In
addition to the wheel odometer information provided based on the
proposed estimation method, the calculation of the body roll and
yaw is a key benefit. Calculating these angles provides the control
system of such platforms with a more realistic estimation of the
robot  status. This information is more important for platforms
with complicated internal dynamics, such as off-road vehicles in
field robotics where the suspensions (active or passive) can bring
more degrees of freedom, and therefore, more complexity in the

ion model.
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Abstract. We introduce a localisation algorithm that uses an inertial measure-
ment unit (IMU) and wheel odometry on a four-wheel-drive heavy vehicle for 
positioning. While wheel odometry alone works in simple cases without slippage, 
in cases that feature wheel slippage, the velocities measured by the wheel rotation 
show higher values. In the case of side slippage, the wheel sensors cannot observe 
the values. Therefore, IMUs are suitable for fusion with wheel odometry to gen-
erate real-time feedback. We use an error state Kalman filter (ESKF) to fuse the 
sensor information from an IMU with wheel odometry, showing results on a 
slow-manoeuvring vehicle in tests up to five minutes in length. The IMU is an 
industry-grade micro-electro mechanical system (MEMS) with a gyroscope fea-
turing 6 deg/h bias in-run stability. We use a real-time kinematic global position-
ing system (RTK)-GPS as a ground truth reference for s heading an-
gle and position. The tests results show our navigation has an accuracy of 0.3 m 
for position and 0.6 deg for heading angle, both within the root mean square error 
(RMSE) criteria. Our analysis shows that the nonlinearity of the gyroscope in the 
heading rotation axis is the key factor for improving performance in our imple-
mentation. 
 
Keywords: IMU, KF, wheel odometry, RTK-GPS, HACV 
 

1 Introduction 

The real-time motion control of mobile robots, such as our heavy-duty autonomous 
construction vehicle (HACV) test case, strongly depends on the quality of the feedback 
that the controller receives  (i.e. 
wheel odometry) are the Wheel 
odometry is already used for the actuator-level control of each wheel, meaning these 
data are available for the localisation of the HACV at no hardware cost. However, using 
these sensors implies several practical issues. 
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First, due to manufacturing complexities and the harsh working environments of the 
robots, using fine and accurate sensors (e.g. micro pulse encoders or transducers) is not 
desirable. The sensor hardware must be simple, robust and easily mountable. For this 
purpose, metallic encoder discs are used for pulse generation with proximity sensors, 
such as the Hall effect or optical sensors read by counters. Therefore, we face coarse 
digital measurement outputs that are strongly affected by quantisation and zero-order 
holds. In the case of slow manoeuvring, which is common for heavy-duty vehicles, the 
sensors do not generate pulses on each of the control system . The output 
thus becomes an event-based signal as opposed to a time-based signal. For example, 
for a sample time of 50 ms, driving velocities below 0.25 m/s are not reliably measur-
able [1]. Usually, this issue causes limitations to the HACV in terms of minimum 
speeds for smooth feedback in autonomous driving. 

Second, wheel odometry and its accuracy depend on  correct assump-
tions about wheel ground interaction and robot kinematics. In the case of the wheel
longitudinal slippage, the velocities measured by the wheel rotation will show higher 
values. In the case of  lateral slippage, the wheel sensors cannot observe the 
values at all. Therefore, inertial measurement units (IMUs) are a suitable choice for 
fusion with wheel odometry to generate real-time feedback. They are capable of trans-
mitting absolute data at each sample time without considerable delays in operation or 
installation problems in manufacturing. These specifications highlight a strong need for 
IMUs, even when compared to global navigation satellite systems (GNSS) or radio fre-
quency (RF)-based solutions: IMUs are not required to be in a GNSS-available envi-
ronment, and they are independent of external information sources. 

Based on the aforementioned issues, the main focus of this paper is on providing 
reliable and accurate feedback in real time by fusing wheel odometry with IMU signals. 
The software architecture for this is shown Fig. 1. We present a method that solves the 
minimum speed requirements for HACVs and preserves positioning accuracy that is 
comparable with the accuracy of an on-board GNSS. 

Fig. 1. The software architecture designed to validate the estimation outputs by wheel odometry 
and IMU in comparison with ground truth (GNSS)
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We use an error state Kalman filter (ESKF) [1] to fuse the sensor  information. 
Moreover, we remove the state of local gravity bias, as our HACV only moves in a 
small area, and we can set the gravity as a constant based on the latitude and height of 
our test location [3]. The wheel odometry provides two velocity elements that are par-
allel to the ground tangential plane, expressed in the body-fixed frame [4]. 
For the third velocity element, which is approximately vertical to the ground plane, we 
apply a non-holonomic constraint [5, 6, 7]. This constraint simply assumes the velocity 
in the vertical direction to be close to zero with some Gaussian noise, which applies to 
one more observation element of KF and improves estimation performance.  

Normally, a fine initialisation is time-consuming for an IMU [8] if there is no exter-
nal observation, such as GPS or visual aiding. For our implementation , the 
HACV operator expects the start phase to be as short as possible. Additionally, our 
IMU cannot be used to find geographic North. Our algorithm applies a coarse initiali-
sation at the beginning phase of each test, where the HACV is kept stationary for about 
15 seconds. This allows the estimation of biases for the gyroscopes and accelerometers 
in addition to the initial roll and pitch angles of the HACV. We define the initial heading 
angle to be zero, as we are mainly concerned with the relative angle for the heading. 
We achieve accurate estimates of the initial roll and pitch angles merely after running 
the stationary model. The biases of the gyroscopes along these two axes are also accu-
rate because the estimation uses gravity as a reference.  

Through simulations with the test data, we find that small disturbances for the biases 
of gyroscopes in roll (x-axis) and pitch (y-axis) directions do not affect the estimation 
results. Thus, we only apply the correction for Earth  rotation along the z-axis, which 
is approximately along the direction of gravity and away from the ground. We make 
this correction by introducing the incremental angle of the Earth  rotation around the 
z-axis into the heading angle observation. For the same reason, we only apply the scale 
factor for the to the z-axis  the scale factor of the gyroscope 
in this direction contributes to the main part of the error of the heading angle.  

Recently, researchers have used artificial intelligence (AI) combined with traditional 
filters for vehicle localisation with both IMU and wheel odometry sensors [9] or with 
IMUs alone [10, 11]. In [9], both the propagation and measurement functions of a dy-
namic model are improved with neural networks and stochastic variation inference. [10] 
and [11] use a neural network to use an invariant extended Kalman filter (IEKF) as an 
adaptive filter. Both [10] and [11] manipulate the 
according to the deferent motion patterns of their vehicles. Combining  [10] and [11], 
it is obvious that linear acceleration in the horizontal plane can correct the accumulated 
error of the yaw angle. In this paper, we follow the traditional KF approach, using two 
kinds of patterns for HACV movement: a stationary model and a moving model. How-
ever, we do not separate a model from the moving model in which linear acceleration 
is introduced in the horizontal plane with no rotation of the HACV. This is suitable for 
our short-term navigation (i.e. within five minutes). In our future work, we would like 
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to experiment with using an adaptive filter for the long-term localisation of this kind of 
HACV. 

2 Mathematical Background 

In this section, subsection 2.1 describes the propagation for the nominal state with high-
frequency IMU data and the estimated biases of the sensors. Subsections 2.2 and 2.3 
include the prediction and observation models we used for the ESKF. The two obser-
vation models are for the two cases when the HACV is kept stationary and for the case 
when the HACV is moving. When the HACV is stationary, we use gravity as a refer-
ence for estimation, and while the HACV is moving, we use wheel odometry for the 

motion plane. Subsection 2.4 out-
lines updates to the error state and the covariance matrix. For the nominal state updates, 
please refer to [2].  
  
2.1 Nominal State Kinematics 

The nominal state does not account for noise and model imperfections [2]; further, it 
corrects accumulated error by feeding it back to the error state. The nominal state is 
propagated as 
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where the subscript k  indicates the time step. P  and v  are the nominal position and 

velocity, respectively, expressed in the navigation frame. q  is the nominal orientation 

quaternion of the body-fixed frame with respect to the navigation frame. t  is the in-

terval of the sample time. g  is the local gravity vector of the test place. n
bR  is the 

rotation matrix; it transfers the specific force f  expressed in the body-fixed frame to 

express it in the navigation frame. n
bR  is a function of the orientation quaternion q . 

The specific force is 

 bmf a a
 (2), 
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where ma  is the measurement of the accelerometers and ba  is the current estimated 

bias of the triad-axis accelerometer. 
The angular rate  in (1) is 

 
(1 )

T
bmx my mzk

  (3), 

where mx , my  and mz  
are the measurements of the gyroscope in x, y and z direc-

tions, respectively; b  is its current estimated angular drift; k is the scale factor, 

which is a constant value indicating the non-linearity of the gyroscope. We only apply 
the scale factor in the z direction of the gyroscope.  

In (1),  is a function of the angular rate and sample interval, taking the form 

 

0

0
( )

0

0

x y z

x z y

y z x

z y x

t t

 (4) 

On each time step, we normalise the orientation quaternion kq .  

2.2 Prediction Step of KF 

The state has 15 elements:  

 
T

b bx p v a
 

  (5), 

where p  is the position error and v  is the velocity error, respectively.  is the 

error of orientation in Euler form, with the three elements being roll, pitch and yaw; 

ba
 
and b  

are the biases of the accelerometers and the gyroscope, respectively. Each 

time there is an update in the error state of KF, we reset the error states of position, 
velocity and orientation as zero; thus, in (16), we ignore the error state. Since the biases 

ba  and b  
have relatively small values, in practice, we keep their state values instead 

of resetting them to zero. 
In KF, we use the Euler form to represent the orientation error; however, this is in 

quaternion form for the state propagated in (1). approx-
imately 1000 Hz; propagating the system state (5) requires the transformation matrix 
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n
bR . This process only involves algebraic operations and does not include sine or co-

sine functions. The observation datum for the error state KF is 10 Hz  as the KF up-
dates the state, the attitude must be transferred from the quaternion form to the Euler 
angle form and then transferred back again. This involves sine and cosine functions; 
however, it only runs at 10 HZ, which is much lower than 1000 HZ. So the computation 
load is not a problem, even when we apply a relatively higher sample frequency of 1000 
HZ. 

The transition matrix is 

 

[ ( )]n
b m b

I I t O O O

O I R a a t R t O

F O O I O R t

O O O I O

O O O O I   (6), 

where I  is a 3 x 3 identity matrix and O  is a 3 x 3 zero matrix. [ ( )]n
b m bR a a  is the 

accelerometer output minus its bias, rotated into the navigation frame and expressed in 
a skew-symmetric form.  

The state covariance propagate as 

 1
T T

k k k k iP F P F BQ B
, (7), 

where the covariance matrix of perturbation impulses is 

 

2 2

2 2

2

2
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r
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O t I O O
Q

O O tI O
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 (8) 

In (8), 2
a  and 2  are the covariance for the measurement noise of accelerometer 

and gyroscope, respectively. 2
ar  and 2

r  are the covariance for the random walk of 

 
The Jacobian of the perturbation in (7) is  
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 (9) 

2.3 Observation Step of KF 

When the HACV is stationary, we take the velocity  to be zero in three directions and 
fix the heading angle as an initial value or the value right before the  velocity 
becomes zero minus the current estimated velocity and current estimated heading:  

 

1

1

0

0

0

sin( )

x

y
k

z

fix earth k

v

v
z

v

La t
  (10) 

Here, the current estimate is the best-estimated states of the previous time step prop-

agated forward one time step using (1). fix  
is the fixed value for the heading angle 

when the HACV is stationary; earth  
is the Earth  rotation rate; La  is 61.4 N,  

latitude for our test location; 1kt is the current time from the test . 

The Jacobian of (10) is 

 

3 3 3 3 3 9
1

1 8 1 6

0 0

0 1 0k

I
H

 (11) 

When the HACV is moving, the observation is 

 

1

0

bx
I

k o by b

v

z fC v V

 (12), 

where bxv  and byv
 
are the velocities of  centre of control in x and y di-

rections, expressed in the body-fixed frame of the wheel odometers and measured by 
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the wheel odometers. We set the velocity of the HACV in z direction to zero using the 

non-holonomic constraint [6, 7]. f  indicates the efficiency of the wheel odometer; 

since we carefully calibrated our system, we set the value as one for the test in this 

paper. I
oC  is the matrix denoting any misalignment between the velocity of the wheel 

odometer and the body-fixed frame of the HACV, which we set as identical for our 

tests. bV is the current estimated HACV velocity, expressed in the body-fixed frame of

the HACV. It is a function of the estimated velocity nvnv  and the attitude transformation 

matrix from the navigation frame to the body-fixed frame b
nR . 

1
b

nb n kV R v lv lvn    (13), 

where  is defined in (3) and l is the coordinate of the IMU in the body-fixed frame 

of the HACV, defined as the constant vector l = 1.18 0 0.4
T

m for our case. 

The Jacobian of (12) is

1 3 3 1 3 60 0n
k b kH R L

, (14), 

where L  is the skew-symmetric form of coordinate vector l . 

2.4 Update Step of KF 

The gain of the KF, K, is expressed as 

1
1 1 1 1 1( )T T

k k k k kK P H H P H V
, (15), 

where V is the matrix of observation noise (depending on which model we use): the 
stationary model from (10) and (11) or the moving model from (12) and (14). 

The error state of each time step is 

1kx Kz
  (16)  

The update for the covariance matrix is 

1
1 15 15 1( )k kP I KH P

 (17) 
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Once the observation data come in, the KF outputs the error state x ; this error 

state is fed back to the system propagator as defined in (1). Then, the system state, 
position, velocity and orientation are updated as detailed in [1]. 

3 Experiment Platform 

We conducted our experiments with a Haulotte 16RTJ PRO heavy-duty articulating lift 
boom with four-wheel drive and active steering [12]. For autonomous driving, we fitted 
this HACV with a Beckhoff CX2030 real-time platform, which has several modules for 
interfacing with different sensors and actuators. For each wheel, we installed a Pana-
sonic PM photoelectric odometry sensor, sensing 150 equally distributed holes in a me-
tallic disc; they have a data rate of 1000 Hz. 

The IMU used in the test, installed on the body of the HACV, is an Analog Devices 
ADIS16485 MEMS IMU. Its in-run stabilities are 6 deg/h angular for its triaxial gyro-
scope and 32 μg for its triaxial accelerometer. It is connected to the CX platform with 
a controller area network (CAN). 

We used a Novatron BX982 differential carrier-phase GNSS receiver with two Trim-
ble LV59 antennas to provide a reference for positioning. The antennas are located 2.6 
meters apart on the lift boom HACV; one antenna gets the position of the HACV, and 
the other is used to form the heading vector for the HACV yaw angle with the first 
antenna. A commercial base station located 13 kilometres away gives an RTK reference 
point for correction. Using this correction, the accuracy for horizontal position is ±0.02 
meters, and the accuracy for the yaw angle is ±0.09 degrees. The GNSS receiver has a 
data rate of 50 Hz and is connected to the CX platform via Ethernet user datagram 
protocol (UDP). 
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Fig. 2. Project-specific sensor architecture on the Haulotte 

Fig. 2 shows the sensors and their connections to the real-time platform. The GNSS 
receiver also receives its RTK corrections via a mobile network connection on a router 
in the lift boom HACV. 

The Beckhoff CX platform runs the TwinCAT software system; it reads all the sen-
sors. Underlying the sensor connections shown in Fig. 2, the CX platform communi-
cates with its modules in EtherCAT. With the exception of the UDP interface, which 
we wrote in the TwinCAT PLC language, we did all of our programming in Matlab 
Simulink and built for the TwinCAT system from Simulink. 

We performed the tests in Finnish winter conditions, with some sleet on the ground 
resulting in wheel slippage. The lift boom HACV is shown in Fig. 3 in the test condi-
tions. A path-following controller handled the steering of the HACV with no manual 
manoeuvring. We conducted several runs ranging from 1 5 minutes using planned 
paths.  
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Fig. 3. The Haulotte lift boom in test conditions 

4 Test Results 

We include test cases in this article: one trajectory is roughly a triangle shape, and the 
other is roughly a square shape. Because the installation position of the IMU is at an 
offset with respect to the control centre of the wheel odometry, the position outputs 
from KF are transferred to the frame that the wheel odometry uses, represented as a 
black line in Fig. 4. and Fig. 6. Similarly, the position outputs from RTK-GPS are also 
transferred to the centre of the wheel odometer and used as ground truth. They are rep-
resented as a red line; the blue line is the  position trajectory calculated only 
using wheel odometry. 

The yaw angles, or HACV headin  evolution in time, are shown in Fig. 5. and Fig. 
7. for the two test cases. As in Fig. 4. and Fig. 6., the red line is from the RTK-GPS 
and is regarded as the ground truth; the blue line represents the wheel-odometry-only 
calculation. The black line is the yaw estimated by KF. The initial heading angle is set 
as zero, and the yaw angle output is the angle from the GPS minus its initial value. 

During the tests, we kept the engine on at all times. We kept the HACV stationary 
at the initial stage; KF uses (10) for observation. When the HACV started moving, the 
observation of KF switched to (12) and remained as such until the test was complete. 
For the square shape movement, from 0 s to 18 s, and from 155 s to 185 s, we kept the 
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HACV stationary. For the triangle movement, the stationary phases are from 0 s to 15 s 
and from 255 s to the test  end. 

Fig. 4. The trajectory estimated by IMU and wheel odometry roughly matches the 
ground truth from RTK-GPS. Adding the IMU compensates for the effect of slippage 
that is apparent when only using the wheel odometry. 

Table 1. Test results 

Trajectory 
 Position 

RMSE (m) 

Heading 
RMSE 

(Degree) 

Maximum 
Position Er-

ror (m) 

Maximum 
Heading Er-
ror (Degree) 

Triangle 0.199 0.55 0.310 2.27 

Square 0.314 0.56 0.490 2.28 

Table 1 summarises the results of the two test cases. The RMSE of the position 
represents the absolute distance error in the x y plane compared with the RTK-GPS 
output. The output frequency of RTK-GPS is 50 Hz, and the 1000 Hz output of KF is 
sampled down to 50 Hz when calculating the test results. 
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Fig. 5. The heading angle of the HACV continually increases from 0 deg to about 180 
deg. Combined with the IMU, the estimated results nearly match the ground truth 
from the RTK-GPS. 
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Fig. 6. The trajectory generated by wheel odometry only drifts away compared to the 
ground truth; however, the trajectory of IMU aided by wheel odometry roughly 
matches the ground truth. 

Fig. 7. The heading angle of the HACV continually increases from 0 deg to about 250 
deg. Combined with the IMU, the estimated result nearly matches the ground truth 
from the RTK-GPS. However, using wheel odometry only, the error of the heading 
angle deviates from the ground truth after each sharp turn of the HACV. 

5 Discussion 

At the beginning of each test, we keep the HACV stationary for 10 20 seconds to de-
termine the biases of gyroscope and accelerometer and to correct the initial roll and
pitch angles. The initial yaw angle we simply set as zero. 

The in-run stability of the  gyroscope is 6 deg h [13]; this accuracy is not 
enough to justify using only IMU to determine geographical direction. However, for a 
period of several minutes, the drift of the ver, 
the HACV is moving on ground covered with ice and snow a very slippery environ-

ment  which means the observation velocities from wheel odometry, bxv  and byv , 

have high deviations from the true velocities of the HACV base. Using them to correct 
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the altitude of the HACV and the IMU biases is difficult. Because slipping happens 
frequently, if we tried to use the wheel odometry to correct the attitude, the output of 
the HACV velocity would deform. In [8], the authors mention that the added linear 
acceleration helped them to resolve the ambiguity of IMU bias. However, for our im-
plementation, when there is linear acceleration when moving, slipping occurs regularly; 
thus, we do not use angular velocity from the wheel odometry in the observation step 
of the KF.  

Now, we summarise the strategy of tuning the parameters of the KF: during the 
 stationary model, we let the KF converge as quickly as possible to get the 

biases 
ba  and b . When switching to the moving model, we update the state using the 

observations bxv
 
and byv  by changing the velocity and not the attitude. The parame-

ters for the KF process noise in (8) are summarised in Table 2. 

Table 2. Process noise 

a     ar  r  

0.05 m/s 5 deg/s 0.007 m/s1.5 0.0001 deg/s0.5 

 
We set the standard deviations for observation noise in the stationary model at 
0.02 deg/s for velocity and 0.05 deg/s for heading angle. For the moving model, we set 
the noise parameter for velocity observation at 7 deg/s and the noise parameter for non-
holonomic velocity at 2.5 m/s. 

We set the initial standard deviation for the gyroscopes  at 0.8 deg/s and at 0.02 
m/s2  
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Fig. 8. As the HACV is kept stationary, the bias of the gyroscope converges to a 
steady state within several seconds. We can use the steady state values for short-term 
navigation even without updating the state of bias.

As an example, Fig. 8. shows the output of the estimated bias for the gyroscope in 
the triangular trajectory test when the KF is in the stationary model. The gyroscope
bias roughly converges to a steady state within several seconds in all three directions. 
When the KF switches to the motion model after 14 s, these biases keep a roughly 
constant value. In the x and y directions, the estimation of the gyroscope
withstand an error of at least up to 0.02 deg/s. With the final values of the gyroscope
bias just after the stationary model starts running, we only add disturbances in the x and 
y directions, the standard deviation of which is 0.02 deg/s. We inject these three gyro-
scope biases as the initial state for the KF and set the initial uncertainty of the gyro-

 bias as a very small value: 0.0001 deg/s. We find that the output results have 
no significant difference compared to when the gyroscope initial biases are set to zero: 
only a 1 or 2 cm position RMSE, less than 0.2 deg in yaw angle RMSE. This is because 
in terms of the roll and pitch directions, the angle estimation can use gravity as a refer-
ence. 

However, in the z direction (i.e. mainly for the yaw rotation), the results are very 
sensitive to the gyro , we expect the 
estimation accuracy of the gyro  bias in the z direction to reach 0.002 deg/s just 
after the stationary model stops running. Because there is no other information except 
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for wheel odometry, and because the KF does not use the information from the wheel 
to correct the attitude (as mentioned previously), the yaw angle accuracy mainly de-
pends on the accuracy of the estimated angular rate in the z direction.  

In (10) rotation effect only for the yaw angle observation. Be-
cause the gyroscope ed with gravity, the maximum roll 
and pitch angles are less than 2 deg. As the HACV only moves in a small area with a 
known latitude, we set the latitude to a constant value in the test. Thus, the Earth  
rotation vector projected into the z direction of the gyroscope is roughly constant. Pro-
jecting the Earth into the x and y axes of the gyroscope results in small values, 
and they do not affect the test results even when completely ignored in our model. 
Again, this is because we have gravity as a reference for the roll and pitch angles. 

Fig. 9. shows the heading angle error, which we generate by comparing RTK-GPS 
and KF output with three different settings: the red line corresponds to removing the 
Earth  rotation in (10). Compared with the blue line, where no removal was done, we 
notice that for motion taking place for longer than 300 s, the accuracy of the heading 
angle is about 1 deg worse without the correction of the Earth  In (10), the 

value of fix  
is in respect to an Earth-fixed frame; we also observe it in the Earth-fixed 

frame. Then, the value for 
1sin( )fix earth kLa t  is with respect to the inertial frame 

but observed in the Earth-fixed frame for the still HACV; the strap-down gyroscope 
measures the angular rate with respect to the inertial frame. Therefore, the stationary 
model of our KF outputs a gyroscope  the z-axis, which roughly removes the 
effect of the Earth  rotation.   

From 15 s to 175 s in Fig. 9., the HACV rotates with an angular rate with a maximum 
value less than 5.2 deg/s in the yaw direction. The yellow line shows that without the 
scale factor correction, the heading angle error increases more than 2 deg. The scale 
factor only has an effect when there is an angular rate. For example, from 175 s to 275 
s, the HACV moves in a straight line and then remains still until the end. Therefore, 
after 175 s, the error of the heading angle does not increase even without correcting the 
scale factor.  
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Fig. 9. The result of the estimation for yaw angle improves significantly by introduc-
ing the Earth  rotation into the yaw angle observation and including a scale factor in 
the z-axis for the gyroscope. 

For both the triangle and square trajectory tests, the scale factor in (3) takes a con-
stant value of 0.013 after intensive simulations and trials; both of these tests with this 
scale factor yield optimal results. The scale factor can be regarded as a local parameter; 
for our tests, the maximum angular rate is less than 6 deg/s, but the full measurement 
range for the gyroscope is 450 deg/s. The gyroscope s on 
temperature and the input angular rate, and it can be written as a polynomic formula 
with these two parameters [14]. For our implementation, we only needed to do a pre-
calibration for the gyro  bias in the z-axis within a range of angular rate and a 
range of temperature.  

As mentioned previously, our KF does not use the velocity from wheel odometry to 
correct the altitude states, as it mainly constrains the magnitude of the velocity states. 

Fig. 
9., from about 45 s to 140 s, the error of the heading angle has several peaks. This is 
because our RTK-GPS has some abnormalities for the yaw angle output during that 
time. In Fig. 10., we enlarge the local part of Fig. 5., clearly showing that the heading 
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angle from GNSS has some jumps, the magnitudes of which reach 1 deg. This phenom-
enon is shown in the square trajectory test. This also indicates that the maximum error 
of the heading angle may in reality be smaller than 1 deg for our tests. 

Fig. 10. The RTK-GPS output for the as abnormalities in sev-
eral points. 

6 Conclusion 

For an HACV that moves slowly on roughly level ground, we use a high-end industry-
grade MEMS IMU aided with wheel odometry to obtain an accuracy of heading angle 
within 1 deg (and 50 cm accuracy for position). The navigation time span is about 5 
min, using a coarse initial alignment of less than 15 seconds of data when the HACV 
is kept stationary. The main limitation is the nonlinearity of the gyroscope on the head-
ing rotation axis; delicate pre-calibration of the scale factor for this axis of the gyro-
scope would significantly improve system performance. For our implementation, we 
only needed to carry out the pre-calibration of the scale factor within a small angular 
rate range and a specific temperature range. 
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