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## Chapter 1

## Introduction

Artificial Intelligence is a tool that is increasingly becoming an integral element of scientific research. High Energy Physics, whose experiments produce some of the largest amounts of data in science, is no exception. For this reason, the objective of this thesis is to develop a pipeline for classifying backgrounds and signals particle jets using Machine Learning (ML) techniques, specifically convolutional neural networks (CNN).

Particle jets have proven to be a very powerful tool for studying particle collisions at accelerators such as CMS and ATLAS, at the LHC, where the constituents of these events hadronize or decay so quickly that they are very difficult to detect. Jets are objects that seek to retrieve information about these particles by encapsulating the energy depositions that were indeed sensed by the detector. So having an algorithm that can reliably tell us which particle generated a given jet is not a straightforward assignment, even more so taking into account that many approaches can be taken to this problem depending on the way in which we believe it is most convenient to arrange our data.

Given a set of jets represented by their respective constituents (or pseudo vectors) characterized by momentum quadrivectors, an image approach is proposed, where each jet is assigned a calorimeter image that can be analyzed by a convolutional neural network. That done, in order to establish a simple connection with quantum computing, a new model integrating a quantum neural layer is proposed. This is done via a parameterized quantum circuit, which is implemented thanks to the Qiskit framework for quantum computing in Python.

Chapters 2 and 3 develop some of the theory underlying artificial neural networks and quantum computing, respectively. Chapter 4 describes the geometry of particle detectors, the role of jets in proton-proton collisions, and serves as a preamble to introduce the dataset with which we work in Chapter 5. The penultimate chapter presents an end-to-end machine learning pipeline for classification of calorimeter jets images, in which we also introduce a hybrid classical-quantum ML algorithm that can solve the same problem with similar accuracy.

### 1.1 General Objective

To illustrate an implementation of quantum computing in data analysis in High Energy Physics, by developing a classical-quantum classical-quantum algorithm for the classification of jets produced in proton-proton collisions in particle particle accelerators.
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### 1.2 Specific objectives

1. From simulated data of jets produced by proton-proton collisions, develop a set of calorimetric images where each image represents a jet.
2. To train a classical convolutional neural network in Python that learns to distinguish between a signal and a background in a set of calorimetric images.
3. Create a hybrid neural network, adding to a convolutional classical neural network architecture a layer that simulates a parameterized quantum circuit using the Qiskit (Quantum Information Software Kit for Quantum Computation) library from IBM.

## Chapter 2

## Artificial Neural Networks

### 2.1 Artificial intelligence

Artificial intelligence, machine learning and deep learning are three different concepts that are sometimes used interchangeably. Kaplan and Haenlein define artificial intelligence as a system's ability to interpret external data correctly, to learn from such data, and to use those learnings to achieve specific goals and tasks through flexible adaptation [1]. This is a very broad definition, since artificial intelligence is considered to be any autonomous mechanism capable of performing a set of tasks without having been given precise and explicit instructions to do so. Self-driving cars can be considered as examples of artificial intelligence since they are not programmed with all the infinite possibilities that can occur during a specific route, nor with the series of specific decisions (right turn, left turn, accelerate, brake) that they should make for each of these possibilities. They perform the decision-making process autonomously, just as a human being would.

### 2.2 Machine learning

Machine learning is a subset of artificial intelligence and it can be defined as a technique of analyze data, learn from that data and then apply what it have learned to make an informed decision [citation]. The way it does this is through trial-and-error, adjusting parameters at each iteration with the objective of improving performance (the accuracy of the outputs) based on experience.

To better understand this, it is worth mentioning how machine learning algorithms are classified: supervised, unsupervised and reinforcement learning.

### 2.2.1 Supervised learning

Supervised learning automates decision-making processes by generalizing known examples. In this configuration, the user provides the algorithm with pairs of desired inputs and outputs, and the algorithm finds a way to produce the desired output given a new input. In particular, the algorithm may create an output for an input that it has never seen before without the help of a human.

This implementation is used in the identification of objects given at least two classes of them. For example, distinguishing between pictures of dogs or cats, or determining whether an email is spam or not. A machine learning algorithm intended to perform this task must be provided, in addition to the training data set, with its respective labels that determine to which class each object belongs.

### 2.2.2 Unsupervised learning

In unsupervised learning the training data does not include labels and the algorithm tries to classify or decode the information on its own. This is done by finding patterns in the data that even humans cannot distinguish, at least in an efficient way.

An algorithm that exemplifies the goal of unsupervised learning very well is known as clustering, aimed at grouping sets of data that share certain characteristics. This algorithm is used to group Twitter users, for example, who exhibit similar behaviors in order to show them personalized advertisements.

Another very interesting implementation is through generative neural networks which, as their name suggests, have the task of producing an object (image, text, sound) that is similar to the data with which it was trained. This type of neural networks are mainly used in the generation of synthetic videos or images.
supervised learning


Figure 2.1: Difference between supervised and unsupervised learning. Figure taken from reference 2]

### 2.2.3 Reinforcement Learning

In the reinforcement learning, our system is an "autonomous agent" that has to explore an unknown "space" and determine the actions to carry out through trial and error. It learns by itself by obtaining rewards and penalties until it finds the optimal way to travel a path, solve a puzzle or display a behavior. This type of algorithm is used to find the best possible strategy to maximize a company's profits.

### 2.3 Deep learning

Deep learning is a subset of machine learning that deals with algorithms inspired by the structure and function of the human brain. Deep learning algorithms can work with an enormous amount of both structured and unstructured data. Deep learning's core concept lies in artificial neural networks, which enable machines to make decisions [1].

The major difference between deep learning vs machine learning is the way data is presented to the machine. Machine learning algorithms usually require structured data, whereas deep learning networks work on multiple layers of artificial neural networks[cite]. This mainly means that these structures are made up of objects, called neurons, which receive a number of inputs that determines their state: whether they are "activated" or not. Subsequently, the output of this neuron (whether it is activated or not) is one of the inputs that other neurons use to determine whether they are activated or not. This process is computed through the so-called activation functions.

### 2.3.1 Neural Networks

When we talk about an artificial neuron we refer to an abstract object that stores a number. This number is known as the activation value, which is the output value of the neuron. This value is obtained either by direct assignment (if it is a neuron of the first layer of the network) or through an activation function, whose variables are the activation values of the preceding neurons. In the specific case of Deep learning, the aforementioned algorithmic structures allow models that are composed of multiple processing layers of artificial neurons to learn data representations with multiple levels of abstraction that perform a series of linear and nonlinear transformations such that they generate an output close enough to the expected value.

To understand this more precisely and to define what our neural network learns, it is necessary to introduce the foundation of artificial neurons: the perceptron.

### 2.3.2 Perceptron

Perceptrons were developed in the 1950s and 1960s by neuroscientist Frank Rosenblatt, inspired by earlier work by Warren McCulloch and Walter Pitts[3]. A perceptron takes several binary input values $x_{1}, x_{2}, x_{3} \ldots$ and produces a single binary output. Rosenblatt proposed a simple rule to calculate the output, he introduced weights $w_{1}, w_{2}$ being real numbers expressing the importance of the respective input. The output of the neuron, 0 or 1 , is determined if the weighted sum $\sum_{j} x_{j} w_{j}$ is greater or less than some threshold value. Like the weights, the threshold is a real number that is a parameter of the neuron. In other words:

$$
\text { output }=\left\{\begin{array}{lll}
0 & \text { if } & \sum_{j} x_{j} w_{j}<b^{\prime}  \tag{2.1}\\
1 & \text { if } & \sum_{j} x_{j} w_{j}>b^{\prime}
\end{array}\right.
$$



Figure 2.2: Representation of a three-input perceptron (4).

To further clarify the idea of weights and threshold value, we have the following example. Suppose you have been invited to a party on the weekend, but there are several factors that condition whether you are going to go or not. Let's say there are three:

1. Is there anyone to accompany me to the party?
2. Will the weather be good?
3. Is there public transportation to take me to the site?

The answer to each of these questions is 0 if no and 1 if yes. These values are the inputs received by our perceptron. However, each person is different and it may be that for you it is not as important to have someone accompanying you as it is to have good weather. So, the answer to the second question has more weight for you than the other two. In numbers, it can be said that the answers to the first and last question have a weight (importance) of $2, w_{1}=w_{3}=2$, meanwhile the answer to the second one has a weight of $6, w_{2}=6$. Now let's say that you have decided to go to the party if the sum of the inputs multiplied by their respective weights is greater than a fixed value, the threshold, which you have decided to be 3 . The perceptron has thus been transformed into a decision-making model, in which you go to the party if $\sum_{1}^{3} x_{j} w_{j} \geq 3$ and you do not otherwise.

We can rewrite Eq. 1 as follows:

$$
\text { output }=\left\{\begin{array}{ccc}
0 & \text { if } & \vec{x} \cdot \vec{w}+b \leq 0  \tag{2.2}\\
1 & \text { if } & \vec{x} \cdot \vec{w}+b>0
\end{array}\right.
$$

$b$ is what is known as the perceptron bias, which as can be seen is closely related to the threshold.
Bias can be thought as a measure of how easy it is to get the perceptron to emit a 1 , or to put it in biological terms, it is a measure of how easy it is to get the perceptron to fire. For a perceptron with a really large bias, it is extremely easy to generate a 1 . But if the bias is very negative, then it is difficult for the perceptron to generate a 1 . Obviously, introducing the bias is only a small change in how we change in how we describe perceptrons, but we will see later that it leads to further simplifications of notation.

We can connect several perceptrons in different layers, in such a way that the activation values of one layer are the input values of the next one. In this way, we are building what is known as a multilayer perceptron. Also, each perceptron (neuron) in this network has a particular bias value $b$ associated with it, which determine whether it is activated or not according to Eq. 2.2.


Figure 2.3: Representation of a multilayer perceptron. Image taken from Ref. [4]

In the figure, the edges connecting each neuron from one layer to the next represent the weights that each connection has. Thus, the same activation value affects each of the neurons in the next layer of the network in a different way. Mathematically, we can represent the weighted connections between two layers with a matrix $W$ of dimensions $n x m$, where $n$ represents the number of neurons of the subsequent layer and $m$ those of the previous layer. The reason for this is that it is easier to represent the calculation of the activation values of each of the neurons of the second layer. Let's see it. Let $\vec{x}$ be the vector of all the values of the neurons of the first layer (in the case of Fig. 2.3. four), $W$ be a matrix of dimensions $5 \times 4$ and $\vec{b}$ be the vector containing the five biases of the neurons from the hidden layer. Then, a vector $\overrightarrow{y^{\prime}}$ containing the pre-outputs of the second layer can be obtained as follows:

$$
\begin{equation*}
W \vec{x}+\vec{b}=\overrightarrow{y^{\prime}} \tag{2.3}
\end{equation*}
$$

"Pre" stands for the need to yet apply the decision rule described in Eq. 2.2 to the inputs of the vector $\overrightarrow{y^{\prime}}$ in order to obtain final values 0 s and 1 s . Here is where perceptrons present their big problem, which is described below.

### 2.3.3 Sigmoid neuron

Suppose we have a perceptron network that we would like to use to learn how to solve some problem. For example, the inputs to the network might be the raw pixel data of a scanned, handwritten image of a digit. And we would like the network to learn the weights and biases so that the network output correctly classifies a digit. To see how the learning might work, suppose we make a small change to some weight (or bias) in the network. What we would like is for this small change in weight to cause only a small corresponding change in the network output. As we will see next, this property will make learning possible. Schematically, what we want is represented in the Fig. 2.4


Figure 2.4: A small change in a weight implies a small change in output.

If it were true that a small change in a weight (or bias) causes only a small change in the output, then we could use this fact to modify the weights and biases to make our network behave more the way we want it to. This process of modifying weights and biases in order to obtain the desired output is known as learning. For example, suppose a network mistakenly classifies an image as an " 4 " when it should be a " 7 ". We could figure out how to make a small change in the weights and biases so that the network gets a little closer to classifying the image as a "7". And then we would repeat this, changing the weights and biases over and over for each number from our dataset to produce a better result.

The problem is that this is not possible when a perceptron network is used. In fact, a small change in the weights or bias of any individual perceptron in the network can sometimes cause the output of that perceptron to change completely from 0 to 1 . That change can cause the behavior of the rest of the network to change completely in a very complicated way. We can overcome this problem by introducing a new type of artificial neuron called a sigmoid neuron. Sigmoid neurons are similar to perceptrons, but modified so that small changes in their weights and biases cause only a small change in their output, since it is not binary. That is the crucial fact that allows a network of sigmoid neurons to learn. Sigmoid neurons are represented in the same way as the perceptrons schematized in Fig. 2.2

Like a perceptron, sigmoid neurons have inputs $x_{1}, x_{2}, x_{3} \ldots$ but instead of these being only values 0 and 1 , they can be all values from 0 to 1 . Also, sigmoid neurons have weights for each input $w_{1}$, $w_{2}, w_{3} \ldots$ and a general bias $b$; however the output of the new form are not only values 0 and 1 , instead they are of the form $\sigma(\vec{x} \cdot \vec{w}+b)$ where $\sigma$ is called the sigmoid function defined as:

$$
\begin{equation*}
\sigma(z)=\frac{1}{1+e^{-z}} \tag{2.4}
\end{equation*}
$$

Therefore, the output of a sigmoid neuron is given by:

$$
\begin{equation*}
\text { output }=\frac{1}{1+\exp \left(-\sum_{j} w_{j} x_{j}-b\right)} \tag{2.5}
\end{equation*}
$$

The graph of this function is shown in Fig. 2.5
By using the real $\sigma$ function we obtain a smoothed perceptron. The smoothness of the function $\sigma$ is a crucial fact of this whole development. The smoothness of $\sigma$ means that small changes $\Delta w_{j}$ in the weights and $\Delta b$ in the bias produce a small change $\Delta o u t p u t$ in the output of the neuron. In fact, calculus tells us that output is well approximated by:


Figure 2.5: Sigmoid neuron

$$
\begin{equation*}
\Delta \text { output } \approx \sum_{j} \frac{\partial \Delta \text { output }}{\partial w_{j}} \Delta w_{j}+\sum_{j} \frac{\partial \Delta \text { output }}{\partial b} \Delta b \tag{2.6}
\end{equation*}
$$

The major difference between perceptrons and sigmoid neurons is that sigmoid neurons do not only output 0 or 1 . They can output any real number between 0 and 1 . This can be useful, for example, if we want to use the output value to represent the average pixel intensity in an input image to a neural network. But sometimes it can be a nuisance. Suppose we want the output of the network to indicate "the input image is a 7 " or "the input image is not a 7 ". Naturally, it would be easier to do this if the output were a 0 or a 1 , as in a perceptron. But in practice we can establish a convention for dealing with this, for example, deciding to interpret any output of at least 0.5 as indicating a " 7 ", and any output less than 0.5 as indicating "not a 7 ".

### 2.3.4 Hidden Layers

Let's say we have the following neural network:


Figure 2.6: A simple neural network 5.

The leftmost layer in this network is called the input layer and the neurons within the layer are called input neurons. The rightmost or output layer contains the output neurons or, in this case, a single output neuron. The middle layer is called the hidden layer, since the neurons in this layer are neither inputs nor outputs. The term hidden means nothing more than "neither an input nor
an output" and, in fact, this is where deep learning gets its name from. The above network has a single hidden layer, but some networks have multiple hidden layers. For example, the four-layer network shown in Fig. 2.7 has two hidden layers.


Figure 2.7: A four-layer neural network. [5].

For historical reasons, these multilayered networks are sometimes referred to as multilayered perceptrons or MLPs, even though they consist of sigmoid neurons, not perceptrons.

While the design of the input and output layers of a neural network is usually straightforward, the design of the hidden layers can be quite an art. In particular, it is not possible to summarize the process of designing hidden layers with a few basic rules. Instead, neural network researchers have developed many design heuristics for hidden layers that help people get the behavior they want from their networks.

### 2.3.5 Cost Function and Gradient Descent

In previous sections we studied the design of a neural network, but we did not discuss how it learns. That is, how it modifies the weights and biases so that the output of the network, $y(x)$ approximates to the real expected values for all $x$ training inputs. For this purpose, a so-called loss function is defined below:

$$
\begin{equation*}
C(w, b)=\frac{1}{2 n} \sum_{x}\|y(x)-a\|^{2} \tag{2.7}
\end{equation*}
$$

The value of this function grows as we move further away from the expected outputs. $w$ denotes the collection of all the weights in the network, $b$ all the biases, $n$ is the total number of training inputs, $a$ is the vector of network outputs when $x$ is the input, and the sum is over all the training inputs, $x$. The output $a$ depends on $x, w$ and $b$, but to keep the notation simple this dependence is not explicitly stated. The notation $|v|$ simply denotes the usual length function for a vector $v$.

We call $C$ the quadratic cost function; it is sometimes also referred to as the mean square error or simply MSE. By inspecting the form of the quadratic cost function, we see that $C(w, b)$ is non-negative, since all the terms of the sum are non-negative. Moreover, the cost $C(w, b)$ becomes small, i.e., $C(w, b) \approx 0$, precisely when $y(x)$ is approximately equal to the output, a, for all training inputs, $x$.

We know that our neural network is better trained the smaller the value of the cost function. Thus, the purpose of training a neural network is to minimize $C$, and for this we use two fundamental algorithms in deep learning: Gradient Descent and Backpropagation.

Suppose we try to minimize some function $C(v)$, which can be any function of several variables $\left(v=v_{1}, v_{2}, \ldots\right)$. It might help us to visualize this by taking $C$ as a function of two variables which we call $v_{1}$ and $v_{2}$.


Figure 2.8: Visualization of the gradient descent algorithm. Images taken from 5

The task is to find where $C$ reaches its global minimum. Fig. 2.8 (left) is a fairly simple function to exemplify, however $C$ can be a very complicated function of multiple variables as Fig. 2.8 (right).

One way to attack the problem is to use calculus to try to find the minimum analytically. By these means, we calculate derivatives and then try to use them to find places where $C$ is an extreme. With a little luck, that might work when $C$ is a function of only one or a few variables, but it gets complicated when we have many more variables. And for neural networks, it is wanted to have many more variables: the largest neural networks have cost functions that depend on billions of weights and biases in an extremely complicated way.

Since calculus does not help us in this problem we have to attack it in another way. We start by thinking of our function as a kind of valley and visualizing a ball rolling down the side of our valley, rolling to the bottom. What we want to find is the trajectory that the ball will follow, since, naturally, this will be the fastest to reach the bottom.

This can be thought of as the ball constantly finds the direction of the steepest slope, and advances a minuscule amount until it finds a steeper direction. This direction is mathematically given by the negative gradient of the point where it meets, so if we say that the initial position of the ball is $x_{0}$, and that the minimum distance it moves is $\alpha$, the ball will reach the bottom of the valley, $x_{b}$, if it iterates the following operation:

$$
\begin{equation*}
\overrightarrow{x_{b}}=\overrightarrow{x_{0}}-\alpha \nabla f\left(\overrightarrow{x_{0}}\right) \tag{2.8}
\end{equation*}
$$

Where alpha is known as the learning rate. Thus, an approximation of the minimum of a given cost function can be found numerically by iterating Eq. 2.8 .

### 2.3.6 Convolutional Neural Networks

A common task where machine learning is used is in image recognition, for instance, if we want an algorithm to determine whether a image is, let's say, a panda or not. Humans have the ability to recognize animals or objects because we have the capacity to remember patterns. That is, from the optical information collected by our eyes from the photographs in 2.9 , our brain is able to recognize that, although with different luminosity and angle of exposure, the two pairs of eyes in the photos belong to the same kind of animal. Likewise with their ears, horns, spots, etc.; this recognition works even if there are variations in the objects.


Figure 2.9: A color image consists of three matrices, one for each color in the RGB (red, green and blue) model, where the input of each matrix indicates the intensity of each of these colors. Images taken from (6]

How can we recreate this ability on a computer? The most efficient way is to do it using convolutional neural networks $\sqrt[7]{7} \sqrt[8]{ }$, which their function is to identify patterns in the features of an object. First of all, an image for a computer is nothing more than a matrix where the intensity of each pixel is represented by the value of the corresponding input in the matrix. This value ranges from 0 to 255 , but we can normalize it to values from 0 to 1 .

Intuitively we can think that the first thing an image recognition algorithm must do is to be able to distinguish, from a subset of pixels, the lines, edges and textures (and their distribution) that identify a specific feature of the image. Generally, as will be seen below, this is achieved by committing a neural network layer for each level of abstraction in the features of an image [7]. This means that while the first layer is in charge of distinguishing, for example, between edge lines, the second layer must group these results to identify noses, ears and eyes, and the last layer combines this information to distinguish between a head in the image (see Fig. 2.10.

One way to train a neural network is by reshaping the $n x n$ matrix into a $\left(n^{2}\right) x(1)$ vector, and feed the first layer with that input. However, doing that we are losing all the image spatial information, and that represents an extra cost for our algorithm. So, the alternative is the so-called convolution operation. By means of this operation, each of the features of an image is represented by a matrix (or filter) smaller than the image, so that the original matrix can be "traversed" by overlapping and multiplying its entries with those of the filter, adding these values and thus creating a feature map (see Fig 2.11). When the filter matches a section of the image that is similar to the feature it wants to identify, the "activation value" of that filter will be higher.


Figure 2.10: Intuitive idea of the abstraction levels of a CNN in face recognition. 9


Figure 2.11: In a neural network, the outputs of this operation are the inputs of the next layer of neurons, or an additional function called MaxPooling (or AveragePooling) is usually applied to them.


Figure 2.12: Images taken from 10

Convolutional layers in a neural network are groups of neurons specialized in two operations: convolution and pooling. The main difference between a dense layer and a convolutional layer is that the former learns global patterns from the entire input space, while the latter learns local patterns using small two-dimensional windows (subset of pixels), known as a kernel. This is an advantage for convolutional networks, because once a feature is learned at one position in an image, it will be able to recognize it at any other position in other images.

Each neuron in a convolutional layer is not connected to all neurons in the previous layer, as is the case in densely connected layers. Instead, the first convolutional neuron receives the scalar product between the first subset of image pixels and the filter (kernel). This first subset is usually located in the upper left corner of the image (see Fig. 2.11) and is then «swept» until it covers the entire image (see 2.12 ). With reference to the above images, while the input data layer has 36 neurons, the first hidden layer (result) has $16(4 \mathrm{x} 4)$ after the first convolution operation.

An important aspect to note is that the kernel entries (or weights) do not change as the image is swept, so a single kernel is only able to identify a specific pattern in the image. So, if you want to identify several patterns in an input, you will need to use one kernel and one convolutional layer for each, operating in parallel (i.e., they are not connected to each other). This can be visualized in Fig. 2.13.


Figure 2.13: In this example 32 kernels were assigned to identify 32 features on the $28 x 28$ image 11.

On the other hand, in the example of Fig. 2.11 and Fig. 2.12, it can be seen that the kernel travels over the input matrix with an advance of one pixel; however, this does not have to be the case. The step value can be set using the «stride» parameter. Similarly, in convolutional networks a padding technique can be applied to add zero-valued pixels around the image so that information about the image boundaries is included.

To conclude this introduction to CNNs, it is worth mentioning a type of layer that generally accompanies convolutional layers: pooling layers. A pooling layers create a condensed version of the outputs obtained by the previous layer. This is done by choosing the size of a kernel that sweeps the feature matrix obtained from the previous convolution operations, then condenses that information into a single value. The latter can be done in several ways. The most usual are taking the largest value among the kernel inputs (MaxPooling) or calculating the average of them (AveragePooling).

# Artificial Neural Networks 

2.3 Deep learning


Figure 2.14: In this example, a $2 \times 2$ kernel is applied to a $24 \times 24$ matrix, and for each of those four pixels an unique value is returned in the 12 x 12 feature matrix.

## Chapter 3

## Quantum Computing

### 3.1 Two-level systems: qubits

A quantum bit, or qubit for short, is a mathematical object used to describe a state [12]. A state can be 0 or 1 (akin to a classical bit), or a superposition of these. For example, the 0 state of a qubit may represent the ground state of an atom, while the 1 state may represent the excited one. Also, these basis states can be used to represent the spin orientation of the atoms used in the Stern-Gerlach experiment, as described in subsection 3.1.4.

The bra-ket Dirac notation leads us to express the basis states of a qubit as $|0\rangle$ and $|1\rangle$. Consequently, any qubit state can be described as a linear combination of $|0\rangle$ and $|1\rangle$ :

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle \tag{3.1}
\end{equation*}
$$

Where $\alpha$ and $\beta$ are complex numbers called amplitudes. $|0\rangle$ and $|1\rangle$ form an orthonormal basis for this complex vector space, and they are known as computational basis states. Furthermore, since $|0\rangle$ and $|1\rangle$ are orthogonal, $\alpha=\langle 0 \mid \psi\rangle$ and $\beta=\langle 1 \mid \psi\rangle$.

Although the laws of Quantum Mechanics allow a qubit to be in a superposition of $|0\rangle$ and $|1\rangle$, when we measure this qubit we obtain one single value: $|0\rangle$ with a probability of $|\alpha|^{2}$ or $|1\rangle$ with a probability of $|\beta|^{2}$. It follows that $|\alpha|^{2}+|\beta|^{2}=1$, i.e. a qubit's state is normalized to 1 . Therefore, geometrically, we can visualize a qubit's state as a unit vector in a two-dimensional complex vector space, which we introduce as Bloch's Sphere below.
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### 3.1.1 Bloch's sphere



Figure 3.1: The Bloch's Sphere and three pairs of common used basis. Image taken from 13

A two-level quantum system has an infinite number of bases, consisting of two orthogonal states. It is easy to see that, given any physical state, say $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$, we can form a computational basis by obtaining the state orthogonal to it, i.e. $\left|\psi_{\perp}\right\rangle=\alpha^{*}|0\rangle-\beta^{*}|1\rangle$. This way, $\left\langle\psi \mid \psi_{\perp}\right\rangle=0$, $\langle\psi \mid \psi\rangle=1$ and $\left\langle\psi_{\perp} \mid \psi_{\perp}\right\rangle=1$. In the Bloch Sphere, each pair of basis states can be visualised as two opposite poles, as seen in Fig. 3.1. Physically, kets $|0\rangle$ and $|1\rangle$ can represent any pair of quantum states of a particle. For example, its spin up $|\uparrow\rangle$ and spin down $|\downarrow\rangle$; or the ground $|g\rangle$ and excited $|e\rangle$ state of an atom.

Recalling some properties of complex numbers, we can write the amplitudes of a quantum state described by equation 3.1 as a function of a $\gamma$ angle and two phases, i.e. $\alpha=e^{i \phi_{1}} \cos \gamma$ and $\beta=e^{i \phi_{2}} \sin \gamma$, in such a way that the normalisation relation is satisfied:

$$
\begin{gathered}
|\alpha|^{2}+|\beta|^{2}=\left|e^{i \phi_{1}} \cos \gamma\right|^{2}+\left|e^{i \phi_{2}} \sin \gamma\right|^{2} \\
=\left|e^{i \phi_{1}}\right|^{2} \cos ^{2} \gamma+\left|e^{i \phi_{2}}\right|^{2} \sin ^{2} \gamma=\sin ^{2} \gamma+\cos ^{2} \gamma=1
\end{gathered}
$$

Therefore, equation 3.1 can be written as:

$$
|\psi\rangle=e^{i \phi_{1}} \cos \gamma|0\rangle+e^{i \phi_{2}} \sin \gamma|1\rangle=e^{i \phi_{1}}\left(\cos \gamma|0\rangle+e^{i\left(\phi_{2}-\phi_{1}\right)} \sin \gamma|1\rangle\right)
$$

However, a phase applied to a quantum state has no observable effects [12], so we can ignore the $e^{i \phi_{1}}$ term in the above equation, so that:

$$
\begin{equation*}
|\psi\rangle=\cos \gamma|0\rangle+e^{i \phi} \sin \gamma|1\rangle \tag{3.2}
\end{equation*}
$$

The angles $\phi$ and $\gamma$ of equation 3.2 , which describe the state of a two-level quantum system, parameterise the Bloch Sphere. Thus, any well-determined quantum system (pure state) can be represented on the surface of this unitary sphere. In the following sections, we will see that those
quantum states that cannot be represented as a linear combination of two bases (mixed states) lie inside the sphere.

Having defined our base 0 and 1 , there are two other base pairs that are quite common and can be written in terms of this first one. They are shown in Fig. 3.1 and are defined as:

### 3.1.2 Dirac Notation

The Dirac notation is used to denote qubits states. Recall that this notation is used to represent elements in a Hilbert space, where their inner product, $(x, y)$ is denoted as $\langle x \mid y\rangle$ and $x, y \in \mathbb{C}^{n}$. However, as for the moment we are only interested in two-level systems, the state of a qubit is represented as an element of the set $\mathbb{C}^{2}$, i.e. $|\psi\rangle \in \mathbb{C}^{2}$. In this way:

$$
|0\rangle \doteq\binom{1}{0} \quad|1\rangle \doteq\binom{0}{1}
$$

And, remembering Eq. 3.1.

$$
|\psi\rangle=\binom{\alpha}{\beta} \quad\langle\psi|=\left(\begin{array}{ll}
\alpha^{*} & \beta^{*}
\end{array}\right)
$$

It follows that the inner product of two states can be written as:

$$
\left\langle\psi_{1} \mid \psi_{2}\right\rangle=\left(\begin{array}{ll}
\alpha_{1}^{*} & \beta_{1}^{*} \tag{3.7}
\end{array}\right)\binom{\alpha_{2}}{\beta_{2}}=\alpha_{1}^{*} \alpha_{2}+\beta_{1}^{*} \beta_{2}
$$

The state of two qubits together is an element of $\mathbb{C}^{4}$, since it is the tensor product of these two states, i.e. $\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle$ (or $\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle$ for short), and can be written as follows in the computational basis $|0\rangle$ and $|1\rangle$ :

$$
\begin{aligned}
\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle & =\left(\alpha_{1}|0\rangle+\beta_{1}|1\rangle\right)\left(\alpha_{2}|0\rangle+\beta_{2}|1\rangle\right) \\
& =\alpha_{1} \alpha_{2}|0\rangle|0\rangle+\alpha_{1} \beta_{2}|0\rangle|1\rangle+\beta_{1} \alpha_{2}|1\rangle|0\rangle+\beta_{1} \beta_{2}|1\rangle|1\rangle
\end{aligned}
$$

Which is more usually expressed as:

$$
\begin{equation*}
\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle=\alpha_{1} \alpha_{2}|00\rangle+\alpha_{1} \beta_{2}|01\rangle+\beta_{1} \alpha_{2}|10\rangle+\beta_{1} \beta_{2}|11\rangle \tag{3.8}
\end{equation*}
$$

Where:

$$
|00\rangle=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right) \quad|01\rangle=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right) \quad|10\rangle=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right) \quad|11\rangle=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right)
$$

Leading us to another common way to write Eq. 3.8 .

$$
\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle=\left(\begin{array}{c}
\alpha_{1} \alpha_{2}  \tag{3.9}\\
\alpha_{1} \beta_{2} \\
\beta_{1} \alpha_{2} \\
\beta_{1} \beta_{2}
\end{array}\right)
$$

From the above, it is easy to realise that, as qubits are added to the system (a quantum computer, for example), the information that can be stored (or the number of coefficients) doubles. In other words, for a system of $n$ qubits, $2^{n}$ coefficients are needed to describe it.

We have defined the inner product of two qubit states (Eq. 3.7) as an operation that takes us from a space $\mathbb{C}^{2}$ to $\mathbb{C}$ (i.e. $\mathbb{C}^{2} \times \mathbb{C}^{2} \rightarrow \mathbb{C}$ ). Now let's define the outer product of $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ as an operation that takes us from a space $\mathbb{C}^{2}$ to one of linear operators, i.e. $\mathbb{C}^{2} \times \mathbb{C}^{2} \rightarrow \mathbb{O}\left(\mathbb{C}^{2}\right)$. Namely:

$$
\left|\psi_{1}\right\rangle\left\langle\psi_{2}\right|=\binom{\alpha_{1}}{\beta_{1}}\left(\begin{array}{ll}
\alpha_{2}^{*} & \beta_{2}^{*}
\end{array}\right)=\left(\begin{array}{cc}
\alpha_{1} \alpha_{2}^{*} & \alpha_{1} \beta_{2}^{*} \\
\beta_{1} \alpha_{2}^{*} & \beta_{1} \beta_{2}^{*}
\end{array}\right)
$$

### 3.2 Quantum gates and circuits

### 3.2.1 Single qubit gates

A quantum gate is an operation that transforms the state of a qubit $|\psi\rangle$. Since $|\psi\rangle$ is a linear combination of two quantum states, a quantum gate is an unitary operator $\left(O^{\dagger} O=\mathbb{1}\right)$, which is usually denoted by capital letters and can be described by a matrix $n x n$, where $n$ is the number of bases in our system.

$$
\left|\psi_{2}\right\rangle=O|\psi\rangle
$$

A quantum operator must be a linear operation, i.e.:

$$
O(\alpha|0\rangle+\beta|1\rangle)=\alpha O|0\rangle+\beta O|1\rangle
$$

Therefore, quantum gates are linear maps that keep the total probability equal to 1 [14. As we are working on a two-level system, the these gates for a single qubit must operate on the space $\mathbb{C}^{2}$. In other words, they must be $2 \times 2$ matrices.

The importance of $O$ being a unitary operator lies in the fact that we are working with normalised vectors. Namely, if:

$$
\left\langle\psi_{1} \mid \psi_{1}\right\rangle=1
$$

and

$$
\left|\psi_{2}\right\rangle=O\left|\psi_{1}\right\rangle \Leftrightarrow\left\langle\psi_{1}\right| O^{\dagger}=\left\langle\psi_{2}\right|
$$

Where $O^{\dagger}$ is the hermitian adjoint of $O$. It must be fulfilled that:

$$
\begin{gathered}
\left\langle\psi_{2} \mid \psi_{2}\right\rangle=1 \\
\Leftrightarrow\left(\left\langle\psi_{1}\right| O^{\dagger}\right)\left(O\left|\psi_{1}\right\rangle\right) \\
\Leftrightarrow\left\langle\psi_{1}\right| \mathbb{1}\left|\psi_{1}\right\rangle=1
\end{gathered}
$$

## Examples of single-qubit quantum gates

1. The identity operator $\mathbb{1}$ is an operator that applied to a state $|\psi\rangle$ returns the same state, and can be represented as the unitary matrix: $\mathbb{1}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$

$$
\mathbb{1}|\psi\rangle=|\psi\rangle
$$

2. Pauli gates, which can be represented with the Pauli matrices:
(a) Pauli- X gate:

$$
X=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

This gate behaves like a classical NOT gate applied on a computational basis.

$$
X|0\rangle=|1\rangle \quad X|1\rangle=|0\rangle
$$

This can be easily seen by performing the corresponding matrix operations.

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\binom{1}{0}=\binom{0}{1} \quad\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\binom{0}{1}=\binom{1}{0}
$$

On the Bloch sphere, the X-gate has the effect of rotating $|\psi\rangle 180^{\circ}$ about the x -axis.
(b) Pauli-Y gate:

$$
Y=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)
$$

Applied to the computational basis:

$$
Y|0\rangle=i|1\rangle \quad Y|1\rangle=-i|0\rangle
$$

On the Bloch sphere, the X-gate has the effect of rotating $|\psi\rangle 180^{\circ}$ about the y -axis.
(c) Pauli-Z gate:

$$
Z=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Applied to the computational basis:

$$
Z|0\rangle=|0\rangle \quad Z|1\rangle=-|1\rangle
$$

On the Bloch sphere, the X-gate has the effect of rotating $|\psi\rangle 180^{\circ}$ about the Z-axis.
$Y$ and $Z$ gates do not have an equivalent in classical computing.
It is easy to see that implementing any of the Pauli gates twice on a qubit will have no effect on it (a $360^{\circ}$ rotation on the Bloch sphere is applied). This means that these operators are idempotent, i.e. $X^{2}=X, Y^{2}=Y$ and $Z^{2}=Z$.
3. The Hadamard gate operating on a base state creates a superposition between the two base states, with equal probability for each. It is represented by the following matrix:

$$
H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)
$$

And, recalling Eq. 3.3 and 3.4 their effect on the computational basis is:

$$
\begin{aligned}
& H|0\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)=|+\rangle \\
& H|1\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)=|-\rangle
\end{aligned}
$$

Also can be shown that:

$$
H|+\rangle=|0\rangle \quad H|-\rangle=|1\rangle
$$

and remembering Eq. 3.5 and 3.6

$$
H|i\rangle=|-i\rangle \quad H|-1\rangle=|i\rangle
$$

This gate represents a $180^{\circ}$ rotation about the $x-z$ axis, therefore it is also idempotent $\left(H^{2}=H\right)$.
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4. The Phase gate $S$ adds a phase $i$ to a quantum state, i.e. it applies a $90^{\circ}$ rotation about the z-axis. This gate can be seen as the square root of the $Z$, i.e. $S^{2}=Z$.

$$
S|0\rangle=|0\rangle \quad S|1\rangle=i|1\rangle
$$

5. The T-gate (or $\pi / 8$ gate) is the square root of the S-gate $\left(T^{2}=S\right.$ and $\left.T^{4}=Z\right)$. This gate rotates one qubit $45^{\circ}$ about the z -axis.

$$
T|0\rangle=|0\rangle \quad T|1\rangle=e^{i 4 / \pi}|1\rangle
$$

On the Bloch Sphere, one-qubit quantum gates are rotations along an axis. This can be proved by checking two facts that characterise rotations on the Bloch sphere: they are norm-preserving and they are linear maps [cite]. Moreover, it can be shown that any rotation around an axis $\hat{n}=n_{x} \hat{x}+n_{y} \hat{y}+n_{z} \hat{z}$ can be written as a particular case of the general quantum gate [14]:

$$
\begin{equation*}
U=e^{i \gamma}\left[\cos \left(\frac{\theta}{2}\right) I-i \sin \left(\frac{\theta}{2}\right)\left(n_{x} X+n_{y} Y+n_{z} Z\right)\right] \tag{3.10}
\end{equation*}
$$

Where $\hat{n}$ is an unit vector $\left(n_{x}^{2}+n_{y}^{2}+n_{z}^{2}=1\right)$. For example, the Hadamard gate can be written from the above equation with $\theta=\pi$ and $\hat{n}=\left(\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}\right)$ :

$$
\begin{aligned}
U_{H} & =e^{i \gamma}\left[\cos \left(\frac{\pi}{2}\right) I-i \sin \left(\frac{\pi}{2}\right)\left(\frac{1}{\sqrt{2}} X+0 Y+\frac{1}{\sqrt{2}} Z\right)\right] \\
& =-i e^{i \gamma} \frac{1}{\sqrt{2}}(X+Z)
\end{aligned}
$$

Utilising it over $|0\rangle$ :

$$
\begin{aligned}
U_{H}|0\rangle & =-i e^{i \gamma} \frac{1}{\sqrt{2}}(X+Z)|0\rangle \\
& =-i e^{i \gamma} \frac{1}{\sqrt{2}}(X|0\rangle+Z|0\rangle) \\
& =-i e^{i \gamma} \frac{1}{\sqrt{2}}(|1\rangle+|0\rangle) \\
& =-i e^{i \gamma}|+\rangle=|+\rangle
\end{aligned}
$$

We can drop the phase $-i e^{i \gamma}$ since it has no effect on the global state. A similar development proves that $U_{H}|1\rangle=|-\rangle$.

### 3.2.2 Quantum Circuits

The application of one or more quantum gates on a qubit forms what is known as a quantum circuit, and is generally visualised as shown below.

$$
\left|\psi_{i}\right\rangle:-\quad \mathrm{U}-\left|\psi_{f}\right\rangle
$$

Figure 3.2: The line connecting the initial state of the qubit $\left|\psi_{i}\right\rangle$ to its final state $\left|\psi_{f}\right\rangle$, passing through the U-gate, is known as the qubit's lifeline.

Several quantum gates can be used consecutively on a qubit. For example, having $H X Z H|0\rangle$, a Hadamard gate acts on the qubit $|0\rangle$, then a Pauli- Z gate, then a T gate and finally an H gate again. The action of the gates on the qubit occurs from right to left, but in the circuit diagram, the gates act from left to right following the qubit's lifeline.


Figure 3.3: $H X Z H|0\rangle$ operation

The final state seen in the diagram above is obtained by the following operations:

$$
\begin{aligned}
H X Z H|0\rangle & =\frac{1}{\sqrt{2}} H X Z(|0\rangle+|1\rangle) \\
& =\frac{1}{\sqrt{2}} H X(|0\rangle-|1\rangle) \\
& =\frac{1}{\sqrt{2}} H(|1\rangle-|0\rangle) \\
& =\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)-\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)\right) \\
& =-|1\rangle
\end{aligned}
$$

In Fig. 3.2, it is usually implied that a state measurement is conducted at the end of the operation, but sometimes it can also be denoted by a meter:


Figure 3.4:

### 3.3 Multi-qubit gates

### 3.3.1 Separable gates

The gates described above can only be used for a single qubit. To represent the action of several gates on a system of two or more qubits, it is necessary to perform the tensor product between the gates and then apply it to the state of the qubits. Two one-qubit gates, $A$ and $B$, operating on two qubits, $|0\rangle$ and $|1\rangle$, is mathematically described as:

$$
A \otimes B|01\rangle=A|0\rangle \otimes B|1\rangle
$$

If we set $A=\left(\begin{array}{ll}A_{1} & A_{2} \\ A_{3} & A_{4}\end{array}\right)$ and $B=\left(\begin{array}{ll}B_{1} & B_{2} \\ B_{3} & B_{4}\end{array}\right)$, the above equation in its matrix form would look like:

$$
\left(\begin{array}{ll}
A_{1}\left(\begin{array}{ll}
B_{1} & B_{2} \\
B_{3} & B_{4}
\end{array}\right) & A_{2}\left(\begin{array}{ll}
B_{1} & B_{2} \\
B_{3} & B_{4} \\
B_{1} & B_{2} \\
B_{3} & B_{4}
\end{array}\right) \\
A_{4}\left(\begin{array}{ll}
B_{1} & B_{2} \\
B_{3} & B_{4}
\end{array}\right)
\end{array}\right)=\left(\begin{array}{ll}
A_{1} & A_{2} \\
A_{3} & A_{4}
\end{array}\right)\binom{1}{0} \otimes\left(\begin{array}{ll}
B_{1} & B_{2} \\
B_{3} & B_{4}
\end{array}\right)\binom{0}{1}
$$

We can write the effect of $n$ equal gates $U$ on $n$ qubits in the same state (e.g. $|0\rangle$ ) as $U^{\otimes n}|0\rangle^{\otimes n}=$ $U_{n}|0\rangle^{\otimes n}$. Gates that can be written in this way are known as separable gates. For $U$ operating on two qubits, $U$ is separable if $U=U_{1} \otimes U_{2}$, and can be visualised as:


Figure 3.5: Gates $U_{1}$ and $U_{2}$ applied to qubits $|\psi\rangle_{1}$ and $|\psi\rangle_{2}$

Which is equivalent to:

$$
|\psi\rangle\left\{\begin{array}{l}
|\psi\rangle_{1}:-U \\
|\psi\rangle_{2}:-U|\psi\rangle
\end{array}\right.
$$

Figure 3.6: The gates $U_{1}$ and $U_{2}$ expressed as a single separable gate $U$, where $|\psi\rangle=|\psi\rangle_{1} \otimes|\psi\rangle_{2}$ (or just $\left.|\psi\rangle_{1}|\psi\rangle_{2}\right)$. Moreover, the resulting state $U|\psi\rangle$, in turn, is also separable as $\left(U_{1}|\psi\rangle_{1}\right) \otimes\left(U_{2}|\psi\rangle_{2}\right)$

### 3.3.2 Non-separable gates

The first sample of a two-qubit gate that is not divisible is the so-called Controlled NOT. The first qubit of the input of this operation is named the control qubit, while the second one is the target qubit, and for the computational basis it is portrayed as:

$$
\begin{equation*}
C_{N O T}|a b\rangle=|a \quad(b \oplus a)\rangle \tag{3.11}
\end{equation*}
$$

Explicity:

$$
\begin{aligned}
& C_{N O T}|00\rangle=|00\rangle \\
& C_{N O T}|01\rangle=|01\rangle \\
& C_{N O T}|10\rangle=|11\rangle \\
& C_{N O T}|11\rangle=|10\rangle
\end{aligned}
$$

The matrix form of this gate can be obtained as pursues.

$$
\begin{gather*}
C_{N O T}=\left(\begin{array}{llll}
\langle 00| C_{N O T}|00\rangle & \langle 00| C_{N O T}|01\rangle & \langle 00| C_{N O T}|10\rangle & \langle 00| C_{N O T}|11\rangle \\
\langle 01| C_{N O T}|00\rangle & \langle 01| C_{N O T}|01\rangle & \langle 01| C_{N O T}|10\rangle & \langle 01| C_{N O T}|11\rangle \\
\langle 10| C_{N O T}|00\rangle & \langle 10| C_{N O T}|01\rangle & \langle 10| C_{N O T}|10\rangle & \langle 10| C_{N O T}|11\rangle \\
\langle 11| C_{N O T}|00\rangle & \langle 11| C_{N O T}|01\rangle & \langle 11| C_{N O T}|10\rangle & \langle 11| C_{N O T}|11\rangle
\end{array}\right)  \tag{3.12}\\
=\left(\begin{array}{cccc}
\langle 00 \mid 00\rangle & \langle 00 \mid 01\rangle & \langle 00 \mid 11\rangle & \langle 00 \mid 10\rangle \\
\langle 01 \mid 00\rangle & \langle 01 \mid 01\rangle & \langle 01 \mid 11\rangle & \langle 01 \mid 10\rangle \\
\langle 10 \mid 00\rangle & \langle 10 \mid 01\rangle & \langle 10 \mid 11\rangle & \langle 10 \mid 10\rangle \\
\langle 11 \mid 00\rangle & \langle 11 \mid 01\rangle & \langle 11 \mid 11\rangle & \langle 11 \mid 10\rangle
\end{array}\right)
\end{gather*}
$$

$$
C_{N O T}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.13}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

And the quantum circuit that illustrates it is:


Figure 3.7: Controlled NOT gate

As will be seen later, just as the Hadamard gate can generate superposition, the $C_{N O T}$ gate can create entanglement between two qubits.

On the other hand, this operation can be seen as a "copier" of a state of the control qubit, if we set the target qubit to be $|0\rangle$. If we have a qubit $a \in\{0,1\}$ and another one initialized to $|0\rangle$, operation $C_{N O T}|a\rangle|0\rangle=|a\rangle|0+a\rangle=|a\rangle|a\rangle$ copies the state a to the second qubit. Something worth noting is that this feature only works for the states in the computational basis since no quantum gate is capable of replicating an arbitrary quantum state. This result is easily demonstrable by contradiction and it is known as the No-Cloning Theorem, which can be written as:

$$
\begin{equation*}
\nexists U: U|\psi\rangle|0\rangle=|\psi\rangle|\psi\rangle \tag{3.14}
\end{equation*}
$$

With $\psi \notin\{0,1\}$.
It can be noted that the $C_{N O T}$ gate is very similar to the $X$ gate, so much so that the former can be written in terms of the latter.

$$
C_{N O T}=|0\rangle\langle 0| \otimes \mathbb{1}+|1\rangle\langle 1| \otimes X
$$

Where $|0\rangle\langle 0|$ and $|1\rangle\langle 1|$ are the basis' projectors.
This example is helpful to generalize the concept of quantum controlled gates, which are gates that act on a target qubit only if the control qubit (or qubits) are activated. They can be described mathematically as:

$$
C_{U}=|0\rangle\langle 0| \otimes \mathbb{1}+|1\rangle\langle 1| \otimes U
$$

If $U=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$, the matrix form of $C_{U}$ will be:

$$
C_{U}=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{3.15}\\
0 & 1 & 0 & 0 \\
0 & 0 & \alpha & \beta \\
0 & 0 & \gamma & \delta
\end{array}\right)
$$

And can be displayed as:


Figure 3.8: Controlled U gate. Where $U^{0}=\mathbb{1}$ and $U^{1}=U$

For control qubits in superposition, the controlled gates act on all states of the superposition, taking advantage of the linearity property of quantum operators. For instance, let's see the circuit below (Fig. 3.9).


Figure 3.9: Superposition on a controlled gate
$\left|\psi_{f}\right\rangle$ can be obtained as follows:

$$
\begin{gather*}
|00\rangle \rightarrow(H|0\rangle)|0\rangle=\frac{|0\rangle+|1\rangle}{\sqrt{2}}|0\rangle \\
\rightarrow C_{N O T}^{1 \rightarrow 2}\left(\frac{|00\rangle+|10\rangle}{\sqrt{2}}\right)=\frac{C_{N O T}|00\rangle+C_{N O T}|10\rangle}{\sqrt{2}} \\
=\frac{|00\rangle+|11\rangle}{\sqrt{2}}=\left|\psi_{f}\right\rangle \tag{3.16}
\end{gather*}
$$

Where the super-index $1 \rightarrow 2$ denotes the control and target qubits. It is noteworthy to mention that in this example it is no longer possible to express $\left|\psi_{f}\right\rangle$ as the product of two other states, as we had in the beginning, because the controlled gates are responsible for creating entanglement between the qubits. Thus, we can make a distinction between two classes of quantum states:

1. Separable states:

$$
|\psi\rangle=\left|\phi_{1}\right\rangle \otimes\left|\phi_{2}\right\rangle
$$

2. Non-separable or entangled states:

$$
|\psi\rangle \neq\left|\phi_{1}\right\rangle \otimes\left|\phi_{2}\right\rangle
$$

With $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$ any others quantum states.
The circuit depicted in Fig. 3.9 is the simplest example of how to generate entangled states from a separable basis. The states resulting from this circuit (e.g., $\left|\psi_{f}\right\rangle$ in Eq. 3.3.2) are given their own name: the Bell States:

$$
\begin{aligned}
& \left|\beta_{00}\right\rangle=\left|\phi^{+}\right\rangle=\frac{|00\rangle+|11\rangle}{\sqrt{2}} \\
& \left|\beta_{10}\right\rangle=\left|\phi^{-}\right\rangle=\frac{|00\rangle-|11\rangle}{\sqrt{2}} \\
& \left|\beta_{01}\right\rangle=\left|\psi^{+}\right\rangle=\frac{|01\rangle+|10\rangle}{\sqrt{2}}
\end{aligned}
$$

$$
\left|\beta_{11}\right\rangle=\left|\psi^{-}\right\rangle=\frac{|01\rangle-|10\rangle}{\sqrt{2}}
$$

Where the subscripts of $\beta$ denote the states from which it comes.


Figure 3.10: Some common used quantum gates and their matricial representation. Image taken from (15.

### 3.3.3 Quantum parallelism

We can generalize the definition of gate $C_{N O T}$, presented in Eq. 3.11, in a new gate, let's say $U_{f}$, so that, instead of adding the control qubit modulo 2 to the target qubit, we add a function of the former:

$$
U_{f}|a b\rangle=|a(b \oplus f(a))\rangle
$$

Where $f:\{0,1\} \rightarrow\{0,1\}$, and the quantum circuit associated with $U_{f}$ is usually drawn as


Figure 3.11: Deutsch-Jozsa algorithm circuit. Image taken from 12 .


With $a, b \in\{0,1\}$, it turns out that this circuit allows us to simultaneously evaluate two values of the function $f$, if the control qubit is in a superposition of the basis states. For instance, let's see what happens if we have the initial state $|00\rangle$ :

$$
\begin{align*}
U_{f}(H & \otimes \mathbb{1})|00\rangle=U_{f}\left(\frac{|00\rangle+|10\rangle}{\sqrt{2}}\right) \\
& =\left(\frac{U_{f}|00\rangle+U_{f}|10\rangle}{\sqrt{2}}\right) \\
& =\frac{|0\rangle|f(0)\rangle+|1\rangle|f(1)\rangle}{\sqrt{2}} \tag{3.17}
\end{align*}
$$

The quantum state 3.17 contains the outputs from both $f(0)$ and $f(1)$, which is as if the quantum computer has evaluated the function for two arguments with a single operation. This feature is known as quantum parallelism. Moreover, this process can be extended for a larger number of qubits by applying $n$ Hadamard gates to $n$ qubits (operation known as the Hadamard transform).

Although our quantum algorithm has already computed $f(0)$ and $f(1)$, we can not know their values because Eq. 3.17 is a superposed state. It is necessary to measure it to obtain information about $f$, which causes the collapse of the superposition and gives us only either $|0\rangle|f(0)\rangle$ or $|1\rangle|f(1)\rangle$; the same as if we had evaluated the function on a classical computer.

Quantum parallelism by itself does not give quantum computers any advantage over their classical counterparts. Nevertheless, this feature can be used to build more sophisticated algorithms that work with states in superposition but whose final output is well defined in a single eigenstate, causing their measurement to have $100 \%$ reliability.

An example of these algorithms is the Deutsch-Jozsa algorithm, which uses quantum parallelism to determine whether a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ is alternating $(f(0) \neq f(1))$ or constant $(f(0)=f(1))$. We will not go into details about this algorithm, but its associated circuit can be seen in Fig. 3.11

### 3.3.4 Universal quantum gates

A set of quantum gates that allows creating any other quantum gate using them is known as a set of universal quantum gates.

Without going into an exhaustive mathematical development, it can be said that a set of universal quantum gates must meet some requirements. Some of them are: to generate superposed states, through a Hadamard gate for example; to create entanglement, something that can be achieved with a $C_{n o t}$ gate; and to produce quantum states with complex amplitudes, as do the $T$ and $S$ gates 14 .

Two sets of universal quantum gates are:

1. $\left\{C_{N O T}\right.$, and all one-qubit gates $\}$
2. $\{$ Toffoli Gate, $H, S\}$

Where the Toffoli gate (or $C C_{N O T}$ gate) is the generalization of the $C_{N O T}$ gate for three qubits:

$$
\begin{equation*}
C C_{\text {NOT }}|a\rangle|b\rangle|c\rangle=|a\rangle|b\rangle|c \oplus a b\rangle \tag{3.18}
\end{equation*}
$$

For example, using the first set, the inverse $C_{N O T}\left(C_{N O T}^{2}{ }_{N}^{1}|a b\rangle=|a \oplus b\rangle|b\rangle\right)$ gate is tantamount to applying one $C_{\text {NOT }}$ gate and four $H$ gates as follows:


Figure 3.12: Inverse $C_{N O T}$ gate

Equivalence between two sets of quantum gates can be demonstrated either by performing matrix multiplication of each of them and observing that the resulting matrix is the same (tedious), or by evaluating their effect on the complete basis on which they are operating. For out inverse $C_{N O T}$ example:

$$
\begin{gathered}
H^{\oplus 2}|a b\rangle=\frac{|00\rangle+(-1)^{b}|01\rangle+(-1)^{a}|10\rangle+(-1)^{a+b}|11\rangle}{2} \\
\rightarrow C_{N O T} H^{\oplus 2}|a b\rangle=\frac{|00\rangle+(-1)^{b}|01\rangle+(-1)^{a}|11\rangle+(-1)^{a+b}|10\rangle}{2} \\
\rightarrow H^{\oplus 2} C_{N O T} H^{\oplus 2}|a b\rangle=\frac{H|0\rangle}{\sqrt{2}}\left(H \frac{|0\rangle+(-1)^{b}|1\rangle}{\sqrt{2}}\right)+\frac{H|1\rangle}{\sqrt{2}}\left(H \frac{|0\rangle+(-1)^{b}|1\rangle}{\sqrt{2}}\right)(-1)^{a+b} \\
\rightarrow H^{\oplus 2} C_{N O T} H^{\oplus 2}|a b\rangle=H \frac{|0\rangle+(-1)^{a+b}|1\rangle}{\sqrt{2}}\left(H \frac{|0\rangle+(-1)^{b}|1\rangle}{\sqrt{2}}\right) \\
\rightarrow H^{\oplus 2} C_{N O T} H^{\oplus 2}|a b\rangle=|a \oplus b\rangle|b\rangle=C_{N O T}^{2 \rightarrow 1}|a b\rangle
\end{gathered}
$$

What is illustrated on Fig. 3.12.

### 3.4 Quantum Fourier Transform

### 3.4.1 Discrete Fourier Transform

The Fourier Transform decomposes continuous functions from the time domain to the frequency domain. However, when computing or working with real data, it is necessary to approximate the Fourier transform on discrete vectors of data [16]. One way to do this is to consider $f(x)$, rather than as a smooth continuous function of $x$, as a vector $\vec{x}$ with $N$ entries, where each of them is a sample from our data set.


Figure 3.13: Discretization of a function for the DFT.

Thus, having a vector $\vec{x}=\left(\begin{array}{c}x_{0} \\ x_{1} \\ \cdot \\ \cdot \\ \cdot \\ x_{N-1}\end{array}\right)$, its discrete Fourier transform is defined as:

$$
\begin{equation*}
y_{k}=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} x_{j} e^{i \frac{2 \pi j k}{N}} \tag{3.19}
\end{equation*}
$$

Or, if we set $F_{k j}=\frac{e^{i \frac{2 \pi j k}{N}}}{\sqrt{N}}$ :

$$
\begin{equation*}
y_{k}=\sum_{j=0}^{N-1} F_{k j} x_{j} \tag{3.20}
\end{equation*}
$$

Or, in its matrix form:

$$
\begin{equation*}
\vec{y}=F \vec{x} \tag{3.21}
\end{equation*}
$$

Where $F$ is a unitary matrix.

## Quantum Fourier Transform

It has been shown that the quantum Fourier transform offers some advantages over its classical equivalent, mainly that it requires fewer stages/gateways to complete the same result.If we have an arbitrary state $|\psi\rangle=\sum_{j=0}^{N-1} x_{j}|j\rangle$, where $N$ is the number of basis states, the QFT $|\psi\rangle$ is set as:

$$
\begin{equation*}
|\psi\rangle=\sum_{j=0}^{N-1} x_{j}|j\rangle \xrightarrow{F}|\phi\rangle=\sum_{k=0}^{N-1} y_{k}|k\rangle \tag{3.22}
\end{equation*}
$$

Where $y_{k}$ is given by Eq. 3.19
Or, put another way:

$$
\begin{equation*}
|\psi\rangle=\sum_{j=0}^{N-1} x_{j}|j\rangle \stackrel{F}{\rightarrow}|\phi\rangle=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \sum_{j=0}^{N-1} x_{j} e^{i \frac{2 \pi j k}{N}}|k\rangle \tag{3.23}
\end{equation*}
$$

This transformation acting on the basis states leads us to:

$$
\begin{equation*}
|j\rangle \xrightarrow{F} \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{i \frac{2 \pi j k}{N}}|k\rangle \tag{3.24}
\end{equation*}
$$

So, for our two-level computational basis $(N=2$ and $j \in\{0,1\})$ :

$$
\begin{equation*}
|0\rangle \xrightarrow{F} \frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \quad|0\rangle \xrightarrow{F} \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \tag{3.25}
\end{equation*}
$$

This result is not accidental, since it is easy to see that the action of the QFT on $|\psi\rangle$ is the equivalent of implementing a $F$ operator on that state. $F$ can be computed using the same expression as for the DFT. Also, it will be $N$ dimension, where $N=2^{n}$ (for our two energy levels systems) and $n$ is the total number of qubits.

$$
F_{k j}=\frac{e^{i \frac{2 \pi j k}{N}}}{\sqrt{N}}
$$

So, for one qubit $(N=2)$, the QFT gate will look like $F_{2}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)=H$, which explains the results in Eq. 3.25 .

The Quantum Fourier transform transforms a state from the computational basis to the Fourier basis. That is, if in the computational basis numbers can be stored in binary notation using the basis states $|0\rangle$ and $|1\rangle$, in the Fourier basis they are stored using rotations around the $z$-axis (phase $e^{i \frac{2 \pi j k}{N}}$ in 3.23 .

With this in mind, let's see what QFT would look like on a computationalbasis $|j\rangle=\left|j_{1} j_{2} \ldots j_{n}\right\rangle$ for an arbitrary number of qubits $(n \neq 1)$, where $j_{h}$ are the digits of $k$ in binary notation (not a product).

$$
F|j\rangle=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{i \frac{2 \pi j k}{2^{n}}}|k\rangle
$$

If $k$ is also expressed in binary notation $k=k_{1} k_{2} \ldots k_{n}$, then $k / 2^{n}=\sum_{h=1}^{n} k_{h} / 2^{h}$. Therefore, the above equation will look like:

$$
\begin{aligned}
F|j\rangle & =\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{2 \pi i\left(\sum_{h=1}^{n} k_{h} / 2^{h}\right) j}\left|k_{1} \ldots k_{n}\right\rangle \\
& =\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \prod_{h=1}^{n} e^{2 \pi i \frac{j k_{h}}{2^{h}}}\left|k_{1} \ldots k_{n}\right\rangle
\end{aligned}
$$
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Furthermore, we can expand $\sum_{k}^{N-1}=\sum_{k_{1}=0}^{1} k_{1} \sum_{k_{2}=0}^{1} k_{2} \ldots \sum_{k_{n}=0}^{1} k_{n}$ in our binary notation, which leads us to an expression on terms of $|0\rangle$ and $|1\rangle$ :

$$
\begin{gather*}
F|j\rangle=\frac{1}{\sqrt{N}} \bigotimes_{h=1}^{n}\left(|0\rangle+e^{2 \pi i \frac{j}{2^{h}}}|1\rangle\right)  \tag{3.26}\\
=\frac{1}{\sqrt{N}}\left(|0\rangle+e^{\frac{2 \pi i}{2} j}|1\rangle\right) \otimes\left(|0\rangle+e^{\frac{2 \pi i}{2^{2}} j}|1\rangle\right) \otimes \ldots \otimes\left(|0\rangle+e^{\frac{2 \pi i}{2^{n-1} j}}|1\rangle\right) \otimes\left(|0\rangle+e^{\frac{2 \pi i}{2^{n} j}}|1\rangle\right)
\end{gather*}
$$

From Eq. 3.26 we can see, for example, that the state $|6\rangle=|0110\rangle$ on the Bloch Sphere looks like in Fig. 3.14.


Figure 3.14: Representation of $|6\rangle$ with four qubits. Image taken from 17.

Encoding $|\tilde{6}\rangle$ on the Fourier basis with four qubits is:

$$
F|6\rangle=\frac{1}{4}\left(|0\rangle+e^{2 \pi i \frac{6}{2}}|1\rangle\right) \otimes\left(|0\rangle+e^{2 \pi i \frac{6}{4}}|1\rangle\right) \otimes\left(|0\rangle+e^{2 \pi i \frac{6}{8}}|1\rangle\right) \otimes\left(|0\rangle+e^{2 \pi i \frac{6}{16}}|1\rangle\right)
$$

This means that the qubit 3 (the most significant qubit) does three full turns from its initial position (state $|+\rangle$ ). Qubit 2 does $\frac{3}{2}$ fulls turns; qubit 1 does $\frac{3}{4}$; and qubit $0, \frac{3}{8}$. This can be visualized in Fig. 3.15.


Figure 3.15: Representation of $|\tilde{6}\rangle$ with four qubits. Image taken from 17 .

If we consider a unitary transformation $R_{k}$ as

$$
R_{k}=\left(\begin{array}{cc}
1 & 0 \\
0 & e^{2 \pi i / 2^{k}}
\end{array}\right)
$$

with a little observation in equation 3, we can notice that the quantum circuit that performs a QFT for a number $n$ of qubits on a $|j\rangle=\left|j_{1} j_{2} \ldots j_{n}\right\rangle$ is:
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Figure 3.16: Image partially taken from 12 .

For $n=3$, Fig. 3.16 becomes:


Figure 3.17: Quantum Fourier Transform circuit for three qubits.

The quantum Fourier transform is used in other more interesting algorithms, such as phase estimation and Shor's algorithm. These topics are not covered in this material, but a lot of literature can be found in references (12] 14].

### 3.5 Density Operator and Schmidt decomposition

### 3.5.1 Mixed states and pure states

Throughout the discussion in this section, quantum systems have been presented as state vectors 3.1. However, not every two-level quantum system can be represented in this way (the SternGerlach experiment with different bases, for example). A more general mathematical object is required: the density operator.

Consider an ensemble of $N$ identical particles, but in different states not necessarily orthogonal to each other:

$$
\left\{\left|\psi_{i}\right\rangle\right\}_{i=1}^{N} \quad\left\langle\psi_{i} \mid \psi_{j}\right\rangle
$$

For each particle, let's denote the expected value of an observable $A$ as $\left\langle\psi_{i}\right| A\left|\psi_{i}\right\rangle=\left\langle A_{i}\right\rangle$. The expected value of all the ensemble is:

$$
\begin{equation*}
[A]=\sum_{i=1}^{N} \frac{1}{N}\left\langle A_{i}\right\rangle=\sum_{i=1}^{N} \frac{1}{N}\left\langle\psi_{i}\right| A\left|\psi_{i}\right\rangle \tag{3.27}
\end{equation*}
$$

Inserting a completeness relation:

$$
[A]=\sum_{i=1}^{N} \frac{1}{N}\left\langle A_{i}\right\rangle=\sum_{i=1}^{N} \sum_{j=1}^{m} \frac{1}{N}\left\langle\psi_{i}\right| A|j\rangle\left\langle j \mid \psi_{i}\right\rangle
$$

Rearranging:

$$
\begin{equation*}
[A]=\sum_{i=1}^{N} \sum_{j=1}^{m} \frac{1}{N}\left\langle j \mid \psi_{i}\right\rangle\left\langle\psi_{i}\right| A|j\rangle=\sum_{j=1}^{m}\langle j|\left(\sum_{i=1}^{N} \frac{1}{N}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right) A|j\rangle \tag{3.28}
\end{equation*}
$$

Note that all the information regarding the particle ensemble is contained in the object in parentheses, which happens to be in the form of an operator. We will call this object the density operator $\rho$ :

$$
\begin{equation*}
\rho=\sum_{i=1}^{N} \frac{1}{N}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \tag{3.29}
\end{equation*}
$$

Thus, Eq. 3.28 can be written as:

$$
[A]=\sum_{j=1}^{m}\langle j| \rho A|j\rangle
$$

Which it turns out to be:

$$
\begin{equation*}
[A]=\operatorname{Tr}\{\rho A\} \tag{3.30}
\end{equation*}
$$

Where $\operatorname{Tr}\{\rho A\}$ stands for the trace of $\rho A$.
Furthermore, if we name $p_{i}$ the probability of each state $\left|\psi_{i}\right\rangle$, the density operator of the whole quantum system can be stated as:

$$
\begin{equation*}
\rho=\sum_{i=1}^{N} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \tag{3.31}
\end{equation*}
$$

Which naturally fulfills that $\sum_{i=1}^{N} p_{i}=1$.
With this new tool, we can distinguish between two classes of quantum systems: a system whose state $|\psi\rangle$ is well defined is said to be in a pure state, and its density operator is $|\psi\rangle=|\psi\rangle\langle\psi|$. If the state can not be expressed in this way, it is said to be a mixed state, since it is made up of a mixture of several pure states, described by Eq. 3.31.

The trace of any density matrix, whether of a pure or mixed state, must always be 1. However, if we square the density matrix of a pure state we obtain: $\rho^{2}=|\psi\rangle\langle\psi \mid \psi\rangle\langle\psi|=|\psi\rangle\langle\psi|$, which means that $\rho$ is idempotent. This fact leads us to establish a criterion to distinguish quantum states:

1. If $\operatorname{Tr}\left\{\rho^{2}\right\}=1, \rho$ describes a pure state.
2. If $\operatorname{Tr}\left\{\rho^{2}\right\}<1, \rho$ describes a mixed state.
$P(\rho)=\operatorname{Tr}\left\{\rho^{2}\right\} \leq \operatorname{Tr}\{\rho\}$ is a measure known as purity, which, as the name implies, shows how pure a state is.
A density matrix must fulfill the following three properties:
3. Must preserve probability

$$
\operatorname{Tr}\{\rho\}=1
$$

Since:

$$
\operatorname{Tr}\{\rho\}=\operatorname{Tr}\left\{\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right\}=\sum_{i} p_{i} \operatorname{Tr}\left\{\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right\}=\sum_{i} p_{i}=1
$$

2. $\rho=\rho^{\dagger}$ ( $\rho$ is hermitian).

Since: $[A]=\operatorname{Tr}\{\rho A\} \in \mathbb{R}$, as $A$ is an observable.
3. All its eigenvalues are non-negative: $\rho \geq 0$.

Since:

$$
\langle\varphi| \rho|\varphi\rangle=\sum_{i} p_{i}\left\langle\varphi \mid \psi_{i}\right\rangle\left\langle\psi_{i} \mid \varphi\right\rangle=\sum_{i} p_{i}\left|\left\langle\varphi \mid \psi_{i}\right\rangle\right|^{2} \geq 0
$$

Where $|\varphi\rangle$ is an arbitrary state.
With this properties in mind, as a quick note, a simple way to calculate purity without the need to compute $\rho^{2}$ is to remember that $\operatorname{Tr}\{A B\}=\sum_{i=1}^{n} \sum_{j=0}^{n} A_{i j} B_{j i}$, with $A=B=\rho$.
The purity of a quantum system can be visualized on the Bloch sphere described in Fig. 3.18


Figure 3.18: In this image, we can see that the north pole is located at $|0\rangle\langle 0|$ and the south pole at $|1\rangle\langle 1|$ 18.

### 3.5.2 The reduced density operator

The reduced density operator allows to study the subsystems, $A$ and $B$, of a composite system, $A B$. This object is defined using the so-called partial trace over the joint density operator $\rho_{A B}$ as follows:

$$
\rho^{A}=\operatorname{Tr}_{B}\left\{\rho_{A B}\right\}=\operatorname{Tr}_{B}\left\{\left|a_{1}\right\rangle\left\langle a_{2}\right| \otimes\left|b_{1}\right\rangle\left\langle b_{2}\right|\right\}=\left|a_{1}\right\rangle\left\langle a_{2}\right| \operatorname{Tr}\left\{\left|b_{1}\right\rangle\left\langle b_{2}\right|\right\}
$$

Or:

$$
\rho^{B}=\operatorname{Tr}_{A}\left\{\rho_{A B}\right\}=\operatorname{Tr}_{A}\left\{\left|a_{1}\right\rangle\left\langle a_{2}\right| \otimes\left|b_{1}\right\rangle\left\langle b_{2}\right|\right\}=\operatorname{Tr}\left\{\left|a_{1}\right\rangle\left\langle a_{2}\right|\right\}\left|b_{1}\right\rangle\left\langle b_{2}\right|
$$
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Where $\left|a_{1}\right\rangle$ and $\left\langle a_{2}\right|$ are any two vectors in the state space of $A$, just as $\left|b_{1}\right\rangle$ and $\left|b_{2}\right\rangle$ are from $B$. The reduced density matrix $\rho^{A}$ describes the reduced state of subsystem $A$ without considering the degrees of freedom of subsystem $B$, but it does consider the effects of their coupling.

### 3.5.3 The Schmidt decomposition

The Schmidt decomposition is applied in bipartite systems (composed of two parts, $A$ and $B$ ) and establish that a general state with the form:

$$
|\Psi\rangle_{A B}=\sum_{j=1}^{N} \sum_{k=1}^{M} C_{j k}|j\rangle_{A}|k\rangle_{B} \quad\left\langle j \mid j^{\prime}\right\rangle=\delta_{j, j^{\prime}},\left\langle k \mid k^{\prime}\right\rangle=\delta_{k, k^{\prime}}
$$

can be decomposed as:

$$
\begin{equation*}
|\Psi\rangle=\sum_{j=1}^{N} \sqrt{\lambda_{j}}\left|\psi_{j}\right\rangle_{A}\left|\phi_{j}\right\rangle_{B} \tag{3.32}
\end{equation*}
$$

Where $\left|\psi_{j}\right\rangle_{A}$ and $\left|\phi_{j}\right\rangle_{B}$ are orthonormal states for system $A$ and system $B$, respectively. $\lambda_{i}$ are known as Schmidt coefficients, which must be non-negative.

The Schmidt decomposition is a consequence of the singular value decomposition seen in linear algebra $\left(C=V^{\dagger} \Lambda U\right)$.

### 3.6 Quantum Machine Learning

Aimeur, Brassard and Gambs [19] distinguish four approaches to understand the term quantum machine learning. These are based on two parameters: whether the data sets are classical (C) or quantum (Q) and whether the device with which the data are to be analyzed is classical (C) or quantum (Q). How these four elements combine is illustrated in Fig. 3.19.


Figure 3.19: Quantum machine learning has several connotations. In the present thesis, we focus on CQ. Image taken from 20 .

CC stands for the classical machine learning algorithms used to analyze, predict and generate data from huge classical data sets, using some of the procedures described in chapter 2. QC refers to processing quantum data using classical machine learning algorithms. This approach has proven to be very productive in qubit characterization, readout and control [21] [22] [23] [24].

QQ encompasses quantum computing algorithms that are used to describe quantum systems information. There are not yet many outstanding results in this area, but it will surely be, together with quantum simulations, one of the best ways we will have in the coming years to understand quantum phenomena.

Finally, the approach used in this work is CQ, where the aim is to use a quantum algorithm (hybrid quantum/classical, to be fair) to find insights on a classical dataset (energy depositions on a detector).

## Chapter 4

## High Energy Physics

### 4.1 Proton-Proton Collisions

Since the particles involved in accelerator experiments move at speeds close to the speed of light, their collisions are studied from relativistic dynamics. An important result of relativistic kinematics is that any quantity that can be expressed as the inner product of two four-vectors is Lorentzinvariant, or, in other words, can be calculated in any frame of reference obtaining the same result 25 . In collider physics, the position and momentum of a particle are represented by fourvectors. The former as $(t, x, y, z)$ and the latter, which is named four-momentum, as $\left(E, p_{x}, p_{y}, p_{z}\right)$, where $p_{x}, p_{y}$ and $p_{z}$ are the constituents of a particle's momentum and $E$ its energy.

The properties of the elementary particles outlined in the Standard Model (SM) are studied through high-energy collisions in particle accelerators, such as CERN's Large Hadron Collider (LHC). In these giant experiments, beams of particles are accelerated to near-light speeds and then collide at specific points where appropriate detectors are placed.

The main objective of the study of hadron-hadron collisions (particles formed by quarks held together by the strong nuclear force) is the search for new particles [26]. Specifically, the interaction between the partons (quarks or gluons) that make up a proton is called a proton-proton collision. These events are performed by accelerating two proton beams (obtained from the disintegration of hydrogen atoms) in opposite directions in an accelerator, obtaining energies $E_{1}$ and $E_{2}$. Thus, the energy of the center of mass of the collision can be calculated from the relation $E_{c m}^{2}=\left(E_{1}+E_{2}\right)^{2}$ 27. The LHC's first run was performed at $E_{c m}=7 \mathrm{TeV}$, the second one at 8 TeV and recently it has been upgraded to produce 13.6 TeV hadronic collisions. 13.6 trillion electronvolts $(\mathrm{TeV})$ may sound a lot of energy, but actually, for perspective, one TeV is the equivalent of the energy produced by the flight of a mosquito. The point here is that a mosquito has trillions of trillions the mass of a proton. So it is no trivial matter to get a subatomic particle to reach the energy of 13 mosquitoes 28 .

### 4.2 Particle Accelerators Coordinate System

A high-energy physics detector typically consists of at least three parts. Near the collision point, a tracker is placed, whose purpose is to determine the direction of the resulting particles by bending their trajectories with a magnetic field. Subsequently, there are two detectors: the electromagnetic and the hadronic calorimeters, ECAL and HCAL, respectively. They are devoted to measuring the particle energies. The former is where electrons and photons are detected, losing all their energy. After passing through the ECAL, Hadrons retain some of their momentum, which is fully
determined upon hitting the HCAL. Muons are the only charged particle that escapes these three layers, so their energy is measured by adding a fourth detector after HCAL. Furthermore, with this configuration, it is not possible to detect neutrinos at all, which contribute to the missing energy of the system.

To take advantage of the cylindrical geometry of hadron colliders, one uses a modified spherical coordinate system. The z-axis lies along the direction of the beams, placing the center of the reference frame at the point of collision (usually at the center of the detector). The $\phi$ angle is the azimuthal angle around the beam-axis. For a particle four-momentum $\vec{p}=\left(E, p_{x}, p_{y}, p_{z}\right), \phi$ can be compute as:

$$
\begin{equation*}
\phi=\tan ^{-1}\left(\frac{p_{y}}{p_{x}}\right) \tag{4.1}
\end{equation*}
$$

Where $-\pi \leq \phi \leq \pi \mathrm{T}$. The magnitude of the so-called transverse momentum is given by:

$$
\begin{equation*}
p_{t}=\sqrt{p_{x}^{2}+p_{y}^{2}} \tag{4.2}
\end{equation*}
$$

This quantity is the component of momentum in the transverse plane $x-y$, and allows us to express $p_{x}=p_{t} \cos \phi$ and $p_{y}=p_{t} \sin \phi$. The transverse mass is another Lorentz invariant quantity and is defined as $m_{t}=\sqrt{m^{2}+p_{t}^{2}}$.

Instead of the polar angle $\theta$, another useful variable in accelerators physics is the rapidity $y$, which is, in terms of a particle momentum $p$ :

$$
\begin{equation*}
y=\frac{1}{2} \ln \left(\frac{E+p_{z}}{E-p_{z}}\right) \tag{4.3}
\end{equation*}
$$

However, for particles with very high energy $(p \gg m)$, rapidity is hard to measure. Therefore, another quantity must be introduced, which can be derived from Eq. 4.3 .

$$
\begin{align*}
y & =\frac{1}{2} \ln \left(\frac{E+p_{z}}{E-p_{z}}\right)=\frac{1}{2} \ln \frac{\sqrt{p^{2}+m^{2}}+p \cos \theta}{\sqrt{p^{2}+m^{2}}-p \cos \theta}  \tag{4.4}\\
& =\frac{1}{2} \ln \frac{p+p \cos \theta}{p-p \cos \theta}=\ln \sqrt{\frac{1+\cos \theta}{1-\cos \theta}}  \tag{4.5}\\
& =-\ln \tan \left(\frac{\theta}{2}\right)=\eta \tag{4.6}
\end{align*}
$$

Where $\theta$ is the angle between the particle three-momentum and the positive direction of the z -axis (or the beam axis). $\eta$ in Eq. 4.6 is termed as pseudorapidity of the particle. As can be seen from above, rapidity and pseudorapidity coincide for massless particles, but in general $|\eta|>|y|$.


Figure 4.1: Pseudorapidity $\eta$ for remarkable values of $\theta$. Image taken from 29 .

In conclusion, the position of a particle in a detector can be described by the azimuthal angle $\phi$, which is measured in the anticlockwise direction from the x-y plane, and the pseudorapidity $\eta$ (or rapidity $y$ for massive particles). In the detectors at LHC, as the Compact Muon Solenoid (CMS), the x-axis is pointing to the center of the LHC ring, the $y$-axis is perpendicular to the plane of the ring and the z-axis, as mentioned above, lies along the protons beams. These coordinates are shown in Fig. 4.2.


Figure 4.2: Schemes of the coordinate system used in LHC experiments. As can be seen in the left image, the pseudorapidity increases its (absolute) value as the particle goes away from the center of the beams interaction. Figures are taken from 25] and 29.

### 4.3 Jets

In high-energy hadronic collisions, quantum chromodynamics (QCD) radiation from colliding partons is very collimated to the incoming beams, a region where there are not detectors. It is therefore desirable to extend the rapidity range encompassed by the hadronic calorimeter specifically as much as possible. For example, the tracker in the ATLAS experiment is placed in a central region (with reference of the collision point) at $|\eta| \leq 2.5$ and the hadronic calorimeter extends up to $|\eta| \approx 5$
(30]. However, the cells of the HCAL do not have the same resolution as those of the tracker [26], making it difficult to spot individual particles. Also, only electrons, muons, photons and hadrons can be detected in a detector. This makes it necessary to create a new object that allows us to study in some way the particles that are produced by a collision before they decay or hadronize. Therefore, instead of looking for well-identified particles produced by the fragmentation of the proton beam, the objects that are measured in the HCAL are the so-called hadronic jets, which are collections (or streams) of energy depositions (or pseudo-particles) detected in the calorimeter. These hadron jets inherit the energy and momentum of the parton from which they originate [31].


Figure 4.3: Illustration showing the hadronization of quarks and gluons and their subsequent sensing. Image taken from 31.

Although Fig. 4.3 is quite illustrative, it is far from what the actual classification of jets looks like. The events in Fig. 4.4 ilustrate electron-positron collisions at the ALEPH detector. How could we determine how many jets are in each event? How do we know which energy depositions belong to each jet? It is immediate to think that a mathematical tool for jet characterization is needed: the jet algorithms.

### 4.3.1 Jet Algorithms

Since 1977, when the first one was published by Sterman and Weinberg [33], a wide variety of jet algorithms have emerged [34], which can be classified into two classes:

1. Cone algorithms, which define conic geometric areas around the highest energy depositions in the calorimeters and a radius R , the so-called jet radius. These areas can be fixed cones [35], stable cones [36] or overlapping cones 37] 38].


Figure 4.4: $e^{+} e^{-}$collisions in the Aleph experiment, a collaboration at the Large Electron-Positron Collider (LEP). Images taken from [32].
2. Sequential algorithms, which construct the jets by iteratively clustering the closest pairs of pseudo-particles. Some famous examples are the $k_{t}$ algorithm [39] (Durham algorithm 40] for hadronic collisions), the Cambridge/Aachen algorithm 41], and the anti- $k_{t}$ algorithm 42.
In this study we will not go into the mathematical description of each of these algorithms, since each of them is discussed in more detail in the references presented 1 . However, an illustration of how the clustering differs depending on the algorithm used can be seen in Fig. 4.5


Figure 4.5: Comparison of the $k_{t}$, Cambridge/Aachen, SISCone, and anti- $k_{t}$ algorithms. Cells with the same color are grouped in the same jet. Image taken from 44

[^0]
### 4.4 Monte Carlo Simulations

The quantum nature of particle collisions introduces the concept of randomness in the behavior of the objects generated by these events. This is why Monte Carlo techniques are frequently used by experimental physicists to simulate these processes.

Some of the most commonly used software to generate Monte Carlos simulations are PYTHIA 45], MADGRAPH 46], Sherpa 47] and POWHEG 48. In general, the process for the generation of events in these softwares is as follows. Firstly, for each colliding beam, only one proton's parton is considered to be involved in the jet scattering, and is probabilistically assigned a fraction of the total proton momentum via parton distribution functions (PDFs). Subsequently, by simulating the fragmentation, decay and hadronization of the initially produced particles, the final stable particles, each described by a momentum quadrivector, are obtained 49.

## Chapter 5

## Classifier algorithms

### 5.1 Data preprocessing

### 5.1.1 Data

The goal of this thesis is to create a simple straightforward algorithm which can classify signal and background jets based on calorimeter information. For this purpose, we use the public dataset that can be found in references [50] and 51]. The data consist of one million top signal jets and one million background jets produced using Pythia8 [52], with a center-of-mass energy of 14 TeV . To simulate the collisions in the ATLAS experiment, the Delphes [53] software was used with the ATLAS detector card with a magnetic field of 2 T and a radius of 1.15 m . The anti- $k_{t}$ algorithm [42] was used to define the jets, with a jet radius $R=0.8$ and requiring a minimum jet energy of $550 \mathrm{GeV}\left(550 \mathrm{GeV} \leq p_{t, j e t} \leq 650 \mathrm{GeV}\right)$. In addition, each jet satisfies $|\eta| \leq 2$.

Each of the two million jets generated is made up of the leading 200 constituents (energy depositions) of the Delphes simulation, each characterized by a momentum quadrivector ( $E, p_{x}, p_{y}, p_{z}$ ). Then a value of 0 or 1 is assigned whether the jet is a signal or a background, respectively. If there are not enough constituents for a jet, zeros are added to complete 200 four-momentum vectors.

|  | E_0 | PX_0 | PY_0 | PZ_0 | E_1 | PX_1 | PY_1 | PZ_1 | E_2 | PX_2 $\ldots$. | E_199 | PX_199 | PY_199 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathbf{0}$ | 218.364243 | -172.341858 | 110.129105 | -76.503624 | 153.661118 | -111.320465 | 93.167969 | -50.390713 | 76.708054 | -56.523701 | $\ldots$ | 0.0 | 0.0 | 0.0 |
| $\mathbf{1}$ | 122.238762 | 26.738468 | -91.613998 | 76.382225 | 121.227135 | 17.644758 | -93.015450 | 75.715302 | 90.420105 | 21.377417 | $\ldots$ | 0.0 | 0.0 | 0.0 |
| $\mathbf{2}$ | 383.772308 | -97.906456 | 79.640709 | -362.426361 | 200.625992 | -54.921326 | 37.994343 | -189.184753 | 123.247223 | -33.828953 | $\ldots$ | 0.0 | 0.0 | 0.0 |
| 3 | 132.492752 | -77.763947 | -87.322601 | -62.304600 | 83.946594 | -49.450481 | -53.823605 | -41.288010 | 28.072624 | -19.964916 | $\ldots$ | 0.0 | 0.0 | 0.0 |
| $\mathbf{4}$ | 730.786987 | -209.120010 | -193.454315 | -672.973877 | 225.477325 | -75.363350 | -66.226990 | -201.926651 | 217.040192 | -63.698189 | $\ldots$ | 0.0 | 0.0 | 0.0 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$. |
| 29995 | 107.598961 | -86.493256 | -37.625134 | 51.776459 | 83.556297 | -69.174370 | -35.723881 | 30.337543 | 69.006447 | -53.915443 | $\ldots$ | 0.0 | 0.0 | 0.0 |
| 29996 | 40.411552 | 35.681664 | 15.854855 | -10.418072 | 41.870693 | 28.990129 | 23.265043 | -19.273426 | 33.280991 | 24.119259 | $\ldots$ | 0.0 | 0.0 | 0.0 |
| 29997 | 247.267456 | 18.934837 | -119.225204 | -215.796234 | 139.735626 | 9.669763 | -66.933296 | -122.280319 | 130.134888 | 9.838408 | $\ldots$ | 0.0 | 0.0 | 0.0 |
| 29998 | 230.381836 | 114.787895 | 91.257820 | 177.683823 | 177.950272 | 87.036385 | 67.774910 | 139.633560 | 139.115097 | 67.835197 | $\ldots$ | 0.0 | 0.0 | 0.0 |
| 29999 | 79.925987 | 10.867038 | 68.753288 | -39.281746 | 66.523880 | 32.544441 | 39.659695 | -42.348488 | 63.071362 | 12.241156 | $\ldots$ | 0.0 | 0.0 | 0.0 |

30000 rows $\times 806$ columns

Figure 5.1: In this Dataframe we have 30,000 rows, which represent one jet each. The jets are made up of 200 quadrivectors ( $E_{i}, p_{X, i}, p_{Y, i}, p_{Z, i}$ ), that is, 800 columns. In addition, each jet (row) is assigned a number 0 or 1 , depending on whether it is a background or a signal (not displayed).

Due to limited computational resources, in the present study we only take 40000 jets to perform our analyses; 30000 for the training set, and the remaining for the test set. Fig. 5.1 shows the arrangement of the train data after being converted into a Pandas DatraFrame 54. Also, we only consider the first 100 constituents of each jet, since only 200 of the 40000 rows had more than 100 non-zero quadrivectors.

We ensure that the amounts of jets corresponding to signals and those corresponding to background ware more or less the same, to avoid bias in subsequent Machine Learning tasks 5.2 ,
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Figure 5.2: Signal and background frecuencies for training and test sets.

### 5.1.2 Data set construction

We can think of the data we have in Fig. 5.1 as a cloud of points in a three-dimensional space. The momentum components define the position of each pseudo-particle, further characterized by its energy (Fig. 5.3).


Figure 5.3: Jets can be represented as a cloud of points in a three-dimensional space, where each pseudo-particle defines a point in space and the energy is a feature of each one (color). The figure on the left illustrates a signal jet, and the one on the right a background.

Analyzing these data in this format can be somewhat complicated, although many resources can be found to begin working with them 55]. For the scope of this work, we manipulate these data sets to give them a more geometrical sense, since we know that they come - or are simulated from an experiment with well-defined geometry (the ATLAS experiment).

This manipulation consists of using the equations discussed in Sec. 4.2 to compute the position of each energy deposition within the detector. That is, we used Eqs. 4.1 and 4.6 to obtain $\phi$ and $\eta$ for each pseudo-particle, for every jet. To this end, it is worth remembering that $\theta=\arccos (p z / p)$ and $p=\sqrt{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}}$. This done, we have new data where each jet is conformed by up to 100 three-vectors $\left(E_{i}, \eta_{i}, \phi_{i}\right)$, which can be visualized in Fig. 5.4. We will refer to this new data as the dataset $\eta-\phi$.



Figure 5.4: Distribution of jets 27681 (signal) and 20983 (background) in the $\phi-\eta$ plane. The color bar stands for the energy measured in GeV .

## Graph Neural Networks approach

From this point on, two straightforward approaches can be taken in order to perform a Deep Learning analysis. The first and probably the most accurate is through Graph Neural Networks 56], where we want to represent each jet by means of a graph. A graph is a set of objects, called nodes, that are connected to each other by edges. Not necessarily all nodes are connected, but each of the edges is assigned a weight, depending on how strong the relationship between the nodes is. In addition, each node (or vertex) is assigned a feature vector, which differentiates it from other vertices and facilitates classification tasks. The tasks for which graph neural networks are used can be divided into two: node prediction, where the feature vector of an unknown node is predicted based on its connections to other nodes; and graph prediction, where an object is represented by a graph, to which a predicted label is to be assigned.

In this work, we do not delve further into graph neural networks, but briefly discuss how a dataset can be constructed under this approach, for comparison purposes. As mentioned above, each jet is mapped as a graph, where each energy deposition corresponds to a node, characterized by its energy. The edges correspond to the spatial relationship between each of the points; that is, how close or far apart two pseudo-particles are in the detector. Thus, all the nodes are connected to each other (see Fig. 5.5), and the edge weight between two nodes is given by $r_{i j}=\sqrt{\left(\eta_{i}-\eta_{j}\right)^{2}+\left(\phi_{i}-\phi_{j}\right)^{2}}$.

In Python, a graph class can be created with the help of libraries such as Pytorch Geometric (PyG) 57] or Deep Graph Library (DGL) [58]. Then, a custom dataset can be created in Pytorch, so
that a graph neural network can iterate over each graph (as if it were any other object) and assign a label to it. Further readings of this implementation can be found in [59] 60].


Graph (num_nodes=20, num_edges $=380$,
ndata_schemes=\{'value': Scheme(shape=(2,), dtype=torch.float64), edata__schemes=\{'weights': Scheme(shape=(), dtype=torch.float64) \})

Figure 5.5: Graph generated via the DGL Python library, typifying a background jet with 20 constituents.

## Calorimeter Images Approach

Although the method described above is probably one of the most accurate approaches to analyzing point-cloud data, it is quite expensive in terms of computational resources, and its implementation is more complicated. For this reason, we choose to use a simpler approach in the following, using image classification techniques.

The first thing to do is to generate discrete images from the $\eta-\phi$ dataset 5.4 . We will refer to a discrete image as an ordered matrix of size $n x n$, where each entry corresponds to the value of a pixel in an nxn grid. In our case, we will scale a region of the $\eta-\phi$ plane of the detector into a $40 x 40$ pixel image, with $|\phi| \leq 100^{\circ}$ and $|\eta| \leq 2$. These constrictions are considered because none of the jets in our data are outside of them.
This discretization procedure has a problem. Because in each jet there are energy depositions very close to each other, and our discrete images have finite pixels (only one energy value per pixel), not all points of the $\eta-\phi$ dataset can be displayed in the new data (which we will refer to as the calorimeter images dataset). However, there are - at least - two ways to alleviate this issue. One option is to increase the numbers of pixels, so that the cells are thinner and more points are included in the grid 5.6


Figure 5.6: Comparison between calorimeter images with $200 \times 200$ and $40 \times 40$ pixels.

Although Fig. 5.6 (left) has better resolution and resembles more closely to Fig. 5.4 (left), in this work, for computational resource efficiency again, we opt for a second option: instead of choosing a single energy value for each pixel (of the most energetic particle), we group (sum) all the depositions of energies that fall in a single pixel (Fig. 5.7). Thus, each pixel in a $40 x 40$ calorimeter image depicts not only the energy of a single pseudo-particle, but also the energy of those nearby.


Figure 5.7: Discretized calorimeter images for a signal and a background. It is worth comparing the image on the left with the image on the right in Fig. 5.6 to note the difference in the amount of energy plotted. Each pixel on these images can be thought as a calorimeter tower of size $\Delta \eta \times \Delta \phi=0.1 \times 5^{\circ}$.

As mentioned in Sec. 2.3.6, convolutional neural networks are designed to recognize patterns, regardless of the spatial distribution of these within the images. For this reason, we do not consider it necessary to center or make any further arrangements to the calorimeter image dataset that will be used to train our CNN. Nonetheless, for visualization purposes only, we allow ourselves to center each jet on the images in the training data set based on the pixel with the highest energy. Then, we average the intensity of each pixel for the 30000 jets to obtain the averaged images in Fig. 5.8 .


Figure 5.8: Signal and background images averaged over 30000 samples.

Interestingly, energy deposits in background jets appear to be more focal on a single point, whereas
signal jets have more than one focus of energy concentration. It is this type of behavior that we expect our neural network to be able to track in the next section.

### 5.2 Classic Convolutional Neural Network

Training our convolutional neural network is fairly straightforward once the above preprocessing has been done, but before doing so it is necessary to normalize (to unity) and randomize the data sets from the previous section.

### 5.2.1 Architecture

For the architecture of our neural network we chose the DeepTop network 62] with ZeroPadding, as shown in Fig. 5.9. The input layer is given by an image of $40 \times 40$ pixels in one channel. Firstly, we apply a convolutional layer of 8 feature maps with a $4 \times 4$ kernel followed by a second convolutional layer with the same characteristics. Next, we reduce our outputs by a $2 \times 2$ reduction factor using a max-pooling layer. Then we define another convolutional layer of 8 features maps and a $4 \times 4$ kernel. We flatten these feature maps and pass the outputs to three dense (fully connected) layers with 64 neurons each. The output layer consists of two neurons which compute the probability of the image of being a signal or background. We use the ReLU (Rectified Linear Unit) function as the activation function in all the layers, except on the last one, which uses the sigmoid function.


Figure 5.9: Architecture of our CNN based on the DeepTop CNN. Visualization generated via 63 and taken from 62

The neural network is implemented in Python, using the library Keras 64] with TensorFlow 65 as backend. Information on the libraries versions used in this thesis can be found in Appendix B. We set the Adam optimizer with a learning rate of 0.001 and let the initial weights set by the Keras default settings.

Although in the original DeepTop network the mean-squared error (MSE) function is used as a loss function, we use the Binary Cross Entropy, as it is best suited for discrete classification tasks 66]. It computes the error (loss) between a model output $\hat{y_{i}}$ and the corresponding target value $y_{i}$ by means of:

$$
\begin{equation*}
\text { loss }=-\frac{1}{N} \sum_{i=1}^{N}\left(y_{i} \cdot \log \hat{y_{i}}+\left(1-y_{i}\right) \cdot \log \left(1-\hat{y_{i}}\right)\right) \tag{5.1}
\end{equation*}
$$

The CNN is trained for 20 epochs and with a batch size of 10 . For metrics, "accuracy" is chosen. To be precise, as mentioned in the Keras documentation 64, when the string accuracy is set as
a metric, the library automatically selects a metric depending on the loss function being used. Hence, since Binary Cross Entropy is our loss function, Keras selects Categorical Accuracy as our metric.

| Layer (type) | Output Shape | Param \# |
| :---: | :---: | :---: |
| conv2d (Conv2D) | (None, 37, 37, 8) | 136 |
| conv2d_1 (Conv2D) | (None, 34, 34, 8) | 1032 |
| ```max_pooling2d (MaxPooling2D )``` | (None, 17, 17, 8) | 0 |
| conv2d_2 (Conv2D) | (None, 14, 14, 8) | 1032 |
| flatten (Flatten) | (None, 1568) | 0 |
| dense (Dense) | (None, 64) | 100416 |
| dense_1 (Dense) | (None, 64) | 4160 |
| dense_2 (Dense) | (None, 64) | 4160 |
| dense_3 (Dense) | (None, 1) | 65 |

Total params: 111,001
Trainable params: 111,001
Non-trainable params: 0

Figure 5.10: Keras model summary

### 5.2.2 Results

With the above configuration, an accuracy of $88 \%$ was obtained on the training data set, while an accuracy of $84.7 \%$ was obtained on the test data. In Fig. 5.11 (left) we can visualize the decay of the loss function as the training progress. Also in Fig. 5.11 (right) the confusion matrix of the prediction of our model compared to the real labels of the test set is depicted.


Figure 5.11: Loss function values over 20 training epochs and the confusion matrix from the predictions on the test set

Although as the epochs in training progress the cost function decreases, this accuracy is not reflected in the test set. This is why, after testing with different numbers of epochs, it was decided to set this number to 20 in order to avoid overfitting.

### 5.3 Hybrid Convolutional Neural Network

In this section we use IBM's Quantum Information Software Kit for Quantum Computation (Qiskit) [17] and Pytorch [67] libraries to build a classical-quantum algorithm that can predict the labels of our set of calorimeter images just as a neural network would. To emulate the quantum circuit we used the Aer ${ }_{s}$ imulator class (backend) included in the Qiskit Aer package 68], which specializes in simulating noisy quantum circuits. The choice of Pytorch for this algorithm was not accidental, but is influenced by the features of this package that makes it easier to define custom non-sequential NN architectures by hand (within the forward and backward methods of the model class). This was of great importance to be able to include quantum layer, as well as its respective gradient for backpropagation.

### 5.3.1 Parametrized quantum circuit

The idea behind building a quantum-classical neural network is quite simple. Recalling that a quantum gate acting on a qubit represents a rotation of $\theta$ degrees, one can add a hidden quantum layer in a neural network architecture through a parameterized quantum circuit. This means that we can create a quantum circuit of a fixed number of qubits in a specified state (like $|0\rangle$ ) with $n$ rotation gates $R\left(\theta_{i}\right)$ where the angle of rotation is a variable parameter $\theta_{i}$. In other words, the input values of our quantum layer are the $\theta_{i}$ angles, which at same time are the output values of the previous hidden layer. Then, the $\sigma_{z}$ measurement of each qubit ( 0 or 1 ) corresponds to the output values of our quantum layer, which can feed another classical or quantum hidden layer. A scheme of this configuration can be found in Fig. 5.12


Figure 5.12: In this diagram, the parameters $h_{1}$ and $h_{2}$ are obtained from a dense neural network with three input and two output neurons. These angles parameterize two rotation gates $R\left(h_{1}\right)$ and $R\left(h_{2}\right)$ that are applied to two qubits, $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$. Subsequently, a measurement is performed on each qubit and the resulting values are fed to a neural network with two input and one output neuron. Image taken from 17 .

Let's explain it step by step. Consider a parameterized circuit of $n$ qubits such that Hadamard gates are applied to all of them in order to create superposition, as shown in Fig. 5.13. Then a y-rotation is performed by a set of angles $\vec{\theta}=\left(\theta_{1}, \theta_{2} \ldots \theta_{n-1}, \theta_{n}\right)$ on each qubit. Finally the state of each qubit is measured in the z-basis, which are stored on n auxiliary (classical) channels.


Figure 5.13: 4-qubit parameterized circuit.

As studied in Chapter 2, the measurement of a qubit results in one of two states, 0 or 1 , only. Therefore, in the classical measurement channels of our circuit, we have a vector of $n$ inputs, 0 s or 1s. In other words, for a given vector of angles (inputs), after passing it to a quantum circuit (quantum layer), we obtain a vector with binary outputs.

We can repeat exactly the entire measurement process a finite number of times (shots), and record the number of times each qubit collapsed into one each of the bases. In the Qiskit framework, after having set up our quantum circuit, this procedure can be carried out as follows. First of all, we create a job, which is a module used to manage the 'runs' (a Aer_simulator function) 69] of a quantum object ( $Q o b j$ ) on a specific backend. In our case, the quantum object (our 'experiment' [70]) is an assembly [71] of the parameterized circuit, the number of shots and theta parameters $\vec{\theta}$. Next, we apply the result() and get_counts() methods consecutively to our job, which returns a dictionary for each qubit. In these, the keys are the states $|0\rangle$ and $|1\rangle$ and the values are the times that each key was measured. Then, by dividing each dictionary by the total number of shots, we will obtain the a posteriori probability of measuring each state in our experiment. Finally, we simplify our output by computing the expectation of these values, which is in the z-axis as:

$$
\begin{equation*}
\sigma_{z}=\sum_{i} z_{i} p\left(z_{i}\right) \tag{5.2}
\end{equation*}
$$

Which turns out to be the probability of measuring the $|1\rangle$ state. We denote this quantity as $\sigma_{z, i}$, where $i$ is the qubit to which this expectation pertains. In conclusion, after this procedure, a list of $n$ expectations is obtained from a n-dimension $\vec{\theta}$ vector:

$$
\left(\begin{array}{c}
\theta_{1}  \tag{5.3}\\
\theta_{2} \\
\cdot \\
\cdot \\
\theta_{n-1} \\
\theta_{n}
\end{array}\right) \longrightarrow \underset{\text { quantum }}{\text { circuit }(\vec{\theta})} \longrightarrow \underset{\text { parametrized }}{\text { quant }} \longrightarrow\left(\begin{array}{c}
\sigma_{z, 1} \\
\sigma_{z, 2} \\
\cdot \\
\cdot \\
\sigma_{z, n-1} \\
\sigma_{z, n}
\end{array}\right)
$$

Where $p_{1, i} \in[0,1]$.

The above process can be coded in a QuantumExperiment Class with two methods. The first, an _-init_-
$\qquad$ that builds the quantum circuit from two parameters: the number of qubits and the $\bar{b}-\bar{c}$ and (the simulator). The second, a 'run' method that receives the input $\vec{\theta}$ and the number of shots to execute the experiment and returns the expected values as a list or a numpy.array.

### 5.3.2 Backpropagation

To estimate the gradients of the parameters of a quantum circuit, the so-called parameter-shift rule is used $\sqrt[72]{ }$. In a nutshell, this method consists of considering our quantum circuit as a black box and taking the gradient of its parameters as the difference between its expectations when evaluating it at $\theta+s$ and $\theta-s$ (Eq. 5.4). $s$ being a fixed shift value (sometimes named 'macroscopic shift'), which we set to $\frac{\pi}{2}$. Thus, these gradients can be used for a more complete backpropagation routine.

$$
\Delta_{\vec{\theta}}^{\text {Experiment }}=\underset{\text { Experiment }}{\text { Quantum }}(\vec{\theta}+\vec{s})-\underset{\text { Experiment }}{\text { Quantum }}(\vec{\theta}-\vec{s}) \quad, \quad \vec{s}=\left(\begin{array}{l}
s  \tag{5.4}\\
. \\
. \\
s
\end{array}\right)
$$

The forward and backward passes necessary for the backpropagation can be integrated in a class (or more precisely, in a static method), where the forward passes call the QuantumExperiment class in order to obtain the expected values. These values are passed to the backward function to calculate the gradient as in Eq. 5.4, and returned for an optimizer such as Adam [73 or SGD [5] to minimize the cost function.

### 5.3.3 Architecture

The QuantumExperiment class and the backpropagation functions are nested in a nn.Module class called Hybrid layer, because it is specifically the classical-quantum layer that we will integrate in the architecture of our neural network. This layer, like any other layer, receives the outputs of the previous neural layer, as well as is configured with respect to the backend, quantum circuit and shift parameters. For the sake of simplicity, we only consider a quantum circuit with one qubit. So our quantum neuron layer can be reduced to Fig. 5.14.


Figure 5.14: A simple way to visualize our quantum neural layer.

After persistent trial and error, the architecture used in this neural network differed somewhat from the one used in the previous section. Our neural network was built in an nn.module class. There, the calorimeter images of dimensions $40 \times 40$ enter a convolutional layer of six feature maps and a kernel size of $5 \times 5$, to be subsequently reduced by a factor of two by a max-pooling layer. Again a convolutional layer with a $5 \times 5$ kernel is applied, but now with 16 feature maps, followed by max-pooling with the same factor as above. The generated outputs, of dimension $16 \times 7 \times 7$, are reshaped by a flattened layer so that they can now be processed by a linear layer of 784 neurons connected to another one of 64 nodes and a single output. This value parameterizes the one-qubit
quantum circuit 5.14 of the QuantumExperiment class. The activation of the convolutional layers is the ReLU function.


Figure 5.15: An overview of the neural network architecture (does not show the max-pooling layers).

### 5.3.4 Training task

After normalizing, the training and test datasets (numpy arrays) were converted into TensorDatasets, in order to create two DataLoader objects, where the data was shuffled. In the training loop, we use the Binary Cross Entropy again and the Adam optimizer with a default learning rate of 0.001 . The model is trained only for six epochs.

### 5.3.5 Results

With the above configuration, we were able to achieve an accuracy of $86 \%$ in the training set and $83.8 \%$ in the test set. After six epochs, we noticed that the value of the loss function started to increase drastically, so it was decided to let the model train with only that number of iterations.


Figure 5.16: Binary Cross Entropy Loss over 6 training epochs, and the confusion matrix comparing the QCNN model versus the real labels.

### 5.4 Discussion and further considerations

Although neither of the two algorithms discussed above achieved an accuracy above $85 \%$ on the test sets, having reached nearly this standard is a good indicator that the preprocessing, proposed architectures, and model implementation are on track to create a more robust model.

In particular, there are several adaptations that can be further coupled to the models in seeking better accuracy. Regarding preprocessing, one could, in addition to increasing the sample size, search for a more optimal arrangement for the deployed jets. In this work, it was preferred not to train the models with images of jets centered with reference to their maximum energy point, mainly because by doing so some points on the edges were left out of the grids. However, it would be possible to agree on a "padding" criterion at the edges so that when the jet centroid is shifted, the image would enlarge its dimensions so that no energy deposition would be left out.

On the other hand, we could also add more channels to our input data, corresponding, for example, to measurements made by other detectors of the experiment, such as the ECal or the tracker. Thus, we would have calorimeter images of $3 \times 40 \times 40$ dimensions that would better exploit the architecture of a convolutional neural network.

Regarding the hybrid classical-quantum model, in addition to trying the same changes mentioned above, more parameters could be added to our quantum layer. That is, extend the parameterized quantum circuit to more qubits, or even add more quantum layers between classical layers. Besides adding more qubits, one can change the design of the parameterized quantum circuit, adding more gates in each of the qubits in order to find a more precise configuration. Although, it is worth clarifying, this would require much more computational resources because, incidentally, the hybrid model, despite being simpler in terms of architecture, took much more computational time than the classical model.

It can also be noted that the parameter $\theta$ resulting from the next-to-last layer of our architecture is not scaled, for example, into a $[0, \pi]$, which make sense since we are representing rotations on the $y$-axis.

Finally, although our circuit took advantage of the superposition property of quantum systems (through Hadamard gates), no arrangement was made to create entanglement between qubits, one of the strongest features of quantum computing. Without entanglement, a quantum circuit is much easier to simulate on a classical computer, which would undermine the finding of any quantum advantage. Circuits with multi-qubit gates can be added to our architecture in search of any difference with the results presented here.

## Chapter 6

## Conclusions

The original idea of this thesis was to compare the performance of two Machine Learning Pipelines, one classical and one hybrid, in image jet classification tasks. Nevertheless, as the study progressed, we realized that this assignment was quite unfair. We were looking to compare a discipline that has been showing decades of success in a large number of fields, with hundreds of thousands of academics and professionals constantly improving their pipelines, with an area in quantum computation that until a few years ago, very few people conceived of. For this reason, the efforts in this work were directed toward making a guide that would allow a simple connection between the theory taught in quantum computing courses and the ML pipelines.

Although it is difficult to argue whether quantum computing will offer a better paradigm for Machine Learning, in recent years more and more people have become interested in the subject and have proposed very interesting approaches to solve some of the most important challenges of Quantum Machine Learning 74 75 (76 77].
Just as artificial intelligence has changed the way we relate to information, QML, coupled with other quantum technologies, could go deeper into the way we describe the world [78]. This is all the more encouraging if we embrace the epistemological premise that not every physical phenomenon that occurs in the universe has to be mathematically describable. Therefore, the challenge for many scientists in the coming decades will be to find new ways to explore questions about the world that the human intellect may not even be able to formulate. Machine learning and quantum technologies are good candidates to be valuable tools for this endeavor.

I hope that this work will serve as a basis for a more complex development in the subject among students who begin their study in quantum technologies, especially in Quantum Machine Learning, as I believe that there are many improvements that can be made to the algorithm presented here. Especially, I am very interested in the use of a parameterized quantum circuit in the creation of a hybrid graph neural network (QGNN).
One fact I would like to point out is that all this work was carried out on my personal laptop, with a rather limited processor and memory capacity. Although the execution times of the codes in this thesis were somewhat long ( 30 minutes for the classical training and about 2 hours for the hybrid), the success of this work was not determined by large computational resources, so practically any student with a computer and internet access can develop a similar algorithm. Moreover, the use of tools such as Google Colaboratory or access to the resources of the "Laboratorio Nacional de Supercómputo" ${ }^{1}$ of our university (BUAP) can be of help for the development of much more complex algorithms.

[^1]
## Appendix A

## Frameworks Versions and Scripts

All codes were developed in Python Jupyter Notebooks, which can be found in the GitHub repository of Ref. 79.

The versions of the libraries we worked with can be found in the following screenshot.

```
python: 3.9.12
qiskit: 0.21.1
numpy: 1.21.5
matplotlib: 3.5.1
pandas: 1.4.2
keras: 2.9.0
pytorch: 1.12.1+cpu
torchvision: 0.13.1+cpu
seaborn: 0.11.2
sklearn: 1.0.2
```
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