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A B S T R A C T   

Seismic resolution and illumination issues are sources of challenges in the detailed imaging and detection of 
subsurface fault architecture and fluid migration. Improved constraints on resolution can provide input into 
monitoring requirements and detectability of CO2 leakage, and fault-sealing properties during subsurface visu
alization of migration pathways. This study explores detection and resolution thresholds via synthetic seismic 
imaging of a detailed shallow normal fault model with realistic fault architecture including sub-seismic structures 
of damage zones. The base fault model is built from interpretations of high-resolution P-Cable seismic data and is 
further developed and conditioned by outcrop-based observations and empirical laws for fracture and defor
mation band distribution. Damage zones of sandstone layers host deformation bands contrary to shale layers with 
fractures, while mixed lithologies (shaley sandstone and sandy shale) are subjected to a combination of the two 
deformation mechanisms. We utilize a 2D point-spread function based convolution seismic modelling to produce 
the synthetic seismic images. Test scenarios include one baseline fault model without a damage zone (M1), and 
five more advanced/detailed fault models incorporating features known from outcrops (M2-M6; damage zones, 
an isolated fracture corridor, and gas seeps (CO2) along damage zones of faults and in the fracture corridor). 
Furthermore, sensitivity analyses on two selected models test the effect of changing the illumination angle and 
wavelet. The results show that: (1) faults with damage zones have larger disturbances in seismic signals than 
faults without damage zones, (2) stronger amplitudes are distinguished for models with CO2-filled fractures, (3) a 
fracture corridor (5 m at it widest) is clearly visible where it crosses horizons bounding horizontal layers, (4) 
sensitivity tests show good imaging for illumination ≥45◦, which is the average dip of the main fault segment, 
and (5) learnings from fault modelling offer guidance for seismic monitoring.   

1. Introduction 

Sedimentary basins host significant geological resources including 
fossil fuels and potential CO2 storage sites. For structural traps associ
ated with these, faults are often important features for seal integrity. For 
CO2 storage sites in particular, identifying detection and resolution 
thresholds for gas seeps along faults is of vital importance for site 
integrity and monitoring. 

Fault zones comprise heterogeneous, tabular bodies of rocks that 
have altered properties compared to the host-rock, from either strain or 
diagenetic effects. Outcrop studies document faults as narrow, high- 
strain fault cores with one or several slip surfaces that accumulate 
most of the throw. The fault core is surrounded by a halo of discrete 

structures (e.g., fractures and deformation bands) in low-strain damage 
zones (Fig. 1; Wibberley et al., 2008; Braathen et al., 2009; Childs et al., 
2009; Fossen, 2010; Torabi et al., 2020). 

Detection and resolution limits in seismic imaging of faults rarely 
allow identification of this subdivision, although amplitude changes 
associated with fault zones have been attributed to strained rock vol
umes (Botter et al., 2014, 2016; Alaei and Torabi, 2017). The limitations 
in detectability, illumination and resolution cause uncertainties and 
pitfalls regarding fault geometries (Bond, 2015; Schaaf and Bond, 2019; 
Michie et al., 2021; Faleide et al., 2021). Such uncertainties are well 
illustrated by synthetic seismic sections based on simple geological 
models. To further our understanding of subsurface faults we have to 
establish and test more realistic models of fault architecture and 
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properties, including deformation zones. 
The fundamental question addressed by this study is: to what degree 

detailed fault architectures and gas seeps can be detected and resolved in 
seismic data? As a baseline case, a high-resolution P-Cable dataset 
(Planke et al., 2009, 2010) from the Hoop area in the SW Barents Sea is 
used, which hosts a well-imaged fault forming the basis for a fault model 
guided by the findings of Faleide et al. (2021). It is worth noting that the 
present study has a generic focus, and is not a case study of the 
geological evolution of the Hoop area. The baseline model for this study, 
M1, consists of a fault (F2 from Faleide et al., 2021) that lacks a damage 
zone. The baseline fault model is further developed into five alternative 
models (M2-M6) by incorporating features known from outcrops (e.g., 
Schueller et al., 2013; Ogata et al., 2014). These include a more realistic 
fault architecture characterized by a damage zone with deformation 
bands and fractures dependent on varying clastic lithologies as well as 
the presence of a fracture corridor (Fig. 1). 

As an important step towards seismic monitoring of CO2 storage, we 
introduce gas/CO2 in potential reservoirs and along the fault and frac
ture corridor to see the effects in the seismic imaging. Each model forms 
the basis for 2D point-spread function (PSF)-based seismic convolution 
modelling (Lecomte et al., 2015) to systematically explore how seismic 
reflection data, both high-resolution and conventional, image such 
structures. The seismic modelling tests detection and resolution 
thresholds for the observation of various fault architectures and gas 
seepage along these realistically designed faults and allows for the 
identification of subtle signature-changes attached to fault architecture 
and gas saturation. 

Furthering our understanding of the ability to image the complexity 
of fault zones, distribution and composition of the damage zone and 
identification of potential fluid pathways within them is important for 
site verification. It is also useful for improving the general understand
ing of limitations and pitfalls in fault interpretation, thereby potentially 

contributing to economic de-risking and more sustainable usage of 
resources. 

2. Data and geological setting 

The seismic data guiding the fault models are from the eastern flank 
of the Hoop Fault Complex, offshore in the Barents Sea, more specifically 
around the Gemini North well (Fig. 2). In this area, Faleide et al. (2021) 
performed a detailed study of two normal faults (F1 and F2 in Fig. 2c), 
addressing objective and subjective uncertainties associated with 
seismic interpretation of faults. In this study, the focus is restricted to 
fault F2 (Fig. 2c–e). 

The baseline model in this study (i.e., a fault without a damage zone, 
M1), builds on interpretations of fault F2 on a WNW-ESE seismic section 
in the HR14_3D_HFCE1 high-resolution P-Cable seismic volume (Figs. 2e 
and 3) by a test panel with different geological backgrounds, as pre
sented and analysed in Faleide et al. (2021). The high-resolution seismic 
cube overlap with a conventional seismic cube (Fig. 2b). The P-Cable 3D 
from 2014 (TGS, WGP and VBPR) has a bin size of 4.7 × 6.25 m, whereas 
the conventional 3D survey from 2012 (TGS) offers a bin size of 12.5 ×
18.75 m. Both seismic datasets have zero-phase polarity, and peaks 
corresponding to an increase in acoustic impedance are represented as 
red. The dominant frequency is 150 Hz (P-Cable) and 40 Hz (conven
tional), corresponding to a vertical seismic resolution of about 5 m and 
20 m, respectively (Fig. 2d and e). 

Stratigraphy and related elastic properties are constrained from well 
7325/4–1 (Gemini North; Fig. 4). The gamma ray (GR), photoelectric 
factor (PEF) and combined density/neutron porosity logs are used for 
lithology prediction (Figs. 3b and 4). 1D synthetic seismic traces are 
created based on the sonic and density logs. For the intervals where 
density log values are missing, a pseudo-density log is estimated based 
on standard velocity-density relationships. The time/depth relations 

Fig. 1. (a) Schematic 3D fault block showing main elements of fault architecture and an isolated fracture corridor to the right of the main fault. (b) Photograph of the 
Bartlett Wash Fault (Utah, USA) as an example of outcrop data with a fault core bounded by a wide footwall damage zone in porous sandstones. (c) Example of a 
fracture corridor in field (Ogata et al., 2014). Figure is modified from Faleide et al. (2021). Abbreviations: BC – bed-confined, DZ – damage zone, FC – Fracture 
corridor, FW – footwall, HW – hanging wall. 
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measured in the well provide seismic velocity information (P-wave ve
locity, Vp) used for depth conversion (Figs. 3 and 4). 

The targeted succession of this study consists of the Middle Triassic 
to Middle Jurassic Kapp Toscana Group and the Middle Jurassic to 
Lower Cretaceous Adventdalen Group (Fig. 4; Worsley, 2008). The Kapp 
Toscana Group, comprising the Snadd, Fruholmen, Tubåen, Nordmela 
and Stø formations, is dominated by variable mudstones, siltstones and 
sandstones deposited in pro-deltaic, shallow marine, coastal and fluvial 
environments (Klausen et al., 2018). The Stø Formation comprises the 
most mature and well-sorted sandstones of the succession with 
reservoir-grade deposits occurring in the fine to medium grained 
cross-bedded sandstones from upper shore-face deposits (Mendoza et al., 
2019) and porosity estimates from logs are 20–24% (Farazani, 2017). 

Shales dominate the overlying Adventdalen Group of Fuglen/Hekkingen 
to Kolmule formations, which were deposited during a marine highstand 
cutting off the supply of coarse clastics (Worsley, 2008). Several in
tervals consist of organic-rich paper shales deposited in deep marine 
anoxic conditions with high organic productivity. The uppermost de
posits comprise the Quaternary above the Upper Regional Unconformity 
(URU; Fig. 4) that consists of thick prograding wedges of sheet-like 
clay-silt and sandstone units, transitioning into glaciomarine deposits 
in the upper parts (Ottesen et al., 2009). 

Fig. 2. Regional setting and overview of the study area. (a) Location of the Hoop area in the western Barents Sea midway between Mainland Norway and Svalbard 
(modified from Faleide et al., 2019). (b) The time-structure map of the Lower Cretaceous Unconformity (LCU) horizon is interpreted in the conventional seismic cube 
(zoom in of LCU map in Faleide et al., 2021). The outline of the 3D high-resolution seismic cube is marked as a black box, and the Gemini North well is noted. The red 
box shows the location of c. (c) Variance map in the high-resolution seismic cube (slice at 800 ms depth). Of faults F1 and F2, the latter is focused herein. (d) 
Uninterpreted conventional WNW-ESE seismic line (arbitrary line coinciding with high-resolution line in e). (e) Uninterpreted high-resolution WNW-ESE seismic line 
(inline). Location of the seismic lines in d and e is marked in c. Seismic data courtesy of TGS, WGP and VBPR. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the Web version of this article.) 

T.S. Faleide et al.                                                                                                                                                                                                                               



Marine and Petroleum Geology 143 (2022) 105776

4

3. Methods and workflows 

3.1. Model building - input to fault and fracture corridor models 

The baseline model (Fig. 3) is adopted from Faleide et al. (2021) 
based on fault interpretation and corresponding traced horizons in 
high-resolution seismic data belonging to one of their scenarios (2.4) in a 
study addressing seismic interpretation uncertainties of subsurface 
faults. In this model the fault is interpreted as a single line in the 2D 
section. The traced horizons and fault segments are depth-converted 
according to the two-way travel time (TWT) and average velocity in
formation from the Gemini North well. The depth-converted horizons 
and faults are exported as an image and imported to a graphics program 
(in an artboard with a reasonable pixel size relative to the size of the 
model; preferable 1 px = 1 m, corresponding to 1 m sampling) where 
they are converted to editable traces. Each layer, 32 in total, is assigned 
a colour indicative of lithology. Since faults are often represented in 
seismic data by the displacement of layers/reflections, and not the fault 
plane itself, fault picks are removed. The resultant model is exported as a 
PNG file, ready for input to the seismic modelling software. 

The stratigraphy is divided into four lithologies; sandstone, shaley 
sandstone, sandy shale and shale. The boundary between the lithologies 
is based on the GR log response from the Gemini North well, which 
covers the whole interval. A sand and shale line are set based on the 
average values for the layers corresponding to well-known sandstone 
(Stø Formation) and shale (Fuglen and Hekkingen formations) units 
(Fig. 4). The sandstone layers in the lower Stø Formation are the refer
ence for clean sand with GR = 70 API and PEF = 2.25 b/electron. The 
PEF value supports the definition of sand (Mondol, 2015). The sandstone 
line is set to 75 API, and therefore all layers with GR < 75 is defined as 

sandstone in this study. The shaley Fuglen Formation is the reference for 
clean shale, with a high GR response around 160–165 API, along with 
the fine-grained Hekkingen Formation with values of 130–150 API. 
Based on these formations the shale line is set to 130 API. The high PEF 
value of 3.46 b/electron supports the shale definition (Mondol, 2015). 
Rock units falling between the sand and shale lines of the GR log are 
divided into two mixed lithologies, i.e., shaley sandstone with a GR 
response of 75–102 API and sandy shale with a GR response of 102–130 
API. The combined Density/Neutron log supports the lithology inter
pretation (Fig. 4). 

The baseline model (M1) is further developed by incorporating 
structural features known from detailed studies of outcrops in the field. 
Such studies have established robust statistical relationships between 
fault throw, fault core thickness and damage zone width and intensity (e. 
g., Bastesen et al., 2013; Schueller et al., 2013; Choi et al., 2016; Torabi 
et al., 2020), allowing conditioning of fault zone architecture in 
modelling (Braathen et al., 2009). Empirical relationships between fault 
throws and the width of the damage zone, established by Schueller et al. 
(2013), have been utilized to make a damage zone for the F2 fault 
(Fig. 5). Their statistical damage zone model is established for highly 
porous sandstones, but is herein applied to all units irrespective of li
thology for simplification. This approach adheres to the conclusion of 
Torabi et al. (2020) on fault scaling, advocating that damage zones offer 
similar trends irrespective of lithology and corresponding style of 
deformation. Further, the width of the damage zone is considered 
similar for the hanging wall and footwall to the fault. 

Damage zones can be further subdivided into inner and outer zones 
(Fig. 5b and c), from differences in spatial frequency of structures (e.g., 
Berg and Skar, 2005). As fault core widths are on the cm-dm scale, they 
are herein, for practical purposes considered parts of the inner damage 

Fig. 3. (a) The fault interpretation and corresponding traced horizons based on scenario 2.4 in Faleide et al. (2021) on top of the high-resolution seismic data (in 
time). See Fig. 2e for uninterpreted seismic. (b) The geological model of the depth converted fault and horizons from (a), represented here as the baseline model (M1). 
Vertical exaggeration (VE) 5. (c) The baseline model, M1, in 1:1 scale showing a fault that dips approximately 45◦. Seismic data courtesy of TGS, WGP and VBPR. 
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zone. The width of the fault damage zone, with subdivision into inner 
and outer, is determined based on fault throw, which has a maximum of 
about 60 m but varies along the F2 fault (Fig. 5b). The corresponding 
maximum width of the damage zone is about 50 m. Throw is calculated 
for each stratigraphic unit (Fig. 5b), guiding damage zone width and 
subdivisions of structural element intensity as described in Schueller 
et al. (2013): 

W1av= 3.67T0.46 (1)  

W5av= 2.32T0.46 (2)  

W10av= 1.41T0.44 (3)  

where T = throw in m and Wx = width in m from the fault core. The x 
value of 1, 5 or 10 represents the deformation band density reached at 
the distance Wx from the fault core, either in the footwall or in the 
hanging wall (Schueller et al., 2013). Inner damage zones are repre
sented by the W10 zone = W10av (Eq. (3)), whereas outer damage zones 
are represented by the W1 zone = W1av (Eq. (1)) – W10av (Eq. (3)). As 
the W5 zone (W5av (Eq. (2))) appears narrow in field observations (e.g., 
the Bartlet Wash Fault; Fig. 1b), this zone has been omitted. 

Fracture corridors, as outlined in Ogata et al. (2014) and Gabrielsen 
and Braathen (2014), appear as damage zones along faults and around 
fault-tips, thereby corresponding with fault zone strain outlined above. 
In two models (M5 and M6), one isolated fracture corridor caused by 
fold-crest dilation or fault-tip process zone, without shear offset of 
markers (Ogata et al., 2014), is included (Fig. 5). Joints are implemented 

Fig. 4. Seismic stratigraphic and chronostratigraphic framework of the Upper Triassic, Jurassic and Lower Cretaceous succession in the Hoop area at the Gemini 
North well (7325/4–1). Modified from Faleide et al. (2021). The seismic stratigraphic framework for the Lower Cretaceous is based on, and updated from, the study 
of Faleide et al. (2019), while the Jurassic and Triassic framework is based on given depths of the formation tops in the Gemini North well from the Norwegian 
Petroleum Directorate FactPages (https://factpages.npd.no/). The chronostratigraphic panel is modified from Cohen et al. (2013). The well panel includes the 
seismic data, modelled synthetic traces for the high-resolution data, gamma ray (GR), P-wave velocity (Vp), S-wave velocity (Vs), density/neutron plot and the layers 
colored with respect to its lithology (same colour legend as in Fig. 3). The horizons bounding the layers are marked on the well data (stippled black lines), while the 
formation tops are marked/correlated for the corresponding reflections in the seismic data. The picked shale and sandstone lines are marked on the GR well log. The 
main sandstone and shale units that were used for lithology classification based on the GR log are outlined in yellow and grey respectively. Abbreviations: URU – 
Upper Regional Unconformity, LCU – Lower Cretaceous Unconformity, Fm – Formation, Gp – Group, Tu – Tubåen, TWT – two-way travel time, ms – millisecond, H – 
Horizon, TFu – Top Fuglen, TSt – Top Stø, TFr – Top Fruholmen, TSn – Top Snadd. Seismic data courtesy of TGS, WGP and VBPR. (For interpretation of the references 
to colour in this figure legend, the reader is referred to the Web version of this article.) 
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structures that are distributed as 20 joints (4 joints/meter) at the 
maximum width of 5 m, trailing off towards the tips, as shown in Fig. 5d 
and e. 

3.2. Conditioning elastic properties of lithologies and rock damage 

With implementation of fault damage, elastic parameters (Vp, Vs, 
density) vary in layers within the damage zone close to the fault (Fig. 5; 
Table 1). Fault strain in clean sandstone is conditioned as deformation 
bands, whereas shale units host fractures. For mixed, interlayered 

lithologies, both deformation bands and fractures are applied. Rock 
properties are influenced by rock strain (dilation or compaction; e.g., 
Braathen et al., 2020), partly guided by host-rock porosity. 
High-porosity sandy layers (>12–15% porosity) deform by deformation 
bands, envisioned as cataclastic shear-compaction bands herein (e.g., 
Fossen et al., 2007, 2018). Damage zone compaction causes a decrease 
in porosity and a corresponding increase in velocity and density. For 
lower-porosity units (<15%), such as shales, the damage zone is domi
nated by fractures. Contrary to deformation bands, fractures dilate 
rocks, thereby increasing porosity with corresponding decreases in 

Fig. 5. The main parameters used for building the geological models. (a) The geological model shown is M5 (vertical exaggeration, VE, of 5). The stratigraphy (32 
layers) is divided into four lithologies: sandstone, shaley sand, sandy shale and shale. (b) The damage zone (inner and outer) for the fault is included based on 
empirical relationships between fault throws and the width of the damage zone, established by Schueller et al. (2013). (c) Zoom in of the geological model (VE 5) in a, 
and with the addition of fractures/deformation bands. (d) Zoom in around the isolated fracture corridor of the geological model in a (1:1 scale). (e) Detailed 
conceptual outline of the fracture corridor with the width and total number of fractures (based on Ogata et al., 2014). Abbreviations: DZ – Damage Zone. 
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velocity and density (e.g., Sigernes, 2004; Botter, 2016). Furthermore, 
fluids in fractures impact elastic properties. For instance, when CO2 in 
gas phase replaces water in the fractures, there will be an additional 
decrease in Vp (Agofack et al., 2018). In cases of shaley sandstone, 
deformation is distributed as 2/3 deformation bands and 1/3 fractures, 
compared to sandy shale with 1/3 deformation bands and 2/3 fractures. 

Based on the Gemini North well (Fig. 4), average parameter values 
for each of the 32 layers are calculated (Table A1 in Appendix A). The Vp 
is determined based on the check-shot time-depth information (Fig. 4). 
For layers that are not covered by the Vs and density log data, the pa
rameters are calculated based on the interval Vp and Vp/Vs ratio for the 
same typical lithology in the model, and the Gardner’s rule (Gardner 
et al., 1974) relating velocity (Vp; m/s) and density (ρ; g/cm3), 
respectively: 

ρ= 0.31*V 1
4
p (4) 

In the damage zones, the elastic parameters are adjusted dependant 
on deformation by fractures or deformation bands, and the distribution 
of damage (inner and outer damage zone; Table 1 and Table A1 in Ap
pendix A). The effects of deformation are estimated based on values 
(percentage interval) for maximum decrease and increase of velocity for 
siliciclastic rocks, based on Botter (2016), Botter et al. (2014, 2016) and 
references therein. In the models, deformation bands in sandstones 
cause a 30% increase in Vp and Vs for the inner damage zone and 15% 
for the outer damage zone. In lower-porosity units with fractures, the 
predicted decrease in seismic velocity is 40% for Vp and 30% for Vs in 
the inner damage zone, while Vp and Vs decrease in the outer damage 
zone by 20% and 15%, respectively. In mixed lithologies (shaley sand
stone and sandy shale), the effects between the two end-member type 
lithologies are scaled. In shaley sandstone, there is a 10% increase for Vp 
and Vs for the inner damage zone, and a 5% increase for the outer 
damage zone. For sandy shale, there is a 20% decrease for Vp and a 10% 
decrease for Vs in the inner damage zone, while Vp and Vs decrease in 
the outer damage zone by 10% and 5%, respectively. New densities are 
calculated with Gardner’s rule (Eq. (4)) using the new estimated Vp. The 
values for Vp, Vs and density are presented in Table A1 in Appendix A. 

If gaseous CO2 (or other gases) migrates along a shallow fault, as 
expected above c. 800 m depth, with gas replacing water in the frac
tures, Vp will decrease. An additional ~13% reduction of Vp and ~1% 
reduction of Vs were thus included in the models based on Agofack et al. 

(2018). These values (Table 1) were used to adjust the elastic parameters 
both in the inner and outer damage zones for all layers assumed to have 
fractures filled with gaseous CO2. 

The fracture corridor is divided into 6 intervals (Fig. 5d,e), and the 
reduction of Vp and Vs is in the range of 40%–2% and 30%–2%, 
respectively, taken the maximum reduction from the inner damage zone 
for the shale and interpolating to zero-reduction (outside the fracture 
corridor; Table 2). Average Vp and Vs from the shale units are used as a 
basis for the estimation of reduced Vp, Vs and density within the fracture 
corridor (Table 2). 

3.3. Seismic modelling 

The main steps of the workflow for the 2D PSF-based seismic 
convolution modelling (Lecomte et al., 2015, 2016) are presented in 
Fig. 6 and are similar to Faleide et al. (2021). 2D geological models were 
first created from depth-converted horizons and fault interpretations 
(Fig. 6a–c). The models are 1500 m wide and 450 m high, and the 
sampling interval is 1 m horizontally and 0.2 m vertically. Each layer of 
the model was then assigned constant elastic parameters (i.e., Vp, Vs and 
density; Table A1 in Appendix 1) to further calculate the reflectivity 
using the Zoeppritz equations (Shuey, 1985, Fig. 6d). Given the lack of 
detailed survey information and a velocity model for the considered 
data, a simplified and idealized version of the PSF-based convolution 
modelling is used by directly designing PSFs from a few key parameters 
(Lecomte et al., 2016). A generic illumination pattern is thus selected, 
defined by a regular illumination of all reflector dips until a selected 
maximum (e.g., 0◦–45◦ dip range), in addition to an average velocity, an 
incident angle, and wavelet extracted from the seismic data. Together 
these are used to generate a so-called PSDM filter (Fig. 6). The PSF is 
obtained from a Fourier Transform (FT) of that PSDM filter (Fig. 6e) and 
convolved with the reflectivity model to obtain a synthetic (PSDM-like) 
seismic image (Lecomte et al., 2015, 2016). The synthetic seismic image 
(Fig. 6f) corresponding to the input geological model can then be ana
lysed as a function of various wavelets and the other parameters 
mentioned above. 

In addition, noise is added to the synthetic seismic sections to make it 
more realistic. The colored-noise model is generated by convolution of a 
random white reflectivity model with the same PSF used for the syn
thetic seismic described earlier, thus reproducing the same (PSDM-like) 
filtering effect that the geological models receive in the seismic model
ling. The reflectivity range of the noise model was scaled according to 
the reflectivity range of the input geological model to test different 
signal-to-noise ratios. All synthetic seismic sections, including the noise 
components, were also amplitude-calibrated so that an input – single – 
horizontal reflector of strength +1 yields a flat reflection with a peak of 
amplitude +1. With actual data, such amplitude calibration is per
formed via wavelet estimation for well ties, this to compensate for non- 
preserved amplitudes due to seismic acquisition, processing and imag
ing. With the modelling method used here, the seismic amplitudes are 
constrained from the PSF, which stems itself both from geophysical 
parameters (e.g., wavelet, incident angle, illumination pattern, etc.; 
Lecomte, 2008) and from FFT parameters (size and sampling of the 
imaged area). The single, unit and horizontal reflector test thus allows to 
compensate for both effects by a simple normalization. This amplitude 

Table 1 
How the elastic parameters change from the undamaged rock to the deformed 
rock in the inner and outer damage zones, and when CO2 is present in the 
damage zone. Values taken from Botter (PhD thesis) based on Sigernes (PhD 
thesis). The new Vp, Vs and density are presented in Table A1 in Appendix A. 
*Density is calculated with Gardners relation (Appendix A) based on the new 
estimated Vp.   

Inner damage 
zone 

Outer damage zone Damage zone with 
CO2 

Lithology: Vp Vs ρ Vp Vs ρ Vp Vs ρ 
Sand 1.3 1.3 * 1.15 1.15 * 1.0 1.0 * 

Shaley sand 1.1 1.1 * 1.05 1.05 * 0.87 0.99 * 
Sandy shale 0.8 0.9 * 0.9 0.95 * 0.87 0.99 * 

Shale 0.6 0.7 * 0.8 0.85 * 0.87 0.99 *  

Table 2 
How the elastic parameters change within the fracture corridor. The density is calculated with Gardners relation (Appendix A) based on the new estimated Vp.  

Width [m] Total Fractures Reduction Vp Reduction Vs Estimated Vp [km/s] Estimated Vs [km/s] Estimated density [g/cm3] 

0,25 1 0.98 0.98 2.698 1.247 2.23 
1 4 0.90 0.90 2.478 1.145 2.19 
2 8 0.80 0.85 2.202 1.082 2.12 
3 12 0.70 0.80 1.927 1.018 2.05 
4 16 0.65 0.75 1.789 0.954 2.02 
5 20 0.60 0.70 1.652 0.891 1.98  
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calibration allows therefore direct comparisons between input reflec
tivity and seismic amplitudes (using the same absolute scales for 
display), the latter resulting, however, from various interferences 
(constructive and destructive) of the seismic signals after (PSDM) 
migration, including the possible lack of illumination of steep reflectors. 

A powerful tool for comparison and detection of differences in syn
thetic seismic sections is to make difference plots. Such difference plots 
help to emphasize changes between gas-filled vs water-filled damage 
zones and fracture corridors. Another powerful tool is to compare 
reflectivity and corresponding synthetic wiggle traces for each model, to 
see if these match or miss-match, and superimpose seismic wiggle traces 
for two models together to see the difference in response. 

As shown in Table 3, geophysical parameters such as wavelet, inci
dent angle and illumination pattern are varied to, e.g., represent either 

the conventional or the high-resolution seismic volumes. The wavelets 
are extracted from the two seismic data types. For the target area around 
fault F2 (750–850 TWT interval), the dominant frequencies are 40–45 
Hz and 90 Hz, respectively (power spectrum in Faleide et al., 2021). The 
wavelet corresponding to the high-resolution seismic data is mainly used 
to generate the synthetic seismic images of all geological models. The 
incident angle for the long-offset conventional seismic data is set to 20◦, 
and for short-offset high-resolution data 0◦. The standard geophysical 
parameters (Table 3) for all models in this study comprise: a 45◦ illu
mination angle, implying that reflectors dipping between 0 and 45◦ will 
be illuminated; 0◦ incident angle representing the short-offset high-
resolution seismic data, and the wavelet with frequency of 90 Hz. Two of 
the models, M2 and M5, are tested with both wavelets and different 
incident angles (0◦ and 20◦) to illustrate the resolution differences be
tween high-resolution and conventional data. Model M2 is also gen
erated/tested with different illumination angles: 30◦, 45◦ (as the 
standard parameter for all models) and 90◦ (perfect illumination). 

4. Results of seismic modelling 

In total, six geological models (M1-M6) are tested with seismic 
modelling targeting fault F2 (Figs. 2c, 3a and 7). The models are 1500 m 
wide, 450 m high and consist of 32 layers (Figs. 3 and 5). The main fault 
and horizon/layer interpretations are similar in all scenarios, and the 
widths of the inner and outer damage zone are identical for models M2- 

Fig. 6. The main steps of the 2D point-spread function (PSF)-based seismic convolution modelling workflow (figure updated from Faleide et al., 2021). The database 
(a) consists of post-stack 3D seismic in time and well data. The first step involves the interpretation of the seismic data (b). A geological layered model (c) is created 
based on depth-converted fault and horizon interpretations. Each layer is assigned constant elastic parameters (i.e., Vp, Vs and density (Rho)), to further calculate the 
reflectivity (d). The reflectivity model is convolved with a point spread function (PSF) (e) and the output of the seismic modelling is the synthetic seismic image (f). 
See text for details. Abbreviations: PSDM –Prestack Depth Migration, ISR – Illumination vectors, FT - Fourier Transform. Seismic data courtesy of TGS, WGP 
and VBPR. 

Table 3 
Geophysical parameters used for generating the synthetic seismic sections.  

Geophysical parameters M1 M2 M3 M4 M5 M6 

45◦ illumination, 0◦ incident, P-Cable 
wavelet, 

X X X X X X 

45◦ illumination, 20◦ incident, 
Conventional wavelet  

X   X  

30◦ illumination, 0◦ incident, P-Cable 
wavelet  

X     

90◦ (perfect) illumination, 0◦ incident, P- 
Cable wavelet  

X      
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M6. F2 bifurcates into two segments (F2a, F2b; Figs. 3a and 5a) at 
around 240 m depth; below this, the fault has a dip of 45◦. The two 
segments above, F2a and F2b, have dips of 25–35◦ and 40–45◦, 
respectively. F2a terminates within layer 8 whereas F2b extends to the 
top of the model. Model M1 (the baseline model; based on Faleide et al., 
2021) is F2 without a damage zone (Figs. 3b and 7a); model M2 is F2 
with damage zone (Fig. 7b); model M3 is F2 with damage zone and CO2 
gas in the footwall and hanging wall (Fig. 7c); model M4 is F2 with 
damage zone and CO2 gas in the footwall (Fig. 7d); model M5 is F2 with 
damage zone and an isolated fracture corridor away from F2 (Figs. 5 and 
7e); and model M6 is F2 with damage zone and CO2 leaking from a sandy 
reservoir up into the F2a footwall and in the fracture corridor (Fig. 7f). 
The elastic parameters vary in the layers within the damage zone close 
to the fault, and within the fracture corridor for the last two models 
(Tables 1–2 and Table A1 in Appendix A). 

4.1. Synthetic seismic sections of the fault models 

In the high-resolution synthetic seismic section of model M1 (F2 
without damage zone; Figs. 3, 7a and 8a), splaying of the F2-fault into 
segments F2a and F2b is clearly detectable. Internal layers in the fault 
block, between F2a and F2b, are also well imaged. According to the 
geological input model (Figs. 3b and 7a), F2a terminates within layer 8 
and F2b penetrates up to URU at the base of layer 2 (Fig. 5). The fault tip 
of F2a is identified in the synthetic seismic section (#1, Fig. 8a), while 
the upper fault tip of F2b cannot be identified, thereby deviating from 
the geological model (#2). F2a is imaged below the fault block (#3), just 
before F2a and F2b merge. In the high-amplitude peak (red) in the 
deeper part, the fault plane itself is imaged, in what appears as a dragged 
reflective layer along the fault (#4). 

In model M2 (F2 with damage zone; Fig. 7b), the fault is well imaged 
and both segments F2a and F2b are associated with strong reflections. 
The termination of F2b around layer 2 and where F2a tips within layer 8, 
are clearly seen (#5 and #6, Fig. 8b). Overall, there are more distur
bances in the fault block between the two segments than outside this 
block. A smear of the lower boundaries of layers 10 and 14 from the 
faulted block, across F2b, can be detected in the synthetic seismic sec
tion of M2 (#7, Fig. 8b). Furthermore, parts of F2a below branch-point 
to F2b show enhanced reflections corresponding to the fault envelope 
having the widest damage zone (50 m). Near the branch-point, espe
cially in the footwall of F2a, the amplitude is stronger, ascribed to 
overlapping, and hence, wider damage zones (#8, Fig. 8b). This is the 
case for models M2-M6, all consisting of an inner and outer damage zone 
(Fig. 7). The fault plane is imaged as dipping reflection along the entire 
fault. 

In model M3 (Fig. 7c), gaseous CO2 fills all fractures in the hanging 
wall and footwall damage zones. The synthetic seismic section for this 
model (Fig. 8c) shows that the fault block between F2a and F2b remains 
discernible. There are weak reflections between the layers 8 and 10, but 
there is still an offset in top of layer 8 (#9, Fig. 8c). The layers and zones 
that are filled with gaseous CO2 appear brighter in the synthetic seismic 
sections (#8, Fig. 8c). 

Model M4 deviates from M3 in that CO2 is only filling the damage 
zone in the footwall of F2a (Fig. 7d). The synthetic seismic section of M4 
(Fig. 8d) mimics that of M3 (Fig. 8c), clearly showing the termination of 
both F2a and F2b, and a strong amplitude in the F2a footwall (at #8). 

In model M5, an isolated fracture corridor has been added to M2 east 
of F2 (Figs. 5a and 7e). This fracture corridor is well imaged in the 
synthetic seismic section, as a dipping signal modification, imaged as 
two to three dipping reflections (#10 in Fig. 9c) cutting the horizontal 

Fig. 7. The six geological fault models presented in 1:1 scale. (a) The baseline geological fault model, M1, without a damage zone. (b) Geological fault model, M2, 
fault with damage zone. (c) Geological fault model, M3, with CO2 in both hanging wall and footwall damage zone. (d) Geological fault model, M4, with CO2 in the 
F2a footwall damage zone. (e) Geological fault model, M5, with damage zone and an isolated fracture corridor away from the fault. (d) Geological fault model, M6, 
with CO2 in the thick sandstone layer 23 and the damage zone above in the F2a footwall and in the fracture corridor. Note that the geometry of the damage zone is 
the same for models M2-M6 – based on the details documented in Fig. 5. 
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layers. In accordance with the geological model, there is no sign of 
stratigraphic offset. 

Model M6 presents a fault model with damage zone and a fracture 
corridor similar to M5. In addition, gaseous CO2 is present in the un
damaged thickest sandstone layer in the deep parts and with envisioned 
leaks to the fractures in the F2a footwall damage zone and the fracture 
corridor (Fig. 7f). The blue reflections (trough) reflect very strong am
plitudes in the footwall compared to the hanging wall. In the hanging 
wall, the same interval appears as two bright reflections with no re
flections between them (#11, Fig. 9d). A depression to the right of the 
fracture corridor in the geological model (Fig. 7e and f), the sandy shale 
above the deepest and thickest sandstone layer, can be seen as an iso
lated depression (channel?) in the synthetic seismic section (#12 in 
Fig. 9b,d). 

4.2. Comparison of synthetic seismic sections 

In the synthetic seismic sections for the fault models with damage 
zone (models M2-M6), the upper part of F2b is better imaged compared 
to the model without damage zone (M1) for which F2b does not cut 
layers 3 and 4 (Figs. 8 and 9). The damage zone and the fracture corridor 
of fault models M2-M6 appear wider in imaged synthetic seismic sec
tions (Figs. 8 and 9) compared to the geological models (Fig. 7). The 
synthetic seismic results show that the fault appears better imaged in all 
cases when damage zones are added, mainly driven by stronger ampli
tudes (#8, Figs. 8 and 9). 

CO2-filled fractures create stronger (high-amplitude) reflections 
(models M3, M4 and M6; Figs. 8 and 9) as the change in elastic pa
rameters results in larger changes in velocity and density from the un
damaged rock to the deformed rock in the damage zones. The model 

Fig. 8. Synthetic seismic sections for models M1-M4. 
The following standard seismic modelling parameters 
are utilized: Illumination angle (45◦), wavelet corre
sponding to high-resolution data, incident angle (0◦), 
average velocity (2,72 km/s). Noise is added to the 
synthetic seismic. (a) Synthetic seismic section of the 
baseline model (M1), without damage zone (DZ). The 
PSF and scale (1:1) are the same for all synthetic 
seismic profiles. (b) Synthetic seismic section of M2: 
with damage zone; (c) M3: with damage zone and 
CO2-filled fractures in both hanging wall and footwall 
of F2 (F2a and F2b); and (d) M4: with damage zone 
and CO2-filled fractures in the footwall of F2a. The 
numbered labels point out key observations described 
in the text. The geological models for M1-M4 are 
presented in Fig. 7a–d. The reflectivity (reflection 
coefficients) and corresponding synthetic wiggle trace 
for the interval marked with a vertical line shown for 
each model. Where the CO2 is present, the amplitude 
is stronger.   
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with damage zone and CO2 in both the hanging wall and footwall (M3; 
Figs. 7c and 8c) shows less disturbance in the fault block between F2a 
and F2b than the model with damage zone and water-filled fractures 
(M2; Figs. 7b and 8b), but less internal layers than the model without 
damage zone (M1; Figs. 7a and 8a). The upper part of F2b has opposite 
polarity of the reflections (trough/peak) in M3 compared to M2 and M4, 
which, in the upper part are similar since the fractures in M4 are filled 
with gas only in the footwall of F2a (between #9/7 and #5 in Fig. 8b–d). 

Fig. 8 also displays reflectivity and seismic wiggle traces for each model 
in a key location crossing the F2a and F2b and down to the thick 
sandstone layer (Figs. 3, 5 and 7). Closely spaced events in the reflec
tivity log compared to the seismic wiggle trace show widespread evi
dence of interference. Below the dotted line, the trace are the same for 
models M1-M5, and above the dotted line the wiggles for each model 
differs from each other. Where the CO2 is present, the amplitudes are 
stronger (Figs. 8 and 9). 

Fig. 9. Synthetic seismic sections with vertical 
exaggeration (VE) 5 of (a) M5: fault model with 
damage zone (DZ) and an isolated fracture corridor 
away from the fault and (b) M6: with damage zone 
and CO2 filled in the thick sandstone layer in the 
footwall, in the fractures in the damage zone above 
this layer (in the footwall) and in the fracture 
corridor. The reflectivity (reflection coefficients) and 
corresponding synthetic wiggle trace for the interval 
marked with a vertical line shown for each model. 
Synthetic seismic section at 1:1 scale of (c) M5 and 
(d) M6 (location stippled square in a and b). The 
numbered labels point out key observations described 
in the text. (e) Difference plot of the synthetic seismic 
section of M5 (c) – M6 (d), and superposition of the 
seismic wiggle trace of M5 and M6. Abbreviations: 
Fm - Formation.   
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At a first glance, the models with damage zones (models M2-M6; 
Figs. 7–9) appear very similar, however, the difference plots and the 
superposed seismic wiggle traces for the comparisons between two and 
two models document differences (Figs. 9e and 10). Since M2-M4 have 
the same fault geometry, the changes in seismic response are related to 
the effect of CO2 (Figs. 8 and 10), and the same is the case for M5 and M6 
(Fig. 9e). In the difference plot between M3 and M4, there are two places 
along the fault zone where they are similar; hence no signal in the dif
ference plots (Fig. 10c). This is where the thickest sandstone layers are 
present (Fig. 3b), which have no CO2 within the damage zone as they 
contain no fractures. The effect of injecting CO2 in the undamaged 
sandstone, the isolated fracture corridor and in the footwall damage 
zone above the sandstone layer is clearly visible in the difference plot of 
M5 and M6 (Fig. 9e). 

4.3. Sensitivity analysis of key geophysical parameters 

The effects of utilizing different wavelets and incident angles for M2 
and M5 are shown in Fig. 11. The synthetic seismic sections emphasize 

the importance of resolution in conventional and high-resolution 
seismic datasets; there is more interference of the reflections in the 
conventional synthetic section (7 reflections in the interval of 90–200 m, 
compared to 14 in the same interval for the high-resolution, Fig. 11). In 
the conventional synthetic seismic the faulted block in between F2a and 
F2b is not resolved but is indicated by a disturbance (#13, Fig. 11b,d). 
Further, F2a and F2b are less prominent in the shallow part (above the 
faults splay around 240 m), but they can barely be detected at the 
termination near top layer 3 and at top of layer 8 (#5 and #6 in Fig. 11b, 
d). 

The damage zone is not that well imaged in the conventional syn
thetic seismic sections compared to the high-resolution synthetic sec
tion, although it is possible to detect and identify the presence of the 
structure (#8, Fig. 11). The maximum width of the fracture corridor (5 
m) is near the detection threshold for high-resolution data, and below 
the threshold for conventional seismic data. Despite this, the fracture 
corridor in M5 is imaged in both the high-resolution and conventional 
synthetic seismic section (Fig. 11c and d), with the fracture corridor seen 
as smeared reflections contrasting the surrounding reflective horizons 

Fig. 10. Difference plots of models M2-M4. (a) M2 – 
M3, (b) M2 – M4 and (c) M3 – M4. All models have 
the same fault architecture, but different content in 
the damage zones (with and without CO2). Each 
comparison include a difference plot and specific 
areas (marked as boxes on the difference plot) where 
also the synthetic seismic for each model is presented. 
In addition, superimposed seismic wiggle traces for 
the models are marked with a black line inside each 
box and shown on the side of the synthetic seismic.   
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(#10, Fig. 11). 
The results of the sensitivity analysis of utilizing different illumina

tion angles; 30◦, 45◦ and 90◦ (perfect illumination) on M2 are shown in 
Fig. 12. For 45◦ and 90◦ illumination the fault is well imaged. However, 
the 30◦ illumination case has problems imaging most of the fault 
segments. 

5. Discussion 

Fault imaging in seismic data depends on geological constraints, such 
as truncation and offset of horizons, fault dip, geometry and intrinsic 
architecture, location of fault tips and process zones, and width and 
strain of relay ramps (3D aspects). The constraints combined with 
geophysical limitations (e.g., resolution) hinders fault interpretation. 
Most studies applying seismic modelling tools have targeted outcrop 

scenarios (e.g., Anell et al., 2016; Botter et al., 2017; Rabbel et al., 2018; 
Eide et al., 2018; Lubrano-Lavadera et al., 2018; Wrona et al., 2020). 
The advantage of using outcrops as conditioning is that they provide a 
viable geometric model (small details, geometries, segmentations etc.; 
Fig. 1). Shortcomings of this include the reliance on single unique lo
cations often lacking measured petrophysical parameters. For some 
outcrops, samples are taken for laboratory petrophysical measurements 
but still there are uncertainties regarding how relevant these are making 
synthetic seismic for a subsurface cases. Another approach to building 
geological models for input to seismic modelling is by using analogue 
models (Kjoberg et al., 2017) or numerical discrete element models 
(DEM; Botter et al., 2014, 2016). This study is based on an approach that 
combines the impact of seismic and sub-seismic structures, such as 
damage zones, providing a realistic fault model, and has the potential to 
narrow the gap between seismic and outcrop data. Structural details 

Fig. 11. Result of changing wavelet and incident 
angle corresponding to high-resolution seismic data 
(left) and conventional seismic data (right). High- 
resolution synthetic seismic section (a) and conven
tional synthetic seismic section (b) of the fault model 
M2 with damage zone. High-resolution synthetic 
seismic section (c) and conventional synthetic seismic 
section (d) of the fault model M5 with damage zone 
and an isolated fracture corridor away from the fault. 
Vertical exaggeration 5 for synthetic seismic and 
corresponding PSF.   
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known from outcrop studies are combined with shallow subsurface 
geophysical and geological information based on high-resolution 
seismic data and well data. The Hoop area was selected because of its 
unique database for such a generic study addressing to what degree 
detailed fault architectures and gas seeps can be detected and resolved in 
seismic data. 

5.1. Model building and conditioning 

The model building in this study with conditioning of the two 
damage zone bins (inner and outer), with deformation bands and/or 
fractures for a combination of mixed lithologies, comes with un
certainties. These uncertainties can partly be ascribed to fault growth 

Fig. 12. (a) Geological model M2 in 1:1 scale. Colour scale as in Fig. 5. Result of changing illumination angle for M2 with (b) 30◦, (c) 45◦ (as the rest of the synthetic 
seismic sections in the paper) and (d) 90◦ (perfect illumination). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 
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mechanisms and rheology (Braathen et al., 2013) and partly to layer 
mechanics (Ogata et al., 2014; Ferrill et al., 2017). A model forecasting 
strict boundaries for deformation bands versus fracture damage zones, 
based in lithology and thereby excluding lithification effects (compac
tion, cementation), is a simplification. The forecasted changes in density 
and velocity for the inner and outer damage zone are therefore associ
ated with uncertainties. 

As the study is not directly based on outcrop data, where deforma
tion features can be characterized in detail (e.g., types of deformation 
bands and fractures, frequency distribution etc.), simplifications to the 
models are made (Figs. 5 and 7). These simplifications are justified by 
the fact that seismic data resolution is below outcrop resolution, limiting 
what we can interpret from seismic data. The tuning of velocities for this 
study are literature based conceptual values (Sigernes, 2004; Botter, 
2016; Botter et al., 2014, 2016; Agofack et al., 2018) and the density is 
estimated based on the estimated Vp. The succession was divided into 
four lithologies, and each layer is considered homogeneous for simpli
fication (same velocity and density within each layer, differences inside 
and outside the damage zone; Fig. 5, Table 1 and Table A1 in Appendix 
A). 

The basic fault model without a damage zone (M1; Figs. 3b and 7a) is 
based on high-resolution seismic data and hence represents an inter
mediate resolution case between outcrop and conventional seismic data 
(higher versus lower resolution, respectively). Design of the detailed 
models M2-M6 (Figs. 5 and 7) complies with the mentioned outcrop- 
derived empirical laws and gross geophysical conditioning. A natural 
next step would be to build and test fault models based on relevant 
outcrops having better resolution to make more detailed models to avoid 
the simplifications applied in this study. Ideally, this outcrop should also 
be sampled for laboratory measurements of key petrophysical 
parameters. 

5.2. Seismic resolution and imaging of detailed fault architecture 

Conventional 3D seismic data represent the norm for detailed fault 
studies in seismic data, while high-resolution P-Cable data still remains 
rare. The better resolution in the latter, however, allows greater recog
nition of details, such as subtle fault geometry and architecture. In this 
study, the P-Cable data achieves 3–7 m vertical resolution, compared to 
15–25 m for the conventional seismic data. Structures at or below 
seismic resolution are clearly detected in the synthetic seismic (e.g., 
Figs. 8, 9 and 11). The introduction of gas within fractures of the damage 
zone (Figs. 8 and 10) and in a separate fracture corridor (Fig. 9), en
hances the seismic signature of these features even further. These fea
tures are clearly detected in the synthetic seismic sections and show that 
tuning occurs within the limit of visibility (detection) and limit of 
separability (vertical resolution) in both types of seismic data (Fig. 11). 
In the high-resolution data, many of the details are resolved. 

The fault models based on high-resolution seismic data from the 
Barents Sea provide a unique opportunity to investigate the use of high- 
resolution P-Cable data and the application of seismic attributes on both 
seismic data types for improving our capabilities in fault interpretation 
and gas detection. One limiting factor is that P-Cable data work best 
above the first seabed multiple in marine seismic data, hence covering 
the shallow subsurface (Planke et al., 2010; Lebedeva-Ivanova et al., 
2018). In the study area, water depths are about 450 m (600 ms TWT), 
allowing high-resolution data down to 1200 ms TWT (about 900 m 
below the seabed). As the targeted faults, analysed herein are shallow 
(upper 500 m below the seabed; Fig. 3), attenuation of seismic energy 
with depth is limited (Brown, 2011). Also, changes in velocities within 
the studied depth interval appear moderate (2,2–3,2 km/s; Table A1 in 
Appendix A), limiting the impact of burial related compaction on ve
locity (Bjørlykke and Jahren, 2015). There is, however, a decrease in 
dominant frequency down to the targeted geology, from 150 Hz to 90 Hz 
for the high-resolution data, while the conventional data shows minimal 
changes. 

The introduced fault architecture adds sub-seismic structures 
(deformation bands and fractures) that will ultimately affect the seismic 
image. Strikingly, these added structures show up in the synthetic 
seismic sections, and are enhanced when introducing gas within frac
tures of the damage zones and in the fracture corridor (Figs. 8–10). 
Resolution, and hence identification of fault damage zones, is sensitive 
to velocity. According to Boadu (1997), fracture-induced velocity 
changes become insensitive to fracture density at higher strains. This 
sensitivity reflects a shift to domineering fracture properties over
shadowing rock properties. 

When comparing seismic data to actual geology, it is important to 
consider the structural geometry in 1:1-scale so that the fault interpre
tation can be directly compared to faults in outcrop. Seismic sections are 
indeed often displayed with a high vertical exaggeration, which actually 
masks the impact of lateral resolution issues, though it is known that 
lateral resolution (combined with lack of illumination) are worse than 
the vertical resolution by at least a factor 2. In this study, most of the 
synthetic seismic sections are displayed in 1:1 scale (e.g., Figs. 8–10 and 
12). 

Seismic attributes do not change or improve the objective uncer
tainty. However, they can be applied in various combinations to high
light details not immediately apparent. The time-slices through the 
variance cube show signal discontinuities up to 60–80 m wide that could 
reflect faults with damage zones (Fig. 2c). Given the bin size of the high- 
resolution seismic data, and the corresponding horizontal resolution, 
these zones have been sampled up to ten times across the fault zone. The 
results are promising with respect to mapping the widths of damage 
zones at different depths in the subsurface for deformed sedimentary 
units, similar to the conclusions drawn by Alaei and Torabi (2017) from 
a study of conventional seismic data. Of concern is that both the results 
of this study, along with those of Alaei and Torabi (2017), yield 
conceivable damage zones that are wider than those predicted by 
outcrop-based global trend lines. A strength of the seismic data is the 3D 
control that we usually lack in outcrops. 

The fracture corridor in the synthetic seismic sections appears 
similar to features discernible in the shallow subsurface seismic data of 
the Fingerdjupet Subbasin (Serck et al., 2017) and the Hoop graben 
(Fig. 13). When interpreting the subsurface seismic data (both areas are 
covered by conventional 3D seismic data with 2 ms processing), these 
features are overlooked as no obvious explanation is available; they are 
not minor faults as they lack evidence of throw. Notably, they appear 
strikingly similar to fracture corridors encountered in the synthetic 
seismic sections, suggesting they represent tabular zones of joints. As 
they appear in shale-dominated successions, there could be a link to 
compaction that triggers polygonal faulting. 

5.3. Detection of gas 

Faults are often associated with the formation of structural traps, and 
structural traps can be potential sites for CO2 storage. The lithology, 
juxtaposition, damage zone and fault-core will determine if a fault zone 
will be sealing or act as a potential conduit for fluids (e.g., Ogata et al., 
2014). Seismic modelling of CO2 migration within a fault zone can 
provide insight into the detectability and seismic expression associated 
with such a scenario. This study focused on the detection of shallow CO2 
in a gaseous phase, different from the more higher density supercritical 
state in which CO2 would be injected in a deeper reservoir. This study 
indicates that CO2 within fault damage zones and fracture corridors 
creates a significant signal compared to the base case scenario (Figs. 9e 
and 10) suggesting that it will be possible to monitor and detect CO2 
leakage over time at repository locations. 

A powerful tool for comparison and detection of differences in syn
thetic seismic sections is the application of difference plots, comparing 
two images that can identify subtle changes in signals. In our analyses, 
difference plots especially detect alterations between fault zones with a 
damage zone with and without CO2 (Figs. 9e and 10). 
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Monitoring technologies rely on time-lapse comparative seismic to 
detect changes with time (Arts et al., 2003; Chadwick et al., 2004; Eiken 
et al., 2011; Furre and Eiken, 2014), much like the difference plots 
generated here (Figs. 9e and 10). A recent analysis by Waage et al. 
(2021) suggests P-Cable technologies can serve as a valuable monitoring 
tool in detecting even small (low percentage saturation) leakages at 
30–300 times the detection limit of conventional seismic data. Further 
study into the limits in detecting different saturation models, with var
iations in distribution and changes in seismic parameters, would better 
constrain the threshold for identifying CO2 migration. 

6. Summary and conclusions 

This study explores detection and resolution thresholds in synthetic 
seismic data on fault architecture and gas seeps associated with a 
shallow fault imaged in P-Cable, high-resolution seismic data. The re
sults are based on a detailed geological model with viable fault archi
tecture including sub-seismic structures of damage zones, which is 
conditioned by outcrop-based empirical laws for fracture and defor
mation band distribution. Elastic parameters are conditioned by strain in 
four lithologies; sandstone, shaley sandstone, sandy shale and shale; in 
which damage zones of sandstone layers host deformation bands con
trary to shale layers with fractures, or a combination of the two. This 
study utilized a 2D PSF-based seismic convolution modelling to generate 
PSDM-alike synthetic seismic data, thus including full resolution and 
illumination effects, though in 2D only due to the input models. 

The main findings of this study can be summarized as follows: (1) 
Adding damage zones to the baseline fault model gives rise to stronger 
disturbances of the seismic signals within a broader zone; (2) High- 
resolution seismic data have the ability to detect and outline damage 
zones in the shallow subsurface; (3) An isolated, narrow fracture 
corridor is clearly visible as dipping reflections crossing the horizons, 
which shows no stratigraphic offset; (4) CO2-filled fractures in the 
damage zone and in the fracture corridor give a stronger seismic 
response than models without CO2; (5) Sensitivity tests show good im
aging for illumination ≥45◦, which is the average dip of the main fault 
segment; (6) These findings offer guidance for seismic monitoring, e.g., 
building realistic models for seismic modelling simulating time-lapse 
(4D) seismic in relation to CO2 storage. 
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Klausen, T.G., Müller, R., Sláma, J., Olaussen, S., Rismyhr, B., Helland-Hansen, W., 2018. 
Depositional history of a condensed shallow marine reservoir succession: 
stratigraphy and detrital zircon geochronology of the Jurassic Stø Formation, Barents 
Sea. J. Geol. Soc. 175 (1), 130–145. 

Lebedeva-Ivanova, N., Polteau, S., Bellwald, B., Planke, S., Berndt, C., Stokke, H.H., 
2018. Toward one-meter resolution in 3D seismic. Lead. Edge 37 (11), 818–828. 
https://doi.org/10.1190/tle37110818.1. 

Lecomte, I., 2008. Resolution and illumination analyses in PSDM: a ray-based approach. 
Lead. Edge 27, 650–663. https://doi.org/10.1190/1.2919584. 

Lecomte, I., Lavadera, P.L., Anell, I., Buckley, S.J., Schmid, D.W., Heeremans, M., 2015. 
Ray-based seismic modeling of geologic models: understanding and analyzing 
seismic images efficiently. Interpretation 3 (4), SAC71–SAC89. https://doi.org/ 
10.1190/INT-2015-0061.1. 

Lecomte, I., Lavadera, P.L., Botter, C., Anell, I., Buckley, S.J., Eide, C.H., Grippa, A., 
Mascolo, V., Kjoberg, S., 2016. 2(3)D convolution modelling of complex geological 
targets beyond – 1D convolution. First Break 34 (5), 99–107. 

Lubrano-Lavadera, P., Senger, K., Lecomte, I., Mulrooney, M.J., Kühn, D., 2018. Seismic 
modelling of metre-scale normal faults at a reservoir-cap rock interface in Central 
Spitsbergen, Svalbard: implications for CO2 storage. Norw. J. Geol. 99 (2), 329–347. 
https://doi.org/10.17850/njg003. 

Mendoza, J.S., Martinez, H.M.D., Stueland, E., 2019. Facies Characterization and 
Depositional Architecture of the Fruholmen and Stø Formation, Barents Sea, 
Norway. 2019. AAPG Annual Convention and Exhibition, San Antonio, Texas.  

Michie, E.A.H., Mulrooney, M.J., Braathen, A., 2021. fault interpretation uncertainties 
using seismic data, and the effects on fault seal analysis: a case study from the horda 
platform, with implications for CO2 storage. Solid Earth Discuss. https://doi.org/ 
10.5194/se-2021-23 [preprint].  

Mondol, N.H., 2015. Well logging: principles, applications and uncertainties. In: 
Bjørlykke, K. (Ed.), Petroleum Geoscience: from Sedimentary Environments to Rock 
Physics, Second. Springer Berlin Heidelberg, pp. 385–425. https://doi.org/10.1007/ 
978-3-642-34132-8_16. 

Ogata, K., Senger, K., Braathen, A., Tveranger, J., 2014. Fracture corridors as seal-bypass 
systems in siliciclastic reservoir-cap rock successions: field-based insights from the 
Jurassic Entrada Formation (SE Utah, USA). J. Struct. Geol. 66, 162–187. https:// 
doi.org/10.1016/j.jsg.2014.05.005. 

Ottesen, D., Rise, L., Sletten Andersen, E., Bugge, T., Eidvin, T., 2009. Geological 
evolution of the Norwegian continental shelf between 61◦ N and 68◦ N during the 
last 3 million years. Norwegian Journal of Geology/Norsk Geologisk Forening 89 (4). 

Planke, S., Berndt, C., Mienert, J., Bünz, S., Eriksen, F.~N., Eriksen, O.~K., 2010. P- 
cable: new high-resolution 3D seismic acquisition technology. In: EGU General 
Assembly Conference Abstracts, 12, 13618. May 2014.  

Planke, S., Erikson, F.N., Berndt, C., Mienert, J., Masson, D., 2009. P-cable high- 
resolution seismic. Oceanography 22 (1). https://doi.org/10.5670/ 
oceanog.2009.09, 85–85.  

Rabbel, O., Galland, O., Mair, K., Lecomte, I., Senger, K., Spacapan, J.B., Manceda, R., 
2018. From field analogues to realistic seismic modelling: a case study of an oil- 
producing andesitic sill complex in the Neuquén Basin, Argentina. J. Geol. Soc. 175 
(4), 580–593. https://doi.org/10.1144/jgs2017-116. 

Schueller, S., Braathen, A., Fossen, H., Tveranger, J., 2013. Spatial distribution of 
deformation bands in damage zones of extensional faults in porous sandstones: 
statistical analysis of field data. J. Struct. Geol. 52 (1), 148–162. https://doi.org/ 
10.1016/j.jsg.2013.03.013. 

Schaaf, A., Bond, C.E., 2019. Quantification of uncertainty in 3-D seismic interpretation: 
implications for deterministic and stochastic geomodeling and machine learning. 
Solid Earth 10 (4), 1049–1061. https://doi.org/10.5194/se-10-1049-2019. 

Serck, C.S., Faleide, J.I., Braathen, A., Kjølhamar, B., Escalona, A., 2017. Jurassic to early 
cretaceous basin configuration(s) in the Fingerdjupet Subbasin, SW Barents Sea. 
Mar. Petrol. Geol. 86, 874–891. https://doi.org/10.1016/j.marpetgeo.2017.06.044. 

Shuey, R.T., 1985. Simplification of the Zoeppritz equations. Geophysics 50 (4), 
609–614. https://doi.org/10.1190/1.1441936. 

Sigernes, L.T., 2004. Rock Physics of Extensional Faults and Their Seismic Imaging 
Properties, p. 366. Dissertation, PhD.  

Torabi, A., Ellingsen, T.S.S., Johannessen, M.U., Alaei, B., Rotevatn, A., Chiarella, D., 
2020. Fault zone architecture and its scaling laws: where does the damage zone start 
and stop? Geol. Soc. Lond. Spec. Publ. 496 (1), 99–124. https://doi.org/10.1144/ 
sp496-2018-151. 

Waage, M., Singhroha, S., Bünz, S., Planke, S., Waghorn, K.A., Bellwald, B., 2021. 
Feasibility of using the P-Cable high-resolution 3D seismic system in detecting and 
monitoring CO2 leakage. Int. J. Greenh. Gas Control 106, 103240. 

Wibberley, C.A.J., Yielding, G., Di Toro, G., 2008. Recent Advances in the Understanding 
of Fault Zone Internal Structure: A Review, vol. 299. Geological Society Special 
Publication, pp. 5–33. https://doi.org/10.1144/SP299.2. 

Worsley, D., 2008. The post-Caledonian development of Svalbard and the western 
Barents Sea. Polar Res. 27 (3), 298–317. https://doi.org/10.1111/j.1751- 
8369.2008.00085.x. 

Wrona, T., Fossen, H., Lecomte, I., Eide, C.H., Gawthorpe, R.L., 2020. Seismic expression 
of shear zones: insights from 2-D point-spread-function based convolution 
modelling. J. Struct. Geol. 140, 104121 https://doi.org/10.1016/j.jsg.2020.104121. 
June.  

T.S. Faleide et al.                                                                                                                                                                                                                               

https://doi.org/10.1190/INT-2016-0159.1
https://doi.org/10.1190/INT-2016-0159.1
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref35
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref35
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref35
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref35
https://doi.org/10.1190/tle37110818.1
https://doi.org/10.1190/1.2919584
https://doi.org/10.1190/INT-2015-0061.1
https://doi.org/10.1190/INT-2015-0061.1
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref39
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref39
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref39
https://doi.org/10.17850/njg003
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref41
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref41
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref41
https://doi.org/10.5194/se-2021-23
https://doi.org/10.5194/se-2021-23
https://doi.org/10.1007/978-3-642-34132-8_16
https://doi.org/10.1007/978-3-642-34132-8_16
https://doi.org/10.1016/j.jsg.2014.05.005
https://doi.org/10.1016/j.jsg.2014.05.005
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref46
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref46
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref46
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref47
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref47
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref47
https://doi.org/10.5670/oceanog.2009.09
https://doi.org/10.5670/oceanog.2009.09
https://doi.org/10.1144/jgs2017-116
https://doi.org/10.1016/j.jsg.2013.03.013
https://doi.org/10.1016/j.jsg.2013.03.013
https://doi.org/10.5194/se-10-1049-2019
https://doi.org/10.1016/j.marpetgeo.2017.06.044
https://doi.org/10.1190/1.1441936
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref54
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref54
https://doi.org/10.1144/sp496-2018-151
https://doi.org/10.1144/sp496-2018-151
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref56
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref56
http://refhub.elsevier.com/S0264-8172(22)00254-9/sref56
https://doi.org/10.1144/SP299.2
https://doi.org/10.1111/j.1751-8369.2008.00085.x
https://doi.org/10.1111/j.1751-8369.2008.00085.x
https://doi.org/10.1016/j.jsg.2020.104121

	Exploring seismic detection and resolution thresholds of fault zones and gas seeps in the shallow subsurface using seismic  ...
	1 Introduction
	2 Data and geological setting
	3 Methods and workflows
	3.1 Model building - input to fault and fracture corridor models
	3.2 Conditioning elastic properties of lithologies and rock damage
	3.3 Seismic modelling

	4 Results of seismic modelling
	4.1 Synthetic seismic sections of the fault models
	4.2 Comparison of synthetic seismic sections
	4.3 Sensitivity analysis of key geophysical parameters

	5 Discussion
	5.1 Model building and conditioning
	5.2 Seismic resolution and imaging of detailed fault architecture
	5.3 Detection of gas

	6 Summary and conclusions
	Declaration of competing interest
	Acknowledgements
	Appendix Acknowledgements
	References


