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Abstract

Detecting and isolating faults on heavy dutyigkds is very important because it helps maintagh lvehicle performance,
low emissions, fuel economy, high vehicle safetgt ansures repair and service efficiency. Thesefactre important because
they help reduce the overall life cycle cost ofeticle. The aim of this paper is to deliver a Wepliation model which aids
the professional technician or vehicle user withibautomobile knowledge to access the working tmmdof the vehicles and
detect the fault subsystem in the vehicles. Theaad this system is to visualize the data acquirech vehicle, diagnosis the
fault component using trained fault model obtaifredn improvised Machine Learning (ML) classifiensdagenerate a report.
The visualization page is built with plotly pythgrackage and prepared with selected parameter frarbdard Diagnosis
(OBD) tool data. The Histogram data is pre-procgssith techniques such as null value Imputatiombégues, Standardization
and Balancing methods in order to increase theitgual training and it is trained with ClassifierSinally, Classifier is tested
and the Performance Metrics such as Accuracy, $toegi Re-call and F1 measure which are calculatech the Confusion
Matrix. The proposed methodology for fault modekdiction uses supervised algorithms such as Randoraest (RF),
Ensemble Algorithm like AdaBoost Algorithm whichfeff reasonable Accuracy and Recall. The Python ggekoblib is used
to save the model weights and reduce the compuo#dtibme. Google Colabs is used as the python enmient as it offers
versatile features and PyCharm is utilised fordaeelopment of Web application. Hence, the Webiegiibn, outcome of this
proposed work can, not only serve as the perfegipamion to minimize the cost of time and money Ined in unnecessary
checks done for fault system detection but alse #dquickly detect and isolate the faulty systenavoid the propagation of
errors that can lead to more dangerous cases.
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1. Introduction

With the continuous advancements in automobikk electronic industry, the structure of vehiclesdmes more complex and
increase in degree of automations required. Thenamtous vehicles are also being developed to rethechuman intervention
which leads to the utilization of predetermined he@mof ECUs (Electronic Control Unit) for the opimad control of different
subsystems like Engine, transmission, drive wheelEhe demand for the control system and ECUs nit#pen the application
and autonomous levels (Xie et al., 2019). For examan autonomous excavator needs much control cangimunication
networks like CAN bus (Controlled Area Network) ffficiently transferring data packets between soafethe subsystem.
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A typical vehicle consists of 90 ECUs, each gesd and integrated to perform a selected functizue to the complex
character of interconnected ECUs and the large atafidata available within each ECU, manually dieg all available vehicle
data is complex. (Svard et al., 2014). The Engi@&JEontrols the fuel injection and valve timingtbé inlet and exhaust ports by
evaluating the crankshaft position and drive-wheeth patterns which links crankshaft and camsBafne advanced automobile
manufacturers like Volvo, Volkswagen design ECU mialty for monitoring and control but also for stagithe parameter to check
fault events and diagnostics in the ECU’s NVM (Nadatile Memory). The figure 1 shows the block deamg of Engine ECU

and their functions.
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Fig 1. Engine Control Unit Functions

Analysis

The goal of this paper is to deliver a User fiatee model which aids the professional techni@arvehicle user with basic
automobile knowledge to access the working condlitibthe vehicles and detect the fault subsystetheriehicles (Sankavaram
et al., 2015). The scope of this system is to Vizeigdhe data acquired from vehicle and diagndsés fault component using
trained fault model obtained from Improvised MLgddiers.

Our aim is to attenuate the prices dealt with:

* Unwanted checks done by a mechanic.

* Missing a fault, which may lead to a failure in finéure.

» Frequent replacement of good parts of vehicles

» High technology tools required to check vehicleditan by substituting it with ML based web applica.

Vehicles have the potential to change the utheffic landscape. The complexity of automotivetepss is increasing at a rapid
rate to improve vehicle performance. There is aBsoincreasing reliance on electronic control ufE€Us) to monitor the
condition of vehicle components. (Gomes and Woli2D). This is because operating problems associaitt degraded
components, faulty sensors and inefficient conteffect the efficiency, safety and reliability dfet vehicle, thereby leading to
high costs. Warranty fees can be high. Therefdrés important to quickly detect and isolate theltia system to avoid the
propagation of errors that can lead to more dangecases (Sankavaram et al., 2010). It is a teqioasess to detect the fault
component manually without the help of an expegentechnician, it costs more time and improperireggvice may also result
in more adverse scenarios.

Detecting and isolating faults on cars is venportant because it helps maintain high vehicléoperance, low emissions, fuel
economy, high vehicle safety and ensures repairsandce efficiency (Xie et al., 2018). These fastare important because they
help reduce the overall life cycle cost of a vehi(@Quangi et al., 2011). Hence the data must beirezh from the concerned
vehicle periodically and stored in a remote datapadich are analyzed later to monitor the openaticondition and predict the
fault component in the system reducing the costtanel which arises from fault component replacenaent repair.

Section 2 explores the literature survey madéah detection techniques and Supervised Mach@aning Classifiers. Section
3, which describes the Implementation of the syspgoposed. Section 4 details the results and dismusThe performance
analysis and implementation process is elaborateddtion 5. Conclusion and References are prasensections 6 and 7.

2. Literature review

In Obodoeze et al. (2018), the author tendsrapgse a vehicle fault detection system is a coermgd application with
advanced online fault reporting functionality. Thigsstem works by computer software that capturesdisplays the faults to the
user and the user can also send the report bablk tmechanic via email and SMS for immediate feeklb@ihe proposed system
reduces human labor and works rigorously in trybogdetect defects. It also helps to reduce vehimkntenance and
troubleshooting costs by reducing time wasted §xist failures.
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Fig 2. Database Storage Model

The fault detection and isolation (FDI) systesrused to detect the occurrence of fault events 3ystem has been designed
using Microsoft Visual Studio.net as the front exrdl thus Microsoft Access Database Structured Quanguage (SQL) as the
backend to store error string information that osay come from the system. The database model dreatkepicted in Figure 2.
The author designed the software to have 5 fornistefaction with the user in every possible waghow the errors detected by
FDI (Sankavaram e al., 2015). The computer sys@muaiderstand the digital signal coming from theCAfAnalogue to Digital
Converter) and control the signal and translatmti a high-level language. All incident activitieslated to the vehicle are
normally tracked and even generated using a lag for observation.

Due to the safety-critical nature of hybrid/etecvehicles, data is collected from test drivesmd tests, customer logs, etc. and
analyzed in detail to find potential errors anduias. However, due to the huge amount of datdahlai on these vehicles, it is
not possible for humans to manually check each gatiat (Nair and Koustubh, 2017). This paper pr@sosiodern techniques
based on machine learning technology to processdiglectric vehicle data and detect anomaliesehiele behavior. Explore
some powerful machine learning algorithms, fineeiio fit the use case of hybrid/electric vehicégadanalytics for faster and
more accurate anomaly detection.
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Fig 3 Data visualization of test parameters

Using Machine learning mechanisms, the diffeeebetween normal and abnormal behaviours can Ipetlr|am the available
vehicle data and then, when a new actual vehisked@&ta is fed to the system, the system can eseeslults learned in the past to
confidently detect errors in the vehicle data aibdut abnormal behavior. common to vehicle datastistem can alert experts to
further look into certain areas of data where a®isus anomaly may be hidden.The figure 3 defsotse test signals recordings
from vehicle ECU. The Single layer Support vectataddescriptor (SVDD) technique for hybrid electvighicle data analysis
using RBF kernel is discussed in this article additeonal techniques for more robust and fast argndatection have been
described in more detail. It is observed that SV@dheralizes to decision boundaries better andrfagth kmeans clustering
(Pedregosa et al., 2011). Multi-glass error detectvas used by implementing a rule-based classifiaddition to conventional
SVDD. According to the paper, further improvemeintghis technique can be achieved by using the pafartificial neural
networks.

In Quangi et al. (2011), the author extrapoldibesgeneral design of a bus data acquisition aolf diagnosis system based on
OBD (OnBoard Diagnostics), focusing on its lowemputer systems such as ARM microcontrollers andgdeprinciples
computer software system higher. This system isdas widely used CAN bus technology, to extrafidrimation about vehicle
condition or fault. The CAN bus adopts the SAE ({8tcof Automotive Engineers) J1939 protocol stadddhe CAN bus data
acquisition and analysis system follows the SAE®1®®tocol, providing about 400 errors.
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Fig. 4. The structure of the fault diagnosis anditasing system
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The System hardware includes integrated processtrol circuit, power supply circuit, CAN busauit, LCD display(Liquid-
Crystal Display) circuits, GPRS (General Packet iea8lervice) circuit, JTAG (Joint Test Action Grougiycuit, and USB
(Universal Serial Bus) circuit.The structure of taeilt diagnosis and monitoring system is showrFigure 4. The system is
connected to the vehicle via the OBD interface mwgtives and analyzes parameters such as engileealil pressure, and water
temperature. cooling, etc. The LCD display shovesfgult tree analysis to the pilots through thdtfare principle. The fault tree
model that describes the purpose, function, aradiogiship of a structure is a type of qualitativel @ausal model.

The information can be sent to the higher compsaystem via USB or to the management center AR%; to realize remote
vehicle monitoring and fault diagnosis. In softwatesign, the goal is to realize the functionalifytloe system through the
program that corresponds to the hardware systempidgram is designed according to the integraga@ldpment platform IAR
EW (Embedded Workbench) providing rich library reeggdfunctionality for the system. Configuration aimitialization of the
system clock and peripherals are handled by thiesysoftware. In Costa and Nascimento (2016), nm&clgarning solutions to
the IDA 2016 Industrial Challenge is presented ttedict imminent failure of a specific componentanvehicle’s Air Pressure
System. This problem is a binary classificationetyf problem where each instance is classifiedoa#tipe or negative (positive
denotes failure in the APS component and negatveis failure is not APS related. The data froaviieScania trucks is used
as the dataset for the experiment. The aim of hladlenge is to build an efficient model that redsitiee cost of misclassification.

The paper evaluates various state of the arcM&sification models like Support Vector Machig/M), Logistic Regression
(LR), k-Nearest Neighbors (k-NN) and Random Foi@dE). Their work compares the performance of ttgodthms while
dealing with problems like imbalanced dataset aod-tnivial amounts of missing data (Gosain and Saaj 2017). Figure 5
shows the flow of the process of identifying thetiqgrediction model.
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Fig 5 Work Flow Diagram

As there are very small number of instancesrzgig to positive class (1000 instances) when coetp#o negative instances
(59000) the models may not learn much from posiihgtances resulting in misclassification of pegtinstances. In SVM and
LR, class-specific weights are assigned to dedl imibalanced data problem. In k-NN and RF, theadhreshold for classifying
an instance as positive or negative is 50%. Thrisshold is increased so that it classifies araimest as negative only if it is very
confident. Mean Imputation and Soft Impute methads used to impute the missing values. K-fold crnadilation is used to
simulate how well the models would perform in thsttdataset. The experimental result showed teaR#ndom Forest classifier
was cost-wise 92.56% better than the other motials ¢oncluded as the best model.

3. Implementation of the proposed system

The flow and overview of the proposed methodolaggtiéscribed briefly with the help of block diagraimshis section and also it
helps the readers to evaluate the reliability aalidity of this proposed work. The main objectivetbis proposed work is to
create a software tool where the parameters oltdnoen ECU memory can be analysed to detect th&iwgrcondition of the
vehicles and diagnose the fault component if arye Proposed system involves three stages and tleegada visualization
manual observation, fault model creation and reploet fault detection for efficient repair and seed. Since the software
visualizes the data to be analysed, the user netediepend on the service technician to identifyfdudt component to be repaired
or replaced.
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The GUI terminal is created for easy user iaegfusing flask and data visualization is performeittg python bokeh library.
Error diagnosis methods can be classified intofdéflewing three approaches: data-driven, model@hivand knowledge-driven
(Sankavaram et al., 2010). Model-based approaokdd for determining the fault component and jtésformed using python-
based libraries like sklearn, pandas etc. The égushows the overview of the proposed system.s€heor data from vehicles are
collected using proprietary communication adapbderspecific control units and stored in the formdatabase files like xml and
csv scripts. This data is then fetched from thalladée and is used for performing various tasksvigealizing the sensor data,
diagnosing the Air pressure System for faults agkegating a report about the condition of the Jehic

The proposed model comprises of three main coems as discussed earlier. The Data visualizasicachieved for better
understanding the health status of the vehiclesFanudt ML based Model creation is to detect thdtfaoamponent and isolate it.
Since the original dataset with fault classificatfor different subsystem in a vehicle is consideais proprietary information and
generation of such data values requires valualolls tnd experience, the Air pressure system (AR} flataset is chosen from
UCI repository (Dua et al., 2019). This is a binalgssification problem where the positive cladis tes that the error is due to a
specific component of the APS, while the negatias<tells us that the error has nothing to do tigt component.
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Fig 7 Flowchart of the Proposed Fault Detectiont&ys

The proposed fault detection model flow is degaicin the figure 7. Initially, exploratory dataadysis is done to analyze and
investigate the data in order to discover pattémis And then processes such as data preprogeasit feature engineering are
followed to remove imbalances and anomaly valuethabthe dataset is made ready to be given asput to the models for
training. Following this, the machine learning misdBandom Forest and Adaboost are built and trawiéd the training data.
Steps are taken to improve the performance ofah# fletection models and performance comparisaloie with metrics like
Accuracy, Precision, Recall and F1 Score. Findlig,best model is deployed in the proposed softigarke Python is popular for
its packages and support, for Math computationgrienealculation, classifier library, graph ploinAll jobs need specific
packages or libraries for implementation, whichgixen in this section.

A. Data Visualization

1. MatplotLib

Matplotlib is a very useful plotting library for Ehon and other high-level languages and its Numiygarical math extension. It
provides an object-oriented API for integratingdh&s into applications using general-purpose GUIkits such as Tkinter,
wxPython, Qt, or GTK+. There is also a "pylab" prdaral interface supported on state machines (aacBpenGL), which is
designed to closely resemble that of MATLAB, altghuts use is discouraged.
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2. Seaborn

Seaborn is a matplotlib-based Python data visua@izdibrary that is tightly integrated with pandakata structures in Python.
Visualization is a key component of Seaborn suppgrthe discovery and understanding of digital dét@rovides a high-level
interface for drawing attractive and informativatsitical graphs. It can be used to create almogistatistical chart. Seaborn is a
dataset driven graphing function that can be useldoth chunks and arrays of data.

3. Plotly

The Plotly Python Library is an interactive openuste library. It can be a very useful tool to visze data and understand
data in a simple and easy way. The plotted grapdiigsct is a very easy to use high-level interfareplotting. It can draw
different types of charts and graphs like scatterrt; line chart, bar chart, box chart, histograre,chart, etc. It is a web-based
data visualization tool that provides many useéady-to-use charts.The library works alright ireractive web applications.

B. Data Processing

1. Pandas

The Pandas library is the usual API for managirgstaData is all statistics around, statistics Wwhice to be bear in mind of
interest. Data may be numeric or textual. For thiégations of classifying numerical facts. Pandffers gear to address small to
huge function bodies, the principle one being #&sférame.

2. Numpy

NumPy brings the computing power of languages Gkand Fortran to Python, which is much easier &mneand use. With this
power comes simplicity: an answer in NumPYy is oftkyar and elegant.

3. Scipy

SciPy (pronounced "sigh pie") is an ecosystem olfiéy-based open-source math, science, and engigesarftware. This is a
scientific calculation library using NumPy belowciBy stands for Scientific Python. It provides maseful functions for
optimization, statistics, and signal processingelNumPy, SciPy is open source, so you can usedhyf SciPy was developed by
Travis Olliphant, the creator of NumPy.

C. Data Modelling

1. Sklearn

Scikit-learn (formerly scikits. learn, also knows sklearn) is a free software machine learningiipfor the Python programming
language Pedregosa et al., 2011). There are vaciassification, regression, and clustering al@pong such as support vector
machines, random forests, gradient boosting, , nigaleand scientific Python-LibrariesNumPy and SciBesigned.

2. Imblearn

Imbalancedlearn (imported as imblearn) is an MEBtised open-source library based on scikit-leanpdited as sklearn) that
provides tools for handling classifications in irtdheced classes.Imblearn library is specificallyigesd to affect imbalanced
datasets. It provides various methods like undepsiag) oversampling, and SMOTE to handle and remgthe imbalance from
the dataset (Ramentol et al., 2012). This librargsists of varied ensemble methods like baggingsilars, random forest and
boosting classifiers which will be wont to train deds for imbalanced data sets with very efficiartuaacy.

3. XGBoost

XGBoost is an open source library that providesigh tperformance implementation of gradient supplatision trees. The
combination of the underlying C ++ code base arel uhderlying Python interface provides a very pdweyet easy-to-
implement package. XGBoost is an implementatiothefgradient support decision tree designed foedgad performance that
dominates competitive machine learning.

4. LightGBM

LightGBM (LGBM) is an open-source gradient boostligary. It can be used to train models with tasudata with incredible
speed and accuracy. This performance comes fromLigitGBM samples data (GOSS — Gradation-based @edSSampling)
and how it reduces the number of features in thesspdataset (EFB — Exclusive Feature Bundlinghduraining.

5. Pickle

The Python pickle module is used to serialize agsedalize Python object structures. This processerts all Python objects
(list, dict, etc.) into a byte stream (0 and 1)isTirocess is called pickling or serialization kattening or shunting. Unpickling is
the opposite, reconverting a stream of bytes (fapnobject such as a computer file or bytes) intolgact hierarchy.

6. Joblib

Joblib is a function library built entirely in Pydh by Scikit-learn developers. It focuses only gthBn-based persistence and
feature optimization.It provides lightweight pipghig in Python development services. Joblib offeefp in persisting any data
structure or machine learning model.
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7. Keras
Keras is a convenient, minimalist Python library deep learning that runs on Theano or TensorHlowas designed to make the
implementation of deep learning models for researchdevelopment as fast and easy as possible ¢Qefaal., 2011). It runs on
Python 2.7 or 3.5 and runs seamlessly on GPUs &tésQvith the underlying framework. It will be retem under the tolerant
MIT license.
8. Web Application Framework - Flask
Flask is a convenient and lightweight WSGI web aggpion framework built with a small core and anemsible philosophy. This
is a micro-framework that does not include an ORDbjéct Relational Manager) or similar functionalifyesigned to get you
started quickly and easily, it can adapt to compeplications. Flask is based on the WSGI toolkitl ahe Jinja2 template
engine.This section gives an overview about differdata processing techniques like imputation,isgand sampling. It also
helps to understand the working of machine learaiggrithms like random forest, adaboost and coesptreir benefits.
9. Data Preparation
The real-world data contains various normalitied amssing values which is not supported for progealysis and to gain useful
information. So, data preparation is the first aiaécomponent of any kind of data analysis likett numerical analysis etc.
10. Imputation
The value of the record may be missing, which cayseblems with some machine learning algorithmefoB: modeling the
predictive task, the input data must identify aaplace the missing values in each column (CostaNasgimento, 2016). This is
known as the assignment of missing data, or abhievias assignment. Here are some of the assigmne¢mbds:

* Simple Imputation

* Mean Imputation

e Median Imputation

* Mode Imputation

* Regression Imputation

e lterative Imputation
Among these Mean Imputation, Median Imputation Herchtive Imputation techniques are implementethis work.
11. Scaling Techniques
Scaling refers to putting the values within the salange or same scale in order that no varialdersinated by the opposite. It
helps the machine learning algorithms to improwedbhility of prediction model. For example, algonits that fit models that use
weighted sums of input variables, such as linegression, logistic regression, and artificial németworks (deep learning), are
affected. Data scaling is often achieved by norzivadi or standardizing real-valued input and outpariables. Two preferred
techniques for scaling numerical data prior to niodeare normalization and standardization. Nore@lon scales each input
variable individually to the range 01. This is tla@ge of floating-point values with the highestwacy. Standardization subtracts
the mean (called centering), divides by the qualéyiation to shift the distribution, and scalesheaput variable individually so
that the mean is 0 and the standard deviationThére are different scaling techniques namely,

 MinMax Scaling

e Standard Scaling

* MaxAbs Scaling

* Robust Scaling

* Quantile Transformer Scaling

* Log transform etc.,
Of these scaling technigues the MinMax and Standeating techniques are deployed and their reavt€ompared.
11.1 Min-Max NormalizationThis method re-scales a feature or observatioh wistribution value between zero and one,
Equation (1).

X =min(X)
" max(X) — min(X)

(1)

11.2 Standardizationlt is a really effective method which re-scaleséue in order that it's distribution with O normdavariance
equals to one, Equation (2).

_ X, — Xmean
Standard deviation

(2)

new



35 Thomas and Sumathi / International Journal of Eegiting, Science and Technology, Vol. 14, No. 1220@. 28-51

12. Types of Machine Learning Algorithms
An ML algorithm is a procedure that executes orppred data and is used for building a deploymesdiyenachine learning
model (Pestana-Viana et al., 2019). They providepmgder systems the ability to learn automaticalbnf the input data so that
when the system is exposed to new data it cangiré@i output accurately.
The major types of machine learning algorithms are:

»  Supervised Machine Learning Algorithms

» Unsupervised Machine Learning Algorithms

* Semi-supervised Machine Learning Algorithms

* Reinforcement Machine Learning Algorithms

13. Supervised Machine Learning Algorithms

A supervised learning algorithm is an algorithmt tin&olves a direct administrator of the operatibnthis case, the user tag takes
sample data of the main structure and sets tha stiteria for the algorithm to work. From a conbgupoint of view, this process
becomes more or less routine (Costa and Nascim2@i®). The basic purpose of supervised learning expand the scope of
labeled data and make predictions.

Training Data
Apples Cupcakes
—_—

Machine
Learning Model

- oa —fp Class : Cupcake

Unseen and
Unlabeled data

—_

Fig 8. Supervised Learning

Figure 8 depicts a pictorial representation of $uged Learning. It shows simple classificationviietn green apple and cupcake
obtained from seen and labeled data. Supervisetinmtearning involves two classic methods: classifon and regression.

» Classification is the process in which incomingadiatlabeled according to collected data pattendsnaanually trains the
classifier to recognize certain types of objectd aagment them accordingly. The system is capdbtisoriminating
between types of information, performing opticalaige or binary character recognition (whether arangarticular small
piece of data fits specific requirements in thaerfaf an image or not). "Yes or no").

* Regression is the process of identifying pattemmd calculating predictions about adjacent outcormae system must
understand numbers, their values, groups (e.ghhaigd width), etc.

The most widely used supervised algorithms are:

* Linear Regression;

« Logistical Regression

* Random Forest;

* Gradient Boosted Trees;

e Support Vector Machines (SVM);

* Neural Networks;

» Decision Trees;

« Naive Bayes;

« Nearest Neighbor

« Adaptive Boosting

* Gradient Boosting

Among these, Random Forest classifier, Adaptivesting and Gradient Boosted decision tree are tlsearh machine Learning
algorithms in this paper.

14. Unsupervised Machine Learning Algorithms

Unsupervised learning is learning that does noude the direct control of the user. If the mairinp®f supervised machine
learning is that one knows the result and one di@®it the data, then in the case of an unsupervisechine learning algorithm,
the desired outcome is undefined and undefinedugeHdifference between these two methods is thadrsised learning uses
only labeled data while unsupervised learning #wion unlabeled data.

The unsupervised machine learning algorithm iszetd for:
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» exploring the structure of the information;

e extracting valuable insights;

e detecting patterns;

* implementing this into its operation to increasécefncy.

Fig. 9. Unsupervised Learning

In Figure 9, a diagrammatic view of Unsupervidezhrning is shown. It depicts how raw data invadyiapple, banana and
mango can be processed and trained to providareedranodel output. In other words, unsupervisedhimeclearning describes
information by going through it and understandifigUinsupervised learning algorithms use the follgyvmethods to describe
data:

e Clustering:it is data discovery used to divide theto meaningful colonies (i.e. clusters) basedtmir internal patterns
without prior knowledge of the group's identity onfhation. Identifiable information is declared Hyetsimilarity of
individual data points and aspects of its diffeiaiin from the rest (which can also be used tectstutliers).

» Dimensionality reduction: There is a lot of noisetle input parameter. ML algorithms use dimenditneeduction to
reduce this noise while distilling the relevantadat

The most widely used algorithms are:

* k-means clustering;

» t-SNE (t-Distributed Stochastic Neighbor Embeddjng)

e PCA (Principal Component Analysis);

* Association rule.

15. Semi-supervised Machine Learning Algorithms

Semi-supervised learning algorithms denote drakeground between supervised and unsuperviseatitdgis. In integration,
the semi-supervised model attaches some functibbsth supervised and unsupervised algorithms. reig0 gives a pictorial
representation of Semi Supervised Learning. In Emyords, it shows how it utilizes few labeled datdially and retrains the
obtained model with unlabeled data in a loop fashdattain an improvised model.

A

Fou 1- it s
aicled 4 2 — I unlabeled data vith A 3-Rerainthe
data A_.A B optinization the trained classfer TRV ‘ classifier

(eg, CSP+LDA) tolabel them

Many
unlabeled
Data
(acquired during use)

Fig 10. Semi Supervised Learning
Semi-supervised algorithms working:
1. Semi-supervised machine learning algorithms usenigeld set of labeled data samples to reshapepgheating plan (i.e.
train itself).
2. The restriction leads to a partially trained motiedt will later get the job of labeling the unlab@ldata. Due to the
limitation of the data sample, the results are wared as dummy labeled data.
3. Finally, the labeled and pseudo-labelled dataset¢s cambined, creating a separate algorithm thatbaoes the
descriptive and predictive aspects of superviseduansupervised learning.
Semi-supervised learning uses classification nu=tho detect data resources and a clustering @dceasvide them into distinct
parts.

16. Reinforcement Machine Learning Algorithms
Reinforcement learning refers to machine learnirtdical intelligence (Al) that involves develogina self-sustaining system
through contiguous chains of trial and error, inyaw upon a combination of data. labeled and intedawith incoming data.
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Advanced ML uses a technique known as discoveryiminThe technique is very simple, the results barobserved and the
reaction considers the results of the first actisinthe heart of reinforcement learning algorithane the reward signals that occur
when performing specific tasks. In a way, the relsignal acts as a navigator for reinforcementrittyms. These algorithms use
unlabeled data along with some labeled data tosifyas new unlabeled text document. Figure 11 shdvesreinforcement
learning process.

Fig 11. Reinforcement Learning
Most common reinforcement learning algorithms are:
e Q-Learning;
» Temporal Difference (TD);
* Monte-Carlo Tree Search (MCTS);
» Asynchronous Actor-Critic Agents (A3C).

17. Selected Algorithms for the Proposed Methodolog

The main aim of this work is to predict if thereasfault in the Air Pressure System or not. Helne, tlassifier algorithm is

provided with labelled data to learn the patteonfrit and further with the knowledge gained frons thrediction on new data is
be made. Therefore, the problem statement at haraf type supervised learning. Among the variougesused learning

algorithms that are discussed above Random Foi@stptive Boosting, Gradient Boosting and baselireufdl Network are

implemented in this paper. The advantages of usiege algorithms are discussed in this section.

17.1 Random Forest

Tree-based algorithms are popular machine leamiathods used to solve supervised learning probl&nee-based algorithms
are flexible and can solve any kind of numericallgsis problem like classification or regressiomnBom Forest is one of the
most popular tree-based supervised learning algosit was developed by Breiman, L as shown in Fidizelt is a synthetic

learning algorithm that consists of multiple dewfsitree classifiers and the output type is coledyi determined by these
individual trees. A decision tree is a tree-likendon used to define a course of action (Pestanaavét al., 2019; Costa and
Nascimento, 2016). Each branch of the decisionrepeesents a possible outcome, event, or resp@/isen the quantity of trees
in the forest rises, the fallacy in generalizatéoror for forests intersects.

X dataset

— "F//"\\\.:ﬂ_ e —
N, features N, features N, features N, features
e e e 8
8] 5] o] @ @ Q ] ]
o 0O @ O O O O @ O ® O 0 c o @ 0
TREE #1 TREE #2 TREE #3 TREE #4
L | | |

Fig 12 Random Forest Classifier lllustration Tree

Random Forests have many significant advantagess.example, it can handle height data withouea#ig a function; it
reduces the risk of overfitting, it can alleviatést problem by averaging the prediction resultsrfrdifferent trees. This gives
random forests higher prediction accuracy thamglsidecision tree; the trees are independentaf ether during training and
the implementation is also quite simple. In additib provides a high level of accuracy. The Randeorest algorithm works well
in large data sets and makes fairly accurate piedi
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The random forest algorithm performs the followstgps:
Step-1: Select random M data from the training sktta
Step-2: Create the decision trees associated gtsealected subset of data.
Step-3: Choose the number N for decision treesytatvant to build.
Step-4: Repeat Step 1 & 2.
Step-5: For new data points, identify the preditdioof each decision tree, and assign the new dataspto each
category.
Step-6: The category with majority votes is taksriiaal prediction

17.2 Adaptive Boosting Classifier
The first normalization of boosting that saw hugecess in application was Adaptive Boosting or Adla& for short. The weak
learners in AdaBoost are decision trees with alsisglit, called decision stumps for their briefeddaBoost does its job by
weighting the observations, attaching more weightddficult to classify values. New weak learners appended sequentially
that concentrates their training on the more complatterns. Predictions are made by majority vdtehe weak learners’
predictions, weighted by their individual precisidie most successful kind of the Adaptive Boostigprithm was for binary
classification problems and was called AdaBoost.Mhe significance of this technique is that it aims exploiting the
discrepancy between models by giving the mislatedleamples higher weights. A weak classifier (denistump) is prepared on
the training data using the weighted samples. ®mgry (two-class) classification problems are @nefd, so each decision stem
makes one output on one input variable and oufputkor -1value for the first- or second-class value

Once finished, pool of weak learners each witbvastage value is left. Predictions are madedigutating the mean weights of
the weak classifiers. For a new input instanceh eegak learner calculates a predicted value agreftbsitive or negative. The
predicted values are weighted by each weak learstage value. The prediction result for the ensemodel is considered as
the sum of the weighted predictions. If the sumus, then the first class is predicted, if -ve $keond class is predicted.

17.3 Hyperparameters
The model hyperparameter is a configuration thatiside the model and its value cannot be estinfaten the data. They are
often used in processes to help estimate modehedess. A machine learning algorithm is tuned foagticular item so that it
makes the most ingenious predictions.
The set of hyperparameters used are listed below,
e n_estimators - number of trees in the forest
» max_features - max number of features considenespidting a node
e max_depth - max number of levels in each decisiea t
e Learning rate - controls how much to change the ehanl response to the estimated error each timentbdel
weights are updated.
* Number of Epochs - One Epoch is when an entiresdata passed forward and backward through theahaatwork
only once.
» Activation Function - a function that is added irgn artificial neural network in order to help thetwork learn
complex patterns in the data. Two of the frequensigd Activation Functions are Sigmoid, Relu.

18. Performance metrics

In machine learning and statistical classificatioonpfusion matrices, also known as error matrigdsy an important role in
computing performance metrics. A confusion matsxaigraph commonly used to describe the performaheeclassification

model (or "classifier") on a set of test data fdniet the true values are known. It allows visualigithe performance of an
algorithm. It allows easy identification of confami between classes, for example; one layer is oftistabeled with the other.
Performance measures like accuracy, precisionlly&daneasure, Kappa score were calculated fronfusion matrix.

19. Confusion Matrix

A confusion matrix is a summary of the predictetcomes of a classification problem. The numberwé tand false predictions is
aggregated with the counts and broken down by cIHsis is the key to the confusion matrix. The emidn matrix shows the
ways in which the classification model is confuséten making predictions. It provides insight nolyointo the errors generated
by the classifier, but more importantly into thpég of errors made.

Definition of the Terms:

Positive (P): result is positive (for example: rsapple).

Negative (N): result is not positive (for exampkenot an apple).
True Positive (TP): result is positive, and is peeztl to be positive.
False Negative (FN): result is positive, but isdiceed negative.
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True Negative (TN): result is negative, and is predl to be negative.
False Positive (FP): result is negative, but islioted positive.

20. Classification Rate/Accuracy
Classification Rate or Accuracy is given by thiatien, Equation (3)
TP+TN

Accuracy = 3)
TP+TN+FP+FN

However, there are accuracy issues. It assumed egsiafor both error types. 99% accuracy can beekent, good, poor, or
terrible depending on the problem.

21. Recall

Recall can be defined as the ratio of the total memof correctly classified positive examples deddby the total number of
positive examples. High recall indicates that tles< is correctly recognized (a small number of)FNke recall is used to know
how accurate the classification model is. The fdenui recall is given as Equation (4)

TP
Recall =—— 4)
TP+FN

22. Precision

To get the exact value, divide the total numbercofrectly classified positives example equals thltnumber of positive
examples predicted, as shown in the equation befiigh precision indicates that an example labekefdasitive is indeed positive
(a small number of FPs), Equation (5).

- TP
Precision =——— (5)
TP+FP
High recall, low precision: This means that mostha positive examples are correctly recognized dN) but there are a lot of
false positives.
Low recall, high precision: This shows that missatpt of positive examples (high FN) but thosedmtas positive are indeed
positive (low FP).

23. F1 - measure
Instead of 2 measures (accuracy and recall), ildvba helpful to have one measure that represagits Bhe F1 measurement
uses the harmonic mean instead of the arithmetanrbecause it punishes extreme values more. ThecB$urement will always
be close to the smaller accuracy or recall valwketha formula given in Equation (6).
2* Recall * Precision
F - measure = — (6)
Recall + Precisior

4. Implementation process

Google Colabs, a cloud-based technology is useidhpbement the fault classification. So, Specifioatiof the software and
hardware of the local machine is not need to beidened for fault ML model creation. The processbRun-Time Environment
is set to Central Processing Unit (CPU), the CPfdrseto the cloud CPU, not the CPU of local machiflee Web application
based on Flask web framework is developed usindgpddye Integrated Development Environment. The exdboy analysis and
visualization of dataset, challenges resolved ita dareparation, ML model building and User Inteefagesign are briefly
explained in this section.

4.1 Data Visualization

Data visualization gives us a clear idea of wh&brmation means by providing it with visual contektough a map or chart
(Kohavi, 2001). This makes the data more naturgdhéohuman mind and thus makes it easier to idetr#nds, patterns, and
outliers in large data sets.

4.1 Dataset Overview

There are different systems associated with thécke=hcontinuous operation like engine system, fiystem, brake system etc.
The data can be generated from these systems Qsitpard Diagnosis tool (OBD) or other data acgoisimethods (Johanson
and Karlsson, 2007). The data frame shown in FigGrbas the features like Intake manifold presdtingine speed and power as
a part of Engine Subsystem.
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trip_df.head()

Time Acceleration Lat Lon Man_pressure RPM Speed Fuel Flow Power

=

1900-01-01 00:00:00.500

=

01 4220723 -71.76543 97 8440 00 0353 20

©

1900-01-01 00:00:00 600

IS

02 4229723 -71.76543 97 8440 00 0353 20

=

1900-01-01 00:00:00.600

o

01 4220723 -71.76543 100 8320 00 0353 20

1900-01-01 00:00:00.700

o

02 4220723 -71.76543 100 8320 00 0353 20
1900-01-01 00:00:00.900 003 4220723 -7176543 100 8320 00 0353 20

=

Fig 13. Data Frame with Engine parameters

4.2 Interactive data plot

Interactive data visualization refers to the usemafdern data analysis techniques that allow usemirectly manipulate and

explore graphical representations of data. Dataaligtion uses visualization tools to help analyetfectively and efficiently

understand the meaning of data (Quangi et al., ROlhteractive data visualization techniques enbatitis concept by

incorporating interactive tools that make it easychange the parameters of the data visualizasibowing users to see more
details, generate information new details, creampelling questions, and capture the full valuenédrmation. Interactive data
visualization allows vehicle users to interact withhicle system data in ways not possible withisgaphics, such as interactive
big data visualizations (Kohavi, 2001). Interactisrthe ideal solution for large amounts of datthwiomplex data stories being
the exact real-life scenarios of vehicle system pomnent data, providing data discovery, isolatiord &isualization data in time

periods.

df, fplot{x="Time",y="RPM", colors="Blue", xTitle='Time',yTitle="RFM"}

Fig 14 Time vs. Engine RPM plot
To draw plotly graphs in an IPython notebook withoonnecting to an server, iplot is used.Figureshidws a sample Time vs
Engine RPM interactive plot.
4.3 Fault Model Creation
Error diagnosis methods can be classified intddilewing three approaches: data-driven, model-ivand knowledge-based. A
data-driven approach is preferred when system mandgt data is available for nominal and degradead@®mns (Sankavaram et
al.,, 2010). One of the common ways to perform digen fault diagnosis is to use neural networkd atatistical machine
learning techniques to classify the data into nainsane and error classes or into fault classésreifce.

4.4 Dataset Overview

The dataset includes data collected from heavksrumder normal use (Dua and Graff, 2019). Theesysh question is an Air

Pressure System (APS) that produces pressurizethatiris used in various truck functions, such esking and gearshift

applications. The active class of the data setcatds the failures of the components of the AP$BysNegative overlays are
made up of vehicles with non-APS related errorse Taining dataset consists of 60,000 data points /1 features, one of
which is a class label. The repository also hagmamate test dataset consisting of 16,000 datasp{iiua and Graff, 2019).
Features are a combination of sensory data andatesistic data of the histogram bin. Object namehe graph are anonymized
for proprietary reasons. 59,000 data points betortge negative class and the remaining 1,000 pdielong to the positive class.
This tells us that we are dealing with a very uabaéd data set and that is usually the kind of detavould expect in a real
world scenario.

4.5 Exploratory Analysis

Exploratory data analysis is performed to see threetation between features and uses a dimensipnaliuction technique to
examine how the data is distributed in the 2D spafier importing the required library files, thetdset can be viewed, which
validates 60,000 data points and 171 featuresdig feature classes. The observed APS errorfidate is shown in Figure 15.
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x = pd.read_csv(r'/content/drive/MyDrive/Project/aps failure training set.csv',na values=["na"]}
print(x.shape)
x.head()

(60000, 171)
class aa_000 ab_000 ac_000 ad 000 2e 000 af 000 ag 000 ag 001 ag €62 ag_003

neg 76698  NaN 2.13070€e+09  280.0 0.0 0.0 00 00 0.0 00 ¢
neg 330588  Nah

0.00000Ce+00  NaN 0.0 00 00 00 0.0 00 -

neq 12 0

=

0

1

2 neg 41040  NaN 2.28000Ce+02  100.0 0.0 0.0 00 00 0.0 0.0
3 7.00000Ce+01  66.0 00 100 00 00 00 3180
4

neg 60874  NaN 1.36800Ce+03  453.0 0.0 00 00 00 0.0 00 ¢

Fig 15. APS fault Data frame head

Python Code 1:
“Import pandas as pd
data = pd.read_csv(r'/content/drive/MyDrive/apdufai_training_set.csv',na_values=["na"])”

Python Code 1 reads the csv data using the readunstion of python library pandas. In the classela ‘negative’ is used to

denote non faulty and ‘pos’ is used to indicatefthdt representing data. For better understandimdyusage, ‘neg’ and ‘pos’ are
replaced by O and 1 respectively to define thesdfiaation problem as binary.Python code 2 showauser defined function

‘get_correct_label ()’ that receives the text fasfdabels and returns the numerical form as 0 and 1

Python Code.2:

“def get_correct_label(y):

return y.replace(['neg’,'pos",[0,1])

data['class'] = get_correct_label(data['class")”

As the labels are anonymized, the main featuresatalne separated from the dataset.The first labelesignated as ‘aa_000’
where ‘aa’ denotes particular histogram paramedatufe and ‘000’ after the underscore indicatesnthebin of the histogram
feature. The bin division is explained using graphhe following subtopics. Python code 3 imporsaisorn module and plots a
count plot of the labels using the barplot function

Python Code 3:

“Import seaborn as sns
sns.barplot(x['class'].unique(),x['class'].valueumis())
plt.title('Class Label Distribution’)

plt.xlabel('Class Label’)

plt.ylabel('Count)

plt.show()”

Class Label Distribution
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Count
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o
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The number of positive class points is: 1eee
The number of negative class points is: 59000

Fig 16. Class label Distribution

The class distribution graph in Figure 16 showsr@oss case of data imbalance, total 60,000 trgipimints, about 1,000 points
belong to the negative class and 59,000 pointetio the positive class. From this observatiors ibterpreted that the minority
class datapoints needs to be up-sampled or chodassifier which counteracts this imbalance.
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Fig 17 Histogram Bin Distribution Graph

It is assumed that some features are chartnifmmation and the prefix (the letter before the) is the identifier and the
suffix is bin_id (Identifier_Bin ID). Furthermoreall objects of the same graph have the same prEffiis information is used
to find features that contain information about thart area. It can be seen that there are 7 éeatis, each with 10 buckets.
In other words, there are 7 charts divided intgpa@es each. For example, "ag" identifiers inclugle080, ag 001, ag 002,

ag_003, ag 004, ag_005, ag_006, ag_007, ag_008agrD9. From Figure 17 above, the histogram iflergi can be
extracted as follows: ['ag’, "ay’, ‘az’, ‘ba’, ,co§’, ‘ee’].

4.6 Data Preprocessing
Real world data is often missing values like "Nartie cause of missing values can be due to dataptmn or data retention
errors. Missing data processing is essential wirdprocessing the dataset because many machinénigatgorithms do not
support missing values. There are several wayandlb missing values. Some of them are:

» Impute missing data for continuous variable

* Impute missing data for categorical variable

e Other Imputation techniques

e Using Algorithms that support missing values

e Prediction of missing values

* Imputation using Deep Learning Library — Datawig

Fig 18 ‘Na’ -Missing value Distribution plot for beels

Upon analyzing the missing value distributiontph Figure 18, it can be observed that most efdblumns are having missing
values, if all these feature columns with missirdue are removed there will be datapoints with Mess data for training the
model. This could lead the model to overfit. Heralethe features in the train dataset where thlrar of missing values is more
than 70 percentile, columns having 42k missing eslim the train dataset are alone removed. Sewturés (‘br_000’, ‘bg_000’,
‘bp_000’, ‘bo_000’, ‘ab_000’, ‘cr_000’, ‘bn_000"k more than 70% of its values as Nan.Once aletbelumns are removed,
the number of features is reduced from 171 to Idnans.

For features with missing values less than fdse rows will be discarded. 128 features with teas 5% missing values. As a
result, rows (4027 rows) that include missing valtm these features will be deleted. For objedth missing values from 5 to

15%, these missing values are calculated as madrfpathe rest of objects with missing values #frl5 to 70%, the technique
of imposition based on a model is used.
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Raw dataset with
Null values

Median & Iterative
Imputation

Mean & Iterative
Imputation

Result comparison
and analysis
Select the best

Imputation
technique

Fig 19. Imputation selection process flow

Fourteen features had 5-15% of their missingesland were passed through sklearn's simple #érafusfction and the missing
values were entered using the "median”. Then,Herféatures with 15-70% missing values, an iteeathodel-based imposition
technique called Multivariable Chain Equation Impite Function (MICE) is performed. The figure 19ides the process flow
used to select the imputation technique. The medigputation technique is identified as better chofor missing value
imputation. The figure 20 shows the process floadu® select the scaling technique.

Imputed Dataset

£ Y

Standardization Normalization
(Min Max Scaler) (Standard scaler)

\ 4

Result comparison
and analysis

4

Select the best
scaling technique

Fig 20. Scaling technique selection process flow

Python Code.4:
“from sklearn.preprocessing import MinMaxScaler
from sklearn.preprocessing import StandardScaler
def scale_data(df):
scaler = MinMaxScaler() # scaler = StandardScaler()

df = pd.DataFrame( data = scaler.fit_transfaif) , columns = df.columns)

return df , scaler”
Python code 4 performs MinMax Scaling and Standudling using the MinMaxScaler and StandardScailectfons imported
from sklearnlibrary.The figure 21 depicts the diaéeme variation before and after the applicatiostahdardization technique.

aa_ooo ac_00o ad_eoe aa_oo0 ac_see ad_oee
0 76698.0 2.130706e+09  280.00000 i i i e
1 33088.0 0.000000e+00 191672.70588 1 0000000 1220252208 0.000036
2 41040.0 2.280000e+02 100.00000 2 0.000005 0.000000€+00 0.000000
3 12.0 7.000000e+01 66.00000 3 0.018994 ©.999999e-01 0.000516

4 60674.0 1.363000¢+03 458.00000 4 0.014897 0.000000e+00 0.317721

5 rows x 162 columns 5 rows x 162 columns

Fig 21.Data frame Before and After MinMax Scalingchnique

Thus, Standardization scales the given valuedst 0 and 1 which can be visualized from the alveeedifferent data frames.
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76698.0 2.130706e+09  280.00000 _0464137 -0.373066 -0.006088
33058.0 0.000000e+00 19167270588 _0616719 -0.373066 -0.006092

41040.0 2280000e+02  100.00000 _0 456530 -0.373066 -0.001028
120 7.000000e+01 66.00000 _0.361438 -0.373066 -0.001053

60874.0 1.368000e+03  458.00000 _0 650491 -0.373066 -0.006092
Fig 22. Data frame Before and After Standard Sgaliechnique

Thus, the normalization scales the given value detw1 and 1 which can be visualized from the alteedifferent data frames.
Figure 22 shows the difference in the data befarkadter performing standard scaling.

4.7 Feature Engineering

The need for feature engineering arises wherethee multiple features to be concentrated foatea of improvised model
based on specific machine learning algorithms.dnegal, it makes the dataset, compatible with thehime learning algorithm
requirements and aids in improving the performasfcmachine learning models.Since the obtained ARt flataset’s label has
been anonymized for proprietary reasons, only feature engineering techniques can be performed.

As observed from the class feature distributiast g figure 6.5, this dataset is highly imbalanc&gnthetic Minority
Oversampling Technique (SMOTE) is employed to tadkis problem (Sonak et al., 2016). SMOTE configuthe dataset with
respect to class feature and oversamples the ryirdaiss. Python code 5 balances the dataset lbyimyeduplicates of minority
class points.

Python Code 5:
“from imblearn.over_sampling import SMOTE
def balance_data(df,label):
over = SMOTE(sampling_strategy=0.3)
under = RandomUnderSampler(sampling_strate&y=0.
steps = [('0', over), (‘'U', under)]
pipeline = Pipeline(steps=steps)
df, label = pipeline.fit_resample(df, label)
df = pd.DataFrame(df)
label = pd.DataFrame(label)
return df, label”

The Figure 23 shows the class distribution pftear SMOTE technique deployment. It operates baseithe sampling frequency
passed as an argument to the smote function ireamblpython library.

Class Label Distribution After Balancing

30000
25000

20000

Count

15000

10000

5000

0

0] 1
Class Label

The number of positive class points is: 16613
The number of negative class points is: 33226

Fig 23. Class label distribution plot after balamcthe class feature

There was one feature (cd_000) that had a sirgdiee for all data (standard deviation = 0). Siitogill not add much value to
our model performance, it can be removed. Finalg, total number of features used for trainingritechine learning models is
162.

4.8 Experimenting with ML Models

The Pre-processed data is passes through varodsls, hyperparameter tuning is performed, amth eh the ML model is
evaluated based on performance metrics like Acgumarecision, Recall, F1 Score and Confusion Mafrhe different models
that are tried out here are:
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« Adaptive Boosting
 Random Forest

Algorithm Training Evaluation
selection

EDA & Feature Parameter

Engineering Tuning

Data

Preprocessing Deployment

Fig 24.Process Flow for Model Generation

The process flow of building a model is showrFigure 24. During training, the input data is usedyradually improve our
model's ability to predict whether there is an emathe air pressure system. After completingtthaing, the model is evaluated
to see how well the models perform on the test.dataluation allows us to test our model againsa dlaat has never been used
for training (Costa and Nascimento, 2016). Thisrioatllows us to see how the model might perforraiast data it hasn't seen
yet. This is meant to represent how the model migihtave in the real world. A good rule of thumbt thase to evaluate training
is an 80/20 or 70/30 split.Once the evaluationdealthe parameters are tuned to see if the perfarenaf the model improves
further. After tuning the parameters, the modelradned and tested again. This step is repeatedaubest outcome is reached.
Finally, the model can be deployed in an applicatio

4.8.1 User Interface Model and Output
This section depicts the User Interface (Ul) elarteated for the deployment of ML fault prediatiand visualization of Vehicle

System parameters for better outcome and analysis.

Software-Oriented Technician

for vehicle fault system diagnosis

~@cCcemas

Fig. 25 Home Page .

The home page of the Software-Oriented Techniciab application is shown in figure 25.Hyper Text klgy Language
(HTML) and Cascaded Style Sheets (CSS) have beed fos designing the web pages. In this page,tlee can choose to
visualize the engine sensor data stored in databrabseredict the fault system using Machine Leaymmodel.

Visualisation of Engine System Parameters

e et e Pt
=

" aBECsBAEAE

Fig. 26 Visualization Input Pag

somBar 4 T W
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If the user clicks the visualize button in thente page, the user will be redirected to the vizealata input page as shown in
Figure 26. In this page, the user should speci#ypith of the Vehicle system data file which therwgants to visualize for further
analysis of system specific parameters like Engii®M, Intake Manifold pressure (IMAP) etc. The infile should be in the
format of excel sheets or comma separated valug. (cs

(£ il i | &R

A EE EBEEEE G @ E

e 16
LiFL B4 gl 03T {1 ™ 1991
04 | 1831 i 1991

Fig. 27. Visualization Dataset

The dataset used for visualization is acquiredhfthe vehicles with the help of (On-board Diadgsp®BD tools and stored in
Kaggle free source database (Cephasaxbureto, 20&&)Figure 27 pictures the snapshot of the engarameters found in the
dataset. The dataset contains sensor parameterstidke air temperature, exhaust Carbon di-oxédel] fuel density, engine
speed etc. Python code 6 imports graph_objectdiumrom plotly python library and creates an mnaigtive plot.

Python Code 6:
“import plotly.graph_objects as go
fig.update_layout(
updatemenus=[go.layout.Updatemenu(

active=0,

buttons=list(

[dict(label="Show All',;method="upida
args=[{'visible": [True, True, True, True]}{title'All Parameters',
'showlegend": True}j)j

fig.show()”

Fig. 28 Visualization Output
After specifying the input file, it has been grammed to preprocess the input dataset and sbkedeatures which are very

essential for the analysis of engine system. s plaiper, it selects the engine system sensor ésasuch as RPM, acceleration,
IMAP and fuel flow rate. The ploty python library used to generate the interactive plot shownerfigure 28.

Fig. 29. Time vs Engine RPM Graph
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The Figure 29 shows the four different plotshvabove mentioned parameters as their Y-axis ant Téature is taken as X-
axis for all graphs. The interactive plot helpsdantifying the maximum value and minimum valuevibetn the specified range.
A dropdown feature has been appended in orderlpothe user to switch among multiple plots.

—_— ‘_ it binile
Truck APS Fault Prediction

Fi(3.30. Prediction Input Page
When the user clicks the predict button in thenb page, he will be redirected to the predict pdemcted in the Figure 30. In
this predict page, the users have to specify ttiespaf the file which holds the vehicle fault urgddd dataset and folder location
where the fault classified file needs to be gemeralhe file path is stored in the form and usethenfault classification python
module. In the backend, the inputted file is read processed with the model saved as pickle filehvhtores the weights of the
imputation, scaling and ultimate classifier modéhe preprocessed data is given to save baselinelnfmdfault classification.

The above explained process is achieved throudtopytode 7.

Python Code.7:

“aps_data = pd.read_csv(path["inFile"], na_valuésa]])

model = joblib.load('E:\\python code 2\\models\\rabgdkl")

veh_name = aps_data

veh_name['pred_class'] = model.predict_classes@pa)
veh_name.to_csv(path['outFile] + \\output_' {tstrestr) + ".csv',index=False)”

A B c D
Vehicle_name act_class aa_000 ac_000
Vehicle_01 0 -0.651459208 -0.370934234
Vehicle_02 0.29538202 -0.370934055
Vehicle_03 5.160773583 -0.370934035
Vehicle_04 -0.651388189 -0.370934165
Vehicle_05 -0.438588764 -0.370933957
Vehicle_06 1.657492029 -0.370934035
Vehicle_07 5.234110618 -0.370934035 g |vehicle 07 1 Fault
Vehicle_08 -0.458558079 -0.370932809 9 |vehicle 08 0 No Fault
10 |Vehicle_09 -0.428613791 -0.370934035 10 |Vehicle_09 0 Fault
11 |Vehicle_10 2.123965672 -0.370934263 11 |Vehicle_10 1 Fault

Fig. 31.Input file vs. Prediction Output

A B c
1 |Vehicle_name act_class pred_class
2 | Vehicle_01 0 No Fault
3 Vehicle_02 1 Fault
4 |Vehicle_03 1 No Fault
5 |Vehicle_04 0 No Fault
6 Vehicle_05 0 No Fault
7 |Vehicle_06 1 No Fault
8
9

W m N AW N o

s OOk M OO R .

The Figure 31 depicts the difference betweeniripat raw data file and the file generated as wuip the specified path. As
shown in the above figure, the input file has vihimme, actual class and 171 features. The ofikplias a column “pred_class”
which displays the predicted label as ‘Fault’ op‘Rault’. The predicted class can be compared agthal class in which ‘0’ and
‘1’ denotes ‘No Fault’ and ‘Fault’ respectively. iShoutput file act as report which helps the userdassify the faulty system and
access the working condition of their vehicles.

5. Performance analysis and comparison

Analyzing and comparing the performance of tHe d¥assifiers helps in identifying a best predigtalgorithm based on various
metrics such as accuracy, precision, recall anagdeéte. In this section, parameter tuning, compatiegperformance metrics
obtained after preprocessing steps, comparing ifferaht classifiers with metrics such as accurdelsmeassure and the results
of ML classification are briefly explained.

5.1 Python Implementation

The general python code used to explore thedasimeter for the classifiers and confusion matrizalculate the performance
metrics are presented in this section. Python coB8e a tuning function is defined that performs
HyperParameterTuningusingGridSearchCV for the giweodel and its parameters. It iteratively perforthe training for
specified classifier with different parameter vallige learning rate, base estimator etc. and givedest parameter as output.

5.2 Python Code 8
“from sklearn.model_selection import GridSearchCV



48 Thomas and Sumathi / International Journal of Eegiting, Science and Technology, Vol. 14, No. 1220@. 28-51

def tuning( x, y , model , params , cv=10 ,verbdse):
clf = GridSearchCV/(estimator= model,param_grid=gpas,scoring= 'f1_macro’,
cv= cv, verbose= verbosebsf -1)
clf.fit(x,y)
return clf.best_params_, clf.best_score__
Python Code 9 plots the Confusion Matrixbased entthe and predicted class labels. The 2x2 madrdelivered as output since
it is a binary classification problem.
Python Code 9
“from sklearn.metrics import confusion_matrix
def plot_confusion(y test,y hat):
cf_matrix_test = confusion_matrix(y_test, y_hat)
group_names = ["TN","FP","FN","TP"]
group_counts = ["{}".format(value) for value in ahatrix_test.flatten()]
labels = [f*{vi}\n{v2}" for v1, v2 in zip(group names,group_counts)]
labels = np.asarray(labels).reshape(2,2)
sns.heatmap(cf_matrix_test, annot=labels, fmtrigm="Blues")
plt.show()”

Python Code 10 gives the classification report Wihicludes precision, recall and F1 score and taracy score of a model.
Python Code 10:

from sklearn.metrics import classification_report

from sklearn.metrics import accuracy_score

print(classification_report(Y_test,predictionsRF))

acc = accuracy_score(Y_test,predictionsRF)

5.3 Adaptive Boosting Algorithm
The result observed from employing the adapiiwesting algorithm to create a fault detection nhasi@ortrayed below. The
Table 1 shows the default parameter and their gsadfi¢he sklearn’s Adaboost classifier function.

Table 1. Default parameter values of adaboostifiss
S.No| Parameter Value (default)
1 Base_estimator None
2 N_estimator 50
3 Learning rate 1.0
4 Random_state| None

The confusion matrix of the adaptive enhancemesdsifier is shown in Figure 32. The confusion mxaisi used to visualize
important predictive analyzes such as recall, $joétgi accuracy, and precision exactly. Confusioatrices are useful because
they provide direct comparison of values such @ prositives, false positives, true negatives,fatsg negatives.

Test Confusion Matrix

Fig 32. Confusion Matrix for Adaboost Classifier ded
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Table 2. Best parameter for adaboost after tuning

S.No | Parameter Valug
1 Base_estimator None
2 N_estimator 700
3 Learning rate 0.1
4 Random_state| 42

Hyperparameter tuning is performed for Adapbeesting algorithm and the best parameters obtanedabulated in Table 2.

5.4 Random Forest
The Performance observed from employing the RanEorest algorithm to create a fault detection masiebrtrayed below. The
Table 3 shows the default parameter and their gadfi¢he sklearn’s Random Forest classifier fumctio

Table 3. Default parameter values of random farkestsifier

S.No| Parameter Value(default)
1 n_estimatorg 100

2 max_depth None

3 n_jobs None

4 verbose 0

The confusion matrix of Random Forest classifiethe Figure 33 shows the true positive, trueatigg, false positive and false
negative predicted values with respect to thedatset.

Test Confusion Matrix
- 14000
FP - 12000

123
- 10000

- 8000
- 6000

FN P Lr

- 2000

Fig 33. Confusion Matrix for Random Forest Classifinodel

Table 4. Best parameter for RF after tuning

S.No | Parameter Value
1 N_estimators 700

2 max_depth 125

3 n_jobs -1

4 verbose 0

Hyperparameter tuning is performed for Random Ralgmrithm and the best parameters obtained ardated in Table 4.

5.5 Performance Comparison
The Random Forest, Adaptive boosting classifaes used for creating ML APS fault model, the Itssare tabulated for

checking the improvement in the algorithm. To fittte better classifier, Random Forest, Adaptive hogsclassifiersare
compared with the accuracy, precision, recall dmhs in the Table 5.
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Table 5. Performance metrics comparison after iatjpart

ML Algorithm /
Classifier
Random Forest

Adaptive Boost

Imputation

Mean
Median
Mean
Median

Precision' Recall

0.65
0.78
0.54
0.75

0.67
0.80
0.81
0.78

F1-Score

0.57
0.75
0.45
0.73
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Inference obtained from the Table 5 is that medmputation produces better results for neadiyakgorithms used. This is
because the data consist of a lot of outliers seme observation points vary from other obsermatiand median imputation
handles outliers better when compared to mean istipat

Table 6. Performance metrics comparison after sgali

ML Algorithm / Classifier Scaler Precision | Recall | F1-Score Accuracy
Random Forest MinMax 0.78 0.98 0.91 0.81
Standard 0.95 0.71 0.82 0.78
Adaptive Boost MinMax 0.87 0.95 0.85 0.79
Standard 0.61 0.75 0.76 0.75

Imputed dataset is scaled using MinMax and Stehdcaler techniques. Inference obtained fromTiable 6 is that the
classification results obtained from data thatcaled using MinMax scaler outperforms the standaaled data. On an average
4.5% increase in accuracy can be seen when Minaling technique is used

Table 7. Result comparison between chosen classifiBefore parameter tuning

ML Algorithm / Classifier | Accuracy | Precision | Recall | F1-Score
Adaptive Boost 0.81 0.71 0.76 0.75
Random Forest 0.85 0.59 0.80 0.88

The Table 7 depicts the performance comparistwden chosen classifiers. It can be inferredtti@abest performing model is
the Random Forest model with an accuracy of 85%aaretall value of 0.80 and has the highest fles€088. The above result
analysis is tabulated without performing of hypegmaeter tuning technique and it is to be noted pleatormance of each model
can be improved further by tuning the parameters.

Table 8. Result comparison between chosen classifié\fter parameter tuning

ML Algorithm / Classifier | Accuracy | Precision | Recall | F1-Score
Adaptive Boost 0.89 0.75 0.91 0.77
Random Forest 0.91 0.87 0.94 0.89

From the Table 8, it can be inferred that AdaptBoosting shows the least accuracy of about 8BR&. accuracy of the
Adaptive Boosting, and Random Forest has been wegrby 8%, and 6% respectively after tuning thexpeaters.

6. Conclusions and future scope

A visualization module has been built to dispiatgractive plots of vehicle sensor data. Foussifecation algorithms to solve
the problem of determining if a vehicle has a sipe@iPS component failure are studied and resulstabulated for deciding the
best classifier model. The challenge of dealindwétw data which holds highly unbalanced data atetge number of missing
values are handled during data preparation. Varitata pre-processing techniques for missing vatygutation and scaling are
performed and the best imputation and scaling tecles are identified. Median Imputation presentedtds results when
compared to mean and mode imputation. An averade58b increase in accuracy was seen when MinMdingcechnique was
used to scale the data. From the experimentaltseudan be summarized that, the Random ForesteMoerforms well for this
classification problem when compared to other timeelels. It has the highest accuracy of 91% anallrealue of 0.94.

The Web application, outcome of this proposed wuok only serve as the perfect companion to minintihee cost of
time and money involved in unnecessary checks ffmmault system detection in trucks but also d@@sguickly detect and isolate
the faulty system avoiding failure propagation whinay lead to even more hazardous circumstancedésign of the proposed
system is quite simple compared to Quangi et 8112 and also utilizes histogram bin data whica popular form of data among
heavy duty vehicles. As it is a unique kind of data there are not many existing analyses workop®dd on this kind of
histogram dataset. Despite these limitations iouses, the result looks impressive and further liaimproved using neutral
networks to attain better trained models. This paydy deals with the fault associated with engamel air pressure systems in
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trucks. Further, it can be appended with other maghicle systems like transmission, chassis, dfatment systems etc. to
make it a one stop solution for all kinds of vehitdults and maintenance issues.

References

Cephasaxbureto, 2017, OBD-Il Dataset, Retrievedusel, 2021, https://www.kaggle.com/cephasax/odd8-

Costa C.F. and Nascimento M.A., 2016, IDA 2016 btdal Challenge: Using machine learning for prédi failures,4th IEEE
International Conference on Industrial Informati&ingapore, pp. 1081-1086.

Dua, D. and Graff, C. 2019. UCI Machine Learningp®sitory [http://archive.ics.uci.edu/mllniversity of California, School of
Information and Computer Sciendevine, CA

Gomes, I.P., Wolf, D.F, 2021, Health monitoringteys for autonomous vehicles using dynamic bayeseworks for diagnosis
and prognosis]ournal of Intelligent and Robotic Systerwsl. 101, pp. 19-24. https://doi.org/10.1007/s46®20-01293-y

Gosain, A. & Sardana, S. 2017, Handling class iar@d problem using oversampling techniques: A reMiEEE International
Conference on Advances in Computing, Communicatinoddnformatics (ICACCJ)13-16 September, Udupi, India, pp. 79-85.
https://doi.org/10.1109/ICACCI.2017.8125820

Johanson M. & Karlsson L. 2007, Improving vehiclaghostics through wireless data collection andistteal analysis|EEE
38th Vehicular Technology Conference, Baltimore,,MIBA pp2184 - 2188. https://doi.org/10.1109/VETECF.2d88

Kohavi, R. 2001, Data mining and visualizatidn, Sixth Annual Symposium on Frontiers of EngirmmegeriNational Academy
Press, DCpp. 30-40.

Nair V. and. Koustubh, B. P. 2017, Data analysishméques for fault detection in hybrid/electric s 2017 IEEE
Transportation Electrification Conference (ITEC-lafl https://doi.org/10.1109/itec-india.

Obodoeze F.C., Okoye F.A., Ifeyinwa O.N. 2018. Besand implementation of a vehicle fault detectaystem (FDS) with
online and SMS fault reporting: Case study of fonotors,American Journal of Engineering Researvto]. 7, pp. 53-64.

Pedregosa F., Varoquaux G., Gramfort A., MichelThirion B., Grisel O., Blondel M., Prettenhofer, P/eiss R., Dubourg V.,
Vanderplas J., Passos A., Cournapeau D., BruchePdfrot M., Duchesnay E. 2013¢ikit-learn: machine learning in python,
Journal of Machine Learning Research, Vol. 12, 8&.pp. 2825-2830.

Pestana-Viana D., Gutiérrez R.H.R., de Lima A.Aly&SF.L.E., Vaz L., Prego T.D.M. & Monteiro U.A.029, Application of
machine learning in diesel engines fault identtfmg In: Cavalca K., Weber H. (ed€¥roceedings of the 10th International
Conference on Rotor Dynamics — IFToMM. IFToMM 20M&chanisms and Machine Scien®®l. 61. Springer. pp 74-89.
https://doi.org/10.1007/978-3-319-99268-6_6

Quangi W., Jian W. and Yanyan W. 2011, Design dificle bus data acquisition and fault diagnosisesys2011 International
Conference on Consumer Electronics, CommunicatmusNetworks (CECNet), Xianning, China, 16-18 Ap@lL1, pp. 245-
248. https://doi.org/10.1109/CECNET.2011.5768929

Ramentol, E., Caballero, Y., Bello, R., & Herrefa, 2012, “SMOTERSB*: a hybrid pre-processing apgio based on
oversampling and Undersampling for high imbalandedasets using SMOTE and rough sets the#fyowledge and
Information System&/ol. 33, No. 2, pp. 245-265. https://doi.org/1@W0Z/s10115-011-0465-6

Sankavaram C., Kodali A., Pattipati K.R. and Sirgh2015, Incremental classifiers for data-driveultfaliagnosis applied to
automotive system$lzEE AccessVol. 3, pp. 407-419. https://doi.org/10.1109/ACEE2015.2422833

Sankavaram, C., Kodali, A., Pattipati, K. & SindB, & Bandhyopadhyay, P. 2010, Event-driven dataingiriechniques for
automotive fault diagnosig1® International Workshop on Principles of Diagnogip. 1-8.

Sonak, A., Patankar, R., & Pise, N. 2016, A newraagh for handling imbalanced dataset using ANN gedetic algorithm,
IEEE International Conference on Communication &ighal Processing (ICCSP)p. 1987-1990.

Svérd C., Nyberg M., Frisk E., Krysander M. 2014t&driven and adaptive statistical residual evadndor fault detection with
an automotive  application, Mechanical Systems and Signal Processingvol. 45 pp. 170-192.
https://doi.org/10.1016/j.ymssp.2013.11.002

Xie P., Du L., Zhou B., Yu Y., Du H., Cui L., Xu F019, Design and implementation of vehicle dat-tiemne acquisition
system Journal of Physics Conference Series 1M, 5, 052059. https://doi.org/10.1088/1742-6596/8/5/052059

Xie C., Wang Y., Maclintyre J., Sheikh M., Elkady RD18,Using sensors data and emissions information tgmise engine’s
faults  International  Journal of  Computational Intelligence Systems Vol. 11, pp. 1142-1152.
https://doi.org/10.2991/ijcis.11.1.86

Biographical notes

M. Kiruba Thomas and S. Sumathiare currently in the Department of Electrical afelcEonics Engineering, PSG College of Technoldgimbatore , India



