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Abstract
Modern semiconductor manufacturing is a complex process with a multitude of softwareapplications. This application landscape has to be constantly monitored, since the communi-cation and access patterns provide important insights. Because of the high event rates of theequipment log data stream in modern factories, big-data tools are required for scalable stateand history analytics. The choice of suitable big-data solutions and their technical realizationremains a challenging task.
This thesis compares big-data architectures and discovers solutions for log-data ingest, en-richment, analytics and visualization. Based on the use cases and requirements of developersworking in this field, a comparison of a custom assembled stack and a complete solution ismade. Since the complete stack is a preferable solution, Datadog, Grafana Loki and the Elastic8 Stack are selected for a more detailed study. These three systems are implemented andcompared based on the requirements. All three systems are well suited for big-data loggingand fulfill most of the requirements, but show different capabilities when implemented andused.
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Zusammenfassung
Die moderne Halbleiterfertigung ist ein komplexer Prozess mit einer Vielzahl von Soft-wareanwendungen. Diese Anwendungslandschaft muss ständig überwacht werden, da dieKommunikations- und Zugriffsmuster wichtige Erkenntnisse liefern. Aufgrund der hohen Er-eignisraten des Logdatenstroms der Maschinen in modernen Fabriken werden Big-Data-Toolsfür skalierbare Zustands- und Verlaufsanalysen benötigt. Die Auswahl geeigneter Big-Data-Lösungen und deren technische Umsetzung ist eine anspruchsvolle Aufgabe.
Diese Arbeit vergleicht Big-Data-Architekturen und untersucht Lösungen für das Sammeln,Anreicherung, Analyse und Visualisierung von Log-Daten. Basierend auf den Use Cases undden Anforderungen von Entwicklern, die in diesem Bereich arbeiten, wird ein Vergleich zwi-schen einem individuell zusammengestellten Stack und einer Komplettlösung vorgenommen.Da die Komplettlösung vorteilhafter ist, werden Datadog, Grafana Loki und der Elastic 8 Stackfür eine genauere Untersuchung ausgewählt. Diese drei Systeme werden auf der Grundlageder Anforderungen implementiert und verglichen. Alle drei Systeme eignen sich gut für Big-Data-Logging und erfüllen die meisten Anforderungen, zeigen aber unterschiedliche Fähigkei-ten bei der Implementierung und Nutzung.
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Chapter 1

Introduction
“Without big-data analytics, companies are blind and deaf, wandering out onto the web likedeer on a freeway.”– Geoffrey Moore, management consultant and author of “Crossing the Chasm” [50]
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1.1 Motivation

Production companies these days are becoming more and more automated by machinesand robots [129]. With the increasing use of machines and robots, increases the amount ofsensors and sensing elements required. And with a growing amount of sensors, more log datais generated in a company. In the field of factory automation, it is advantageous to have logdata from a production plant available [103].
But this log data is not of any use, if it cannot be processed, visualized, evaluated and usedto optimize the production process. A simple log viewer does not have the option to filter,visualize or even combine logs from multiple sources. Problem-solving with such an environ-ment can be hard and time-consuming. Developers, which need to analyze the logs to find thecause of an anomaly, tend to write their own program for their specific use case. This is thereason for narrow software solutions, which only cover a few use cases.
To avoid spending time in the development of narrow software systems and investing addi-tional time in optimizing production plants, a system that covers many use cases arises. Thisthesis has the goal to find a suitable solution for a wide range of use cases in big-data logging.

1.2 Structure

The following chapter goes into some basics of logging, like log level and well-known logstructures in semiconductor production. It continues with the origin, scope and size of logdata in this industry. Software developers used examples to explain how they use loggingtools in their daily work. Based on these use cases, the requirements for a big-data loggingtool were worked out.
Chapter 3 looks deeper into five papers presenting a logging or monitoring architecture forIoT devices or other big-data solutions. Since the architecture can be split up into multiplecomponents with different functions, Components for one layer collects possible tools, whichcover a part of a potential software stack. The Software solutions for the stack present solutions,which cover the whole process: collecting, analyzing, storing and visualizing.
Analysis and Implementation discusses the benefits and drawbacks of a full stack in compar-ison to a custom assembled stack. Based on the presented stacks in chapter 3 Datadog, theGrafana Loki stack and the Elastic 8 stack are chosen to be implemented and evaluated inmore detail.
In chapter 5 a comparison of the implemented solution is done. The first part is the com-parison based on the levels in the horizontal structure, and the second part is based on therequirements. Finally, this work summarizes the findings and gives an outlook of further pos-sible areas to be examined.

Chapter 1 Introduction 2



Chapter 2

Fundamentals and Prerequisites
The chapter starts with logging fundamentals, followed by the description of two custom logstructures. Afterward, requirements and use cases for a big-data logging system are collected,to lay the foundation for the comparison done in this work.
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2.1 Logging

Software engineers often use logs to keep track of important run-time data about their sys-tems. The logging lines are included in the source code to generate the log data [49]. Inmanufacturing health monitoring, logging messages could be generated by sensors that ob-serve the internal states in the system during production. The sensor log statements are thenwritten into a log file, collecting the sensor information.
A logging statement typically includes a log level, a static text, and one or more variables[130, 71], and it is often presented in a format, easily readable for humans [126]. But thetextual format for humans is often difficult to process by machines. Especially when it comesto further automated processing, indexing and analyzing, the log line needs to be structured.
Structured logging is the technique of enforcing a consistent, predetermined message for-mat, which is machine-readable and can be easily parsed [126]. XML, JSON, the Common EventFormat or the NCSA Common Log Format are a few formats used for structured logging [74,125].

2.1.1 Log level

Structured logging helps to identify the log level of a log statement. Debug, info, warn, error,alert or fatal/emergency are the six log levels supported bymost logging libraries. The log levelsare sorted by the level of verbosity of a logged event, with “trace” being the most verbose and“fatal/emergency” being the least verbose [71].

Value Severity Keyword Description
0 Emergency emerg System is unusable
1 Alert alert Action must be taken immediately
2 Critical crit Critical conditions
3 Error err Error conditions
4 Warning warning Warning conditions
5 Notice notice Normal but significant conditions
6 Informational info Informational messages
7 Debug debug Debug-level messages

Table 2.1: Syslog severity levels [51]
Syslog stands for System Logging Protocol and is a standard protocol used to send systemlog or event messages to a server. It is primarily used to collect disparate device logs frommultiple different computers in a central location for monitoring and control purposes [111].Syslog is defined in RFC 5424 [51], the Syslog protocol, which supersedes the earlier version,RFC 3164 [84]. A Syslog message consists of three parts: PRI (a calculated Priority value),HEADER (containing identifying information), and MSG (the actual message). The Priority valueis an integer whose binary representation can be broken down into two parts: the Facility fieldand the Severity field. The Facility field describes the type of system the message was created

Chapter 2 Fundamentals and Prerequisites 4



on. The Severity field, comprising the last three bits of the Priority, contains a numeric valuebetween 0 and 7, with 0 being the most critical or urgent level as shown in Table 2.1 [111].
Eric Allman created Syslog as part of the Sendmail project in the 1980s [40]. Other appli-cations quickly adopted it, and it has since become the standard logging option for Unix-likesystems [2]. Currently, implementations exist for other operating systems as well and the loglevel scale is used by various devices and software solutions [94]. Nevertheless, you can findlog scales using Syslog as a basis, with not all severities used or changed to their needs. TheCSFW log is one example of a strong adaptation of the log level.

2.1.2 CSFW log

The Client Server Framework Log was developed by SYSTEMA and offers a way of structuringlog lines. The individual parts are separated from each other by hyphens. At the beginningof the log line is the timestamp of the entry. This is followed by the corresponding processidentifier (PID). The next part, the log level, has level six with the Syslog scale in common, butthe rest was modified as shown in Table 2.2. The next two parts indicate the module nameand the class name, which created the entry. These parts are followed by the content of thelog message. The content could be plain text or another structured format like JSON or XML.Listing 2.1 shows how CSFW log entries look like in production.
Value Keyword Description
0 FATAL Fatal
1 ERROR Error
2 WARNING Warning
3 ALWAYS Always
4 COM Communication
5 STEP Step
6 INFO Informational
7 METHOD Method

Table 2.2: CSFW log levels

1 2022.04.06 13:20:04.895 - PID: 10407 - LEVEL: 3 ALWAYS -
database - DSysDBRequester -
reInitConnection(): Try to initialize JDBC connection...2 2022.04.06 13:20:23.666 - PID: 10407 - LEVEL: 7 METHOD - bus

- DSysBus - <<
readName(ESysConfigItem)3 2022.04.06 13:41:23.932 - PID: 10407 - LEVEL: 7 METHOD - bus

- DSysMsgToDataFieldConve - >> toWireFormat4 2022.04.06 13:41:23.933 - PID: 10407 - LEVEL: 4 COM - bus
- DSysMsgToDataFieldConve - Sending message on

subject "CalculationProcess.Base.SystemControl"5 2022.04.06 13:41:23.933 - PID: 10407 - LEVEL: 7 METHOD - bus
- DSysMsgToDataFieldConve - << toWireFormat

Listing 2.1: Example of CSFW log entries

Chapter 2 Fundamentals and Prerequisites 5



2.1.3 SECS log

The SEMI Equipment Communication Standard (SECS) is a communication standard for com-puters and devices in themanufacturing industry published by Semiconductor Equipment andMaterials International (SEMI). When speaking of SECS, GEM (Generic Model For Communica-tions and Control Of Manufacturing Equipment) is often used in the same vein [68][106][107].As the name SECS/GEM already suggests, it is actually a combination of several standards.The levels build on each other and provide functions for the next higher level [106]. With SEC-S/GEM, three levels are usually used. Each level is defined in its own SEMI standard, as seenin Figure 2.1.

SEMI E30: GEM

SEMI E5: SECS II

SEMI E4: SECS I

RS-232 / RS-485

SEMI E37: HSMS

TCP/IP

Figure 2.1: SECS/GEM communication and protocol stack

SEMI E30 GEM

TheGEM standard defines themachine states and business rules. It also specifies guidelinessuch as how and when SECS II messages should be used, as well as what the resulting activityshould be. It also specifies features such as Status Data Collections, Trace Data Collections,Alarms Management, Spooling, Remote Command, and so on [68].
SEMI E5 SECS II

This is themost significant standard for this work, because it describes how a SECSmessage,which is also written to the log, is structured. The API describes the interface between the hostand the equipment, and it depicts the structure of the messages. Each message is named by“Function” and “Stream” (category) [68].
The SECS II message is split up into header and body, which can be seen in Figure 2.2. Theheader contains the function name and metadata about the transaction. The body could beempty for some functions, but normally it includes a description, a structure with the function’smessage body and exceptions. The function’s message body is structured in lists and items.Each item is numbered on a new line and can be grouped in nested lists as well [68].

SEMI E37 HSMS

The High-Speed SECS Message Services (HSMS) is currently the primary transport protocolstandard in the SECS/GEM stack and is built on top of the TCP/IP protocol. It supersedes the“SEMI E4 SECS I” standard, which was built for serial communication and did not allow higherspeed or a variety of platforms [108].

Chapter 2 Fundamentals and Prerequisites 6



S1 (Stream ID)

F3 (Function ID)

Selected Equipment Status Request (Name)

SSR (Mnemonic of Name)

H > E (Message Direction, H = Host, E = Equipment)

Header

Body

Description

A request to the equipment to report selected value of its status.

Structure

L , 3
<SVID1)
<SVID2)
<SVID3)

Exception

Exceptions to the structure's standard rules that have a different meaning.

Figure 2.2: SEMI E5 SECS II message structure and example
Chosen parts of the SECS message are written with the timestamp into the log file. Thereappears to be no standard on how this is done, since you can find differently structured logentries, as shown in Listing 2.2 Example of two different SECS log entries.
1 16.04.2022 02:19:00 : H <-- E [0x3467ADAD]2 S1F4 : Selected Equipment Status Request3 <L [4]4 <U1 73 >5 <B 5 >6 <A >7 <A >8 >.910 04Apr22 01:09:33.531 S02,F35 (OUT) [DEV 0x0000] [SYS 0x130059B8] [W 1]11 <L 212 <U1 1, 0>13 <L 0>14 >

Listing 2.2: Example of two different SECS log entries

Besides the two log format examples listed above, there are many other formats that canbe used, because of personal needs and requirements.

Chapter 2 Fundamentals and Prerequisites 7



2.2 Existing system and data

This work uses logs from the production environment of semiconductor manufacturingplants. The next section gives a brief overview of the manufacturing process, followed by afew numbers on the log data generated in these systems.
2.2.1 Production process

The production process of computer chips can be split up into three phases, which are oftendone in different companies:
Poly silicon to wafers Today, computer chips are produced mainly from semiconductor ma-terials, such as doped silicon. Semiconductor material blocks, also called ingots, can be madeusing a variety of techniques. The goal is to get as pure an ingot as possible by removingimpurities. After the production of the ingot, a wafer is created by cutting the ingot into slices.
Wafer to chips Usually, several wafers are bundled into one lot. The wafers in a lot are thenprocessed simultaneously or directly one after the other. Step by step, the wafer is then pro-cessed into up to ten thousand computer chips [117]. Normally, the manufacturing processfrom a wafer to computer chips takes around two months, but it could take up to six monthsas well. The time of this process depends on the complexity of the chips, and additional qualitychecks and touch-ups increase the production time. The log data for this thesis is producedin this production phase.
Chips to device In the last step, the chips are combined with devices or to embedded sys-tems, which is a computer hardware device with software that is designed to execute a specificfunction, either standalone or as part of a larger system [123].
2.2.2 Log data in numbers

To get an overview of the amount of log data that must ultimately be processed by a sys-tem, the numbers of a semiconductor fabrication company with a monthly capacity of around70,000 wafers are presented. To systematically control materials over the stages of procure-ment and storage, and to facilitate the uninterrupted and continuous flow ofmaterials throughthe production pipeline, a Material Control System (MCS) is used [113]. Eight applicationservers are used to run the MCS and the system produces around 15 to 17 million CSFW loglines using five to seven Gigabytes of storage per machine per day, and a factory can containseveral machines.
Depending on the size and the equipment in another semiconductor company, the logamount varies. Statistics of their production line show around 100 SECS log entries perminute,which can add up to ca. 150,000 entries a day using around 50 Megabytes. Especially forsmaller companies and production lines lacking sensors on the equipment, the amount couldbe just a tenth as well.1

1The statistics are from various partners of SYSTEMA GmbH.

Chapter 2 Fundamentals and Prerequisites 8



2.3 Requirements

The requirements for a possible system to handle this amount of data are categorizedinto functional, system and quality requirements. For a better evaluation of the various solu-tions, the requirements are evaluated using the MoSCoWmethod [122], one of the most citedand utilized methods of software requirements prioritization according to [3]. The MoSCoWmethod classifies the requirements into M must have, S should have, C could have and Wwon’t have.
M —Must have These requirements are conditions that must be met in the final product.They are a non-negotiable necessity, and the project will fail without them.
S — Should have These features are important but not vital, and they do not need to bereleased right away. However, it is regarded as significant and valuable to users, and suchdemands are ranked second on the priority list.
C — Could have These requirements are desired but not an obligatory necessity. If theproject’s timelines are threatened, this point will be eliminated first from scope, according tothe approach.
W —Won’t have A need that will not be implemented in the current version, but could beadded in the future. Typically, such requirements have no bearing on the project’s success[20].
The following requirements were classified according to my suggestion and subsequent dis-cussion in the SYSTEMA Enterprise Integration Analytics project team.

2.3.1 Functional requirements

The functional requirements are categorized by themajor steps of a log system, because thesoftware solutions are often split up into decoupled components for each step, and sometimesit is possible to exchange one component in the software stack. Normally a software stackbegins with the ingestion of the log lines, continues with the analysis and the indexing, andfinally visualizes the log data.
Requirements for collection

RF11 Extendable file parser M

It should be possible to handle other logging file formats and extract attributes out of the data.
RF12 SECS parser and CSFW parser C

There are multiple different logging formats. Two of them should be supported by the system.The first format is called SEMI Equipment Communication Standard (SECS) and the secondformat is called SYSTEMA Client Server Framework Log Format. This format needs a parser fora complex log with attached structured data in the XML format.
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RF13 Enrichment S

Parsed attributes should be enriched with additional data from a database system or anotherexternal system.
RF14 Combine data from multiple sources S

A solution should be able to join the data from multiple logs and multiple hosts. This includesthat data needs to be pushed to a central point, since the location of the clients is not knownevery time.
RF15 Ingest log data later in bulk S

In some cases, there should be no direct connection of the logging equipment to a loggingsoftware solution. In such cases, the log data is transferred as an archive and processed andanalyzed at a later time.
RF16 Pseudonymization S

The parser should have an option to replace personally identifiable information within the logdata by artificial identifiers or pseudonyms.
RF17 Load of log collection client S

The client for the log collection runs normally in a production environment. Therefore, theclient should not put a heavy load on the host system.
Requirements for analysis

RF21 Filter by attributes M

The software should allow filtering of the logs by defined attributes like host, log level, andcontent.
RF22 Full-text search M

A full-text search over the ingested log data should be possible.
RF23 Sorting by time M

The system should be able to sort the log based on a timestamp.
RF24 Auto-completion S

When writing queries, suitable suggestions should be shown and auto-completion should bepossible.
RF25 API for Visualization M

A solution should provide an interface, which does not need to be public, to visualize the datain a dashboard.
RF26 Query API C

An interface like SQL would be great to query the indexed logs.
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RF27 Anomaly detection C

Anomaly detection or outlier detection should help to identify rare events or observationswhich deviate significantly from the majority of the log data and do not conform to the normalbehavior.
Requirements for visualization

RF31 Table view M

Logs should be able to be viewed in a table sorted by selected attributes like time.
RF32 Histogram S

A solution should be able to show the quantified data in a histogram for a few minutes and upto one month.
RF33 Scatter plots S

The system should be able to show the logs in scatter plots like production time based on theday of the week.
RF34 Grouping sequences C

Repeating sequences in the log files should be able to be grouped.
RF35 Real-time log tail C

The dashboard should have a view showing the produced logs in real-time. A time less thanone hour fulfills this requirement.
RF36 Mark log lines C

The visual interface could provide an option to mark log lines with a specific pattern. It wouldbe ideal if the marks could be shown in different background colors of the log line.
RF37 Comment log lines C

The visual interface could provide an option for multiple users to comment on a log line andto show the comment history linked to it.
RF38 Export selected original log data S

An option to export selected log data in various formats would be useful. Export should includethe export of the original log data and the parsed log data in formats like JSON.
RF39 Sequence diagram W

Grouped sequences should be shown in a sequence diagram.
Commercial requirements

RF41 Usage of existing solution M

Prefer existing or commercial tools and avoid the development of a new solution.
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RF42 User Management M

Different user roles with different rights should be possible. It is necessary to differentiatebetween users for managing the system and creating visualizations and users, who can onlyview the dashboards.
RF43 Minimal IT support S

Operation and Maintenance of the logging system should be possible with minimal supportby IT.
RF44 No publishing of source code M

The license of any system used should not include the release of the source code as a condi-tion.
2.3.2 System requirements

The system requirements are criteria for an appropriate set of resources to satisfy a sys-tem [53]. Every software system needs a different set of resources, and no two systems haveidentical requirements [13]. At this point, a specific system is not selected. Since the varioussoftware stacks have different system requirements, there are only a few essentials a possiblesoftware stack should fulfill.
RS01 Hard disk space M

The system should be able to store the indexed log data, which size may depend on the usedsystem.
RS02 Secure transmission M

The transport of log data has to be transferred via a secure channel like TLS.
2.3.3 Quality requirements

Advertisers would like us to believe that all businesses make high-quality goods. The term“quality” has become so overused that it has lost its meaning for many people. And quite oftenthe customer defines what product has a high-quality [59]. The following requirements arebased on the potential expectation of customers. They are split into availability requirements,which include the storing time, and performance requirements, concentrating on scalability.
Availability

RQ11 High availability S

The service downtime should be less than 9 hours per year, which equals an availability per-centage of 99.9%.
RQ12 Storing of full data S

The visualization of the log data should be able to show 14 days, including all log levels.
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RQ13 Storing of filtered data S

After 14 days, log data should be able to get filtered to save storage. The filter should keep loglines with a specific log level or content.
RQ14 Archived data S

The aggregated logs should be saved for the make span of the product. This is typically two tosix months in the semiconductor industry.
RQ15 On-premises and Cloud S

A solution that can be deployed on-premises and in the Cloud is preferred.
Performance

RQ21 Scalability M

The system should be able to handle an increase in workloadwithout a significant performancedegradation or the ability to quickly enlarge the system.
RQ22 Volume of indexed information S

The indexed information should not take more than double the original log data.
RQ23 Real-time update interval C

The view of the log tail should show incoming log lines within 60 seconds.
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2.4 Use Cases

The following use cases are intended to illustrate a specific system behavior the stakeholderwants to use the system for. To concentrate on the most significant features when picking thesystem, only the most important use cases were summarized, but many other Uses Cases doexist.
2.4.1 Finding specific communication sequence

Operators of production plants notice irregularities or errors in production and want to findout the cause. A few parameters like time or a product identification number for the anomalyare known. Based on very little information, analysts try to find a specific communication se-quence in the log. To understand and analyze the log, the filtering of unnecessary log lines andgrouping of similar events is essential. A visualization could speed up the process of analyzing,because reoccurring patterns could be seen quicker.
Use Case Finding specific communication sequence
ID UC01
Actor Software Developer
Trigger Anomaly in the production process
Pre-condition Log data and few known parameters of anomaly like time and product
Normal flow Filtering, grouping and visualizing the log data to find specific commu-nication sequence
Post-condition Known cause of the anomaly

Table 2.3: UC01 Finding specific communication sequence
2.4.2 Watching system changes

After system updates it should be possible to determine whether the system continues torun as before, whether new services are called, new conflicts arise or the utilization of pro-duction lines changes. This requires the selection of specific periods of time to compare theperiod before and after the system change.
Use Case Watching system changes
ID UC02
Actor Integration Software Engineer
Trigger Software updates or software changes
Pre-condition Time for system change and log data before and after the systemchange
Normal flow Selection of the time periods before and after the software change toview chosen parameters and compare them
Post-condition Discovery of differences in the system before and after the changelike new called services, new conflicts or changed performance

Table 2.4: UC02 Watching system changes
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2.4.3 Comparison with expected production path

In complex production lines, it is useful to see the production path of individual products.This would allow comparing the used production path to the expected production path. Thismethod helps to validate, whether the software is working as planned and expected.
Use Case Comparison with expected production path
ID UC03
Actor Integration Tester
Trigger Fault in produced product
Pre-condition Log data of production process
Normal flow Filtering of the log data according to the specific product and orderingaccording to time
Post-condition Finding any deviations from the normal production process

Table 2.5: UC03 Comparison with expected production path

2.4.4 Enrichment with metadata

Log data of production lines consists of products with unique identifiers. To find solutionsto occurring issues, it is helpful to have additional data shown to the product identifier, suchas metadata like carrier or intended production process. This additional metadata is stored inexternal databases or can be queried via SQL.
Use Case Enrichment with metadata
ID UC04
Actor Production Manager
Trigger Need for additional data for a specific product
Pre-condition Log data and system with additional product data
Normal flow Log line is enriched with metadata
Post-condition Showing the additional metadata in the dashboard

Table 2.6: UC04 Enrichment with metadata
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2.4.5 Decoupled log analysis

In some cases, the log data is available as an archive or excerpt from a file and is not inte-grated into a running system. In this case, the log data must be able to be analyzed separatelyand decoupled from a productive system. The use cases mentioned before could all occur asdecoupled log analysis.
Use Case Decoupled log analysis
ID UC05
Actor Integration Software Engineer
Trigger Submission of log data for analysis
Pre-condition File with log data
Normal flow Import of the log data into the decoupled system for the desired anal-ysis
Post-condition Finished analysis with the gained insight

Table 2.7: UC05 Decoupled log analysis
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Chapter 3

State of the Art and
Potential Software Stacks
The following chapter is about the resources available regarding big-data logging. This includesvarious papers describing software stacks used in big-data and IoT systems. The second sec-tion gives an overview of potential software solutions for big-data logging.
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3.1 State of the art software stacks

A specific search for papers on semiconductor logging architectures yields only a few results.But when searching for IoT logging architectures, literature and comparable works can befound in numbers. This section examines some of these papers to find commonalities in thearchitecture of big-data logging systems.
3.1.1 IoT flow monitoring system

The paper [19] describes a flow monitoring system for IoT (Internet of Things) networks, asillustrated in Figure 3.1. The author describes the typical architecture of flowmonitoring in foursteps. It starts with the Packet Observation to capture the packets from the sensors and pre-process them for further use. The second step is the Flow Metering & Export, “where packetsare aggregated into flows and flow records are exported.” This is followed by Data Collection,which “receive, store and pre-process flow data from one or more flow exporters.” The finalstep is Data Analysis. The author uses Logstash [83] of the Elastic Stack for Data Collection andElasticsearch [38] and Kibana [70] for the Data Analysis.

Packet 
Observation

Flow 
Metering & 

Export

Data 
Collection

Data 
Analysis

Figure 3.1: Workflow for flow monitoring on IoT networks [19]

3.1.2 Big-Data IoT monitoring system

The authors of [105] describe a “parallel data processing system for IoT security monitoring”which is intended for large amounts of security events, that can be classified as big-data, fromterminal devices and network infrastructure. The security events are stored in log files andthe system is implemented in an Apache™ Hadoop® environment, which is a framework fordistributed processing of large data sets across a computer cluster [8].
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Data 
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Data 
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Figure 3.2: System architecture for big-data security monitoring of IoT Networks [105]
It consists of a data collection component, which collects the security events from differ-ent sources and forwards them to secure data storage. The data storage is implemented asa Hadoop Distributed File System (HDSF). The component for data normalization & analysisconverts the data of the storage into the unified format CSV (Comma Separated Values) andperforms preprocessing and filtering. During the analysis, it runs functions of aggregation, likeextremes or means values, and correlation, like abnormal effects, and transmits the results
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back to the HDSF. The data visualization component allows the visual analysis and presents itin histograms, pie charts and linear graphics. This whole process is shown in Figure 3.2.
3.1.3 IoT Cloud Computing Stack

The IoT Log Collection Stack is presented based on [12] in [95]. The stack is divided into sixlayers, where the lowest layer is the hardware, which is not shown in Figure 3.3 to be bettercomparable to the other stacks. The Event layer is the part responsible for generating eventsand formatting it into the key-value pair structure JSON. Different protocols are then beingused in the Protocol layer to carry the data out of the embedded devices into the cloud.
The Cloud layer saves the incoming log data into the Cloud storage and checks the integrityof the data. The Application layer is a software stack that includes tools, programs, and scriptsfor extracting relevant data from the cloud storage and aligning it along a timeline. In addition,there are instruments to help investigators with forensic analysis. The Presentation layer is thesystem’s human interface, giving capabilities for visualizing and displaying data.

Event layer
Log generator

Protocol 
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Analysis
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Figure 3.3: IoT Cloud Log Collection Stack [95]

3.1.4 Big-Data Logging Architecture

The conference proceedings [24] talk about three layers in a logging and monitoring systemsoftware stack. The first layer is the Collector, which gathers the messages from the devicesand sends them to an application for processing. Analysis application is the second layer, whichis consuming and processing the data streams. The data processor then stores the data in adatabase. The last layer is Visualization, and this layer gets the data from the database andpushes it to a responsive web dashboard. This document presents the architecture, as seenin Figure 3.4, but does not mention a concrete application system supporting this architecture.

Collector Analysis Visualization

Figure 3.4: Big-Data Architectures for Logging and Monitoring [24]

3.1.5 IoT Energy Conservation System

Another concept for an Energy Conservation System based on IoT Technology splits up thestack similarly, and is illustrated in Figure 3.5. Their system design consists of Recording, Com-puting and Visualizing. The recording includes data perception and information transmissionand storage. Computing concentrates on automatic control and energy use strategy recom-mendations. The last layer is for the visual result presentation. They used Autodesk Revit®[102] for storing the model, and they integrated their own implementation [128].
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Recording Computing Visualizing

Figure 3.5: Concept of an Energy Conservation System [128]

3.1.6 Similarities of the architectures

The architectures in the last sections were built for different purposes, but they all havesome aspects in common. In the beginning, they collect data from various sensors and logs tostore them in a central place. The data is then processed by applications, which filter, enrich oranalyze the data, so it can be presented and used to gain insight into the monitored system.
Table 3.1 shows the similarities of the described architectures. The architecture described insubsection 3.1.4 only has different wording for the various layers. In subsection 3.1.5 the firstlayer Recording includes the storage as well, but besides that, it is similar to subsection 3.1.4.The subsection 3.1.3 and subsection 3.1.2 divide the Analysis & Storage layer into the storageand the analysis or application part. IoT flow monitoring system sets different priorities for thearchitecture. The Collection process is split up into Packet Observation and Flow Metering. Eventhough the layer name Data Collection would fit better into Collection, the task of the layer isreceiving, storing and pre-processing [19], which fits more into the Analysis & Storage layer.Since Kibana is used for presenting the statistics in their implementation, Visualization is partof their Data Analysis layer.
Stack Collection Analysis & Storage Visualization
1 IoT flowmonitoring sys-tem [19] Packet ObservationFlow Metering Data CollectionData Analysis Data Analysis
2 Big-Data IoT monitoringsystem [105] Data collection Data storage, normaliza-tion and analysis Data visualization
3 IoT Cloud ComputingStack [95] Event layerProtocol layer Cloud layerApplication layer Presentation layer
4 Big-Data Logging Archi-tecture [24] Collector Analysis Visualization
5 IoT Energy Conserva-tion System [128] Recording RecordingComputing Visualizing

Table 3.1: Similarities of the architectures

For the remainder of the work in this thesis, the stack Collection, Analysis & Storage and Visu-alization is used. Collection is the part, which collects the data at the client and sends the datato a central device. Sometimes pre-processing is done at this stage. The Analysis & Storage isthe stage, where the processing is done, and the data is stored. This stage could most likelybe split up, into the analysis part and the storage part. Since the processed data needs to bestored, these parts are combined in this thesis. The Visualization layer is for presenting theprocessed data in dashboards to the user.
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3.2 Selection of software stack

Looking for a software system that covers the Requirements, you can find software systems,which cover only a part of the stack and systems which cover all three parts of the stack. Toget a better comparison, this document is looking at both possibilities.
3.2.1 Components for one layer

The process starts with the collection of the log, followed by the analyses and ends with thevisualization of the log data. This order is used to present possible components.
Collection

Fluentd One of the first results looking for log data collection is the opensource tool Fluentd developed by Treasure Data. Fluentd attempts to formatdata as JSON, which allows it to unify log processing, including collecting, fil-tering, buffering, and exporting logs across different sources and destinations[124].
Fluent Bit Treasure Data also developed Fluent Bit [47], an open-source logcollection and processor, in 2015. Fluent Bit, which was written in C, was de-signed for a specific use case: highly distributed systems with limited capacityand little overhead [48].
Apache Kafka Kafka [9] is an open-source distributed store and stream-processing platform. The goal of the project is to provide a unified, high-throughput, low-latency platform for real-time data flows. In comparison toother systems, Kafka abstracts away the files and rather wants log or eventdata as a stream of messages. To collect the data, Kafka has two options:Clients are based on a Kafka library for direct message streaming or KafkaConnect, a tool that connects to other systems like databases or applicationservers [10].
Analysis and Storage

Depending on the solution for this layer, the focus lies more on the analysis or the storage,but normally they go together.
Prometheus The open-source software Prometheus [98] is used for eventmonitoring and alerting, but it was primarily designed for metrics, not logs.The records are pulled via HTTP and saved in a time series database. Sincethere is no option to push log data into Prometheus, it is not a good solution,since data might get lost if not pulled in time [92].
Grafana Loki This solution is often described as “Like Prometheus, but forLogs” [67]. Loki is described as a log aggregation system designed to storeand query logs from all applications. It does not index the content of the loglines, but only indexes the metadata, which saves a lot of data [56].
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MongoDB The system MongoDB [90] is classified as a cross-platformdocument-oriented NoSQL database. Functions like log aggregation, indexingand full-text search make it interesting for big-data logs. From the beginning,MongoDB is based on a scale-out design, which enables many tiny machinesto collaborate to construct fast systems that canmanage large volumes of data[127].
Apache Solr™ Solr [121] is a Java-based open-source search platform. It sup-ports full-text search, real-time indexing and dynamic clustering. It providesan HTTP API to query it and get JSON, XML, CSV, or binary results [42]. Solr iscurrently one of the top three most popular enterprise search engines [30].
Visualization

Grafana The web-based analytics and interactive visualization program isone of the most popular metrics tools [7]. When connected to supporteddata sources, it produces web-based charts, graphs, and alerts [54, 58].Prometheus, InfluxDB and other time series databases are frequently usedin conjunction with it [100].
Cyclotron This open-source platform was developed for creating and host-ing dashboards of metrics in time series. Cyclotron allows data visualization,text and markdown editing and table calculation, when it is connected to oneof the supported databases like Prometheus, InfluxDB or Elasticsearch [25].
3.2.2 Software solutions for the stack

In contrast to the chapter before, the following solutions try to provide suitable tools for allstages, which are adjusted to each other.
Elastic Stack

The first release of Elasticsearch was published in 2010 [112]. Since then, it has becomeone of the most followed and used projects on GitHub [101] and the most popular enter-prise search engine [30]. In 2012 the company Elastic NV, previously named Elasticsearch, wasfounded to provide commercial products and services around the Elasticsearch software [36].
The Elastic Stack, at the beginning called ELK-Stack, started with the three open sourceprojects Elasticsearch, Logstash, and Kibana. As mentioned before, Elasticsearch [38] is a searchand analytics engine with an HTTP web interface and schema-free JSON documents. Logstash[83] is a server-side data processing pipeline that simultaneously ingests data from numeroussources, processes it, and transfers it to a storage place or analytics engine. Kibana [70] allowsusers to visualize data using charts and graphs [116].
In 2015 with Elasticsearch 2, Beats [14], a set of lightweight, single-purpose data shippers,were added to the stack. These shippers exist for different kinds of data: files, metric data,event logs, network data and more. The Beats completed the stack seen in Figure 3.15.
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Beats Logstash Elasticsearch Kibana

Figure 3.15: Elastic Stack
In August 2021, Elastic announced the Elastic Agent as one unified agent for all kinds of datasources and agents spread acrossmultiple networks [110]. Even though Elastic states “you cancontinue to use [Beats] alongside Elastic Agent” [110], since Elasticsearch 8 they are pushingthe Agent in favor of the Beats [88], and Beats and Logstash are not listed on the productoverview anymore [35].

Figure 3.16: Elastic 8 Stack with Elastic Agent and Fleet Server [46]

This thesis concentrates on the Elastic 8 Stack with the Elastic Agent and the Fleet Server, asshown in Figure 3.16, since this seems to be the future of the Elastic Stack.
Amazon OpenSearch

With Elasticsearch and Kibana version 7.11, Elastic changed the Apache 2.0 licensed codeto the Server Side Public License, which is not considered an Open Source license [120]. Withthe support of Red Hat, SAP and Capital One, Amazon introduced the forks OpenSearch andOpenSearch Dashboards under the Apache License in April 2021 [86].
A production-ready version of OpenSearch and OpenSearch Dashboards was published inJuly 2021 [45, 60]. Beginning with Beats 7.13, the connections to previous versions of Elastic-search and Kibana, and therefore OpenSearch are not supported anymore. But Beats can beconnected to Logstash, and Logstash can send the data via the OpenSearch output plugin toOpenSearch, as illustrated in Figure 3.17 [16, 5].

Beats Logstash OpenSearch Dashboards

Figure 3.17: OpenSearch Stack [15]
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Grafana Loki Stack

In the last section, Grafana Loki and Grafana have been introduced as tools that cover part ofthe stack. Even though they are used in a stack with various tools, GrafanaLabs recommendsthe Grafan Loki stack shown in Figure 3.18. The setup of Loki is always done with Promtail [99]in the official Grafana Labs documentation [65]. Promtail is the log collector specifically builtfor Loki. Loki then indexes the log with labels and provides the query language LogQL, whichcan be directly run in Grafana to visualize the data [56].

Promtrail
Loki Grafana

Figure 3.18: Grafana Loki Stack

TICK Stack

TICK was developed for time series analysis by the company InfluxData [64]. The main com-ponent InfluxDB is an open-source database, which is available as a cloud service, and it couldbe installed on-premise as well. Application metrics and IoT sensor data can be pushed viaAgent Telegraf [114] into the database. For the processing and the anomaly detection, Influx-Data provides the tool Kapacitor [69]. The visualization can be done directly in InfluxDB, butthe company provides an open-source web application [21] for monitoring and creating alertrules as well. The whole stack is illustrated in Figure 3.19.

Telegraf InfluxDB Kapacitor Chronograf

Figure 3.19: TICK Stack [34]

Datadog

Datadog is a cloud application software, which allowsmonitoring of servers, databases, toolsand services via a software-as-a-service (SaaS) based data analytics platform, which runs only inthe cloud. It specializes in companies, that need analysis and monitoring services. Figure 3.20summarizes the various services by Datadog. To collect data from various platforms, Datadoguses the Agent [22]. The Datadog Agent is an open source tool, that runs on your hosts andgathers events and metrics, and delivers them to Datadog for analysis [4].
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Figure 3.20: Datadog platform [26]
Mezmo previously LogDNA

During writing this thesis, LogDNA [75] was rebranded as Mezmo [72,18]. Mezmo is a SaaS-based log management tool that centralizes logsfrom many applications, servers, platforms, and systems into a webviewer. Smart parsing and clever filters are among the features, andit supports a variety of ingestion mechanisms with the open-sourceLogDNA agent [118].
Loggly

Loggly [73] is like Mezmo a SaaS-based log management tool. It collectslogs from different sources into a single location where you can track ac-tivity and evaluate patterns [78]. Even though Mezmo and Loggly are verysimilar, when it comes to functionality, Loggly has a bigger user commu-nity and generally has higher costs [28].
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Chapter 4

Analysis and Implementation
What are the benefits of a complete solution instead of a custom assembled stack? This is thefirst question answered in this chapter. For further research, three systems were selected andimplemented. The section 4.2 goes deeper into the selection process. The implementationand examination of Datadog, Grafana Loki and the Elastic 8 Stack follow in the last section.
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4.1 Full stack vs. a custom assembled stack

The components in the last chapter provide interfaces for various inputs and outputs. At afirst glance, there is the possibility to put together individual software stacks for your needs.The challenges usually become clear when these systems are used in practice. Since eachcomponent was developed on its own, there are various problems depending on the compo-sition.
4.1.1 Drawbacks of a custom assembled stack

A first obstacle is, that an efficient specialized interface to the system of the next layer isnot offered. This does not mean, the components do not have an interface at all, but ratherthey provide a standard interface, like a TCP port that accepts JSONmessages. But these inter-faces come with a lot of unwanted overhead, since keywords are different and not predefined.Sometimes additional plugins or extensions by the same company or third party developersare available to provide the required interface.
When this hurdle is cleared, there are various challenges when configuring the interfaces,such as different naming conventions for labels and keywords. To support this with an exam-ple, the documentation of Fluentd describes a few workarounds to make an export to Elastic-search work.
Even if a custom assembled stack should work in theory, configuration and troubleshootingcan be difficult, especially if there is no detailed documentation on the various combinationsof the stack. Blog and forum posts can help here, which of course are mostly written by thirdparties and not by the developers themselves. However, it is often not clear which version apost is valid for.
Since the tools are maintained by different communities and software manufacturers, theupdate cycle also differs and the dependencies on different software versions become a time-consuming challenge.
With a custom stack, different underlying technologies might be used for the components.As a result, configurationmight be in different languages. As an example, configuration for onecomponent could be done in YAML, but the next component is configured in XML. Experts whomaster both technologies are then required for the configuration.

4.1.2 Advantages of a complete solution

The advantage of a solution that has been designed as a complete stack lies in the goodinterplay of the components with one another. This does not just start with the pure soft-ware products, but continues with uniform testing, integration, deployment and appropriatedocumentation. A stack from a single supplier is therefore easier for setup and maintenance.
Some of the features you find in a complete solution are working, because of the verticalintegration of the components. An example is the monitoring and update function in the visu-alizer for the collection tools, as it is implemented in the Elastic Stack.
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Another advantage lies in the security settings. With the stack from a single source, certifi-cates and encryption can usually be added more easily, since it is configured in one place andthere is no need to set up certificates for each component individually.
One of the important requirements is RQ21 Scalability. The simpler the stack in the begin-ning, the easier it will be to adapt and modify it, when stability and scalability will become key.Even if a distinction must be made, whether a cloud solution or an on-premise solution isused. With cloud solutions, scalability is often done by adjusting a few settings or switchingthe plan, while with on-premise solutions more time has to be planned for additional setup ofcontainers or virtual machines.

4.1.3 Exclusion of a custom assembled stack

All of these points lead to the conclusion, that an individually assembled stack is not suitablefor long-term use in a company for the use cases mentioned. As a result, a custom buildstack is no longer considered a solution for this thesis, and the components discovered insubsection 3.2.1 Components for one layer are not investigated further.

4.2 Selection of full stack solutions

The stacks presented in subsection 3.2.2 are intended to be holistic, and the componentsof one stack are deliberately designed to work together. Nevertheless, there are differencesbetween the individual stacks, which are listed in the next section.
4.2.1 Elastic vs. Amazon

Amazon OpenSearch is a fork of Elasticsearch that arose as a result of Elastic’s licensechange. Since the change, both projects have diverged even further. Figure 3.17 illustrates,that with the new fork, Amazon took care of the development of the Storage & Analysis leveland the Visualization level. At the time of writing this thesis, no tool for collecting data has beenpublished by Amazon. This continues to be done with Elastic’s Beats and Logstash.
With Beats 7.13 it is no longer possible to connect OpenSearch directly. Instead, Logstashmust be used with a plugin to export to OpenSearch. A central option needs to be changed,when configuring OpenSearch to work with Logstash 8.0 [5].
These arguments no longer support the concept of a holistic system. For this reason, Ama-zon OpenSearch and Dashboards are not examined in this thesis. It remains to be seenwhether the stack will be completed in the next few years and whether it will again become asystem managed by one community.

4.2.2 Comparison of Cloud-Only-Solutions

Some stacks listed in subsection 3.2.2 can be set up in a company network or run in the cloudand thus meet RQ15 On-premises and Cloud. Other solutions run only as cloud software. Thisdoes not mean that the first layer Collection takes place exclusively in the cloud, since theremust be at least one interface to the data sources, which is usually implemented with a slimsoftware agent on the client. But Analysis & Storage and Visualization are only implementedin the cloud.
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Datadog, Mezmo and Loggly are the presented solutions, which can only be run in the cloud.In general, all three providers are designed for collecting and evaluating log data. In terms offunctionality, they differ considerably.
One of the most important requirements is RF11 Extendable file parser. When looking at thedocumentation of Loggly, it turns out that Loggly is not able to parse SECS or CSFW logs withoutan additional tool. The documentation states, that there are other tools for custom logs tostructure them in JSON [77]. Datadog and Mezmo both offer ways to parse custom logs. WhileDatadog relies like Elastic on the Grok parser, Mezmo has developed its own resource-savingsolution [93, 17].
Requirements RF25 API for Visualization, RF26 Query API and RF38 Export selected original logdata describe how the indexed logs can be made available via interfaces and export functions,so they can be used in another program or displayed in a presentation. The solutions differwith regard to these requirements. While Datadog offers an extensive API for ingesting andexport of log data and for configuration, the API for Loggly and Mezmo is mainly limited toimport and export. However, the API does not help when configuring pipelines and the webinterface must be used [119, 109, 76].
In addition to the technical differences, the spread of the three systems varies a lot. A look atGoogle Trends, Stack Overflow questions and Reddit posts show that Datadog has a distribu-tion, which is more than ten times higher and used in significantly more stacks than Mezmo1and Loggly [28, 29].
These reasons have led to Datadog being included in the closer comparison, although itdoes not meet RQ15 On-premises and Cloud, which is not a must-have requirement.

4.2.3 Comparison of On-Premise-Solutions

The other stacks mentioned in subsection 3.2.2 support cloud and on-premise usage. Whilein the Grafana Loki Stack, Storage & Analysis are combined in one component. With the ElasticStack and the TICK-Stack, Storage & Analysis are handled by two different components.
Looking at the documentation, all three systems meet the must-have requirements. For amore detailed examination, the systems can be tested and used in Docker containers. Butnot in all cases the trial was successful. The best-documented system is Grafana Loki. Theyprovide a Docker Compose file to quickly set up the stack [33]. The Elastic Stack documenta-tion is extensive and helps to set up the Elastic stack [104]. The TICK-Stack documentation ofInfluxDB 1.x is available [31], but since 2020 InfluxDB 2.0 is published and there is no officialdocumentation on setting up the whole stack.
The TICK-Stack has file watchers, which use regular expressions embedded in the Telegrafclient, but it does not allow full-text search [115, 63]. After several attempts, a TICK-Stack couldbe created with a Docker Compose file seen in Listing 4.1. The connection from Telegraf toInfluxDB works. Also, the connection from Chronograf to InfluxDB works according to the set-tings. Nevertheless, the data from InfluxDB is not displayed in the dashboards. Since the doc-umentation and other forums are not of any help, RF43 Minimal IT support cannot be fulfilled,

1The comparison was done with LogDNA before the rebranding as Mezmo.
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1 version: ’3’23 services:4 influxdb:5 image: influxdb:2.3.06 volumes:7 - ./tmp/influxdbv2:/var/lib/influxdb2:rw8 ports:9 - 8086:80861011 telegraf:12 image: telegraf:1.23.013 links:14 - influxdb15 volumes:16 - ./telegraf/telegraf.conf:/etc/telegraf/telegraf.conf17 environment:18 - DOCKER_INFLUXDB_INIT_ORG=Systema19 - DOCKER_INFLUXDB_INIT_BUCKET=telegraf20 - DOCKER_INFLUXDB_INIT_ADMIN_TOKEN=XXX21 depends_on:22 - influxdb2324 chronograf:25 image: chronograf:1.9.426 ports:27 - 8888:888828 volumes:29 - ./tmp/chronograf-data:/var/lib/chronograf3031 volumes:32 influxdbv2:33 chronograf-data:

Listing 4.1: docker-compose.yaml of the TICK-Stack

if the setup is complex. Therefore, the TICK-Stack is not included in the further investigation,but it might be a good fit in the future.

4.3 Implementation of selected solutions

The solutions, that will be looked at in more detail, are Datadog, the Elastic 8.x Stack and theGrafana Loki Stack. These solutions seem to meet most of the important requirements.
4.3.1 Datadog

Datadog is offered only as a Cloud Service, and therefore a manual deployment is not nec-essary.
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Licensing and Setup

To use Datadog the first step is to register for a plan. This can be done in two ways. Thefirst one is directly using the Datadog website, the second one is using the Azure platform.Besides Azure, there is no other cloud platform that hosts Datadog. Each platform has its ownpricing model. The Datadog website offers three different plans, starting with a free plan, a Proplan for $15 and an Enterprise plan for $23 per host per month [96]. Datadog on the Azureplatform has one plan called Datadog Pro Pay-As-You-Go. As the name suggests, you get billedby the resources you use [87]. For the investigation in this thesis, the Azure Plan was used, asit is more flexible with testing. There is currently no way to switch from the Datadog platformto the Azure platform after a platform has been chosen. On the Datadog platform you caneasily switch between the plans, if you want a different plan on the Azure platform, you haveto contact the Datadog Sales department for a custom offer.
On the Azure platform, you have to create a subscription, which has limits or quotas on theresources, which can be created. A subscription can havemultiple resource groupswithmultipleresources. A resource group is a logical container into which the resources like Datadog aredeployed, as shown in Figure 4.1. After the configuration of this is done, it takes a few minutestill the Datadog resource is up and running in the chosen data center. From the Azure platform,the Datadog system can be reached with a few clicks. Since it was created with Azure, a fewAzure dashboards are pre-integrated in addition to the default Datadog dashboards. Withthese steps, the server side of the Datadog service is up and running.

Figure 4.1: Azure platform management levels and hierarchy [91]

Collection

To get data to the server, Datadog provides three types of integration. The first way is usingan installed open-source agent. The second way is authentication-based integration, whereDatadog crawls metrics using the API of a service. And the last method is using a library tosend data directly to the Datadog API [66]. Since this thesis focuses on logs, the DatadogAgent is used, which is the recommended way by Datadog, because it has a built-in buffer andsplits up the log data into the preferred sizes for the Datadog API.
The Datadog Agent is available precompiled for many platforms. For the testing, the Win-dows platform is used. After the installation, the main configuration file datadog.yaml needsto be filled with the API key, the URL of the data intake and the enabled log collection, as seenin Listing 4.2. In the user data folder of the Agent, the same folder where datadog.yaml isstored, is a folder called conf.d with the configuration files with the various inputs.
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1 #########################2 ## Basic Configuration ##3 #########################45 ## The Datadog API key to associate your Agent’s data with your
organization.6 api_key: XXXXXXXXXX78 ## The site of the Datadog intake to send Agent data to.9 site: us3.datadoghq.com1011 ##################################12 ## Log collection Configuration ##13 ##################################1415 ## Enable Datadog Agent log collection by setting logs_enabled to true.16 logs_enabled: true

Listing 4.2: datadog.yaml for the Datadog Agent

In the conf.d folder, the config files for the log collection are stored. To collect logs, a configfile like Listing 4.3 is needed.
1 logs:2 - type: file3 path: C:\Users\tiede\logs\current\example.log4 service: csfw-fabric01 # name of the service owning the log5 source: _csfw # defines which integration is sending the log6 log_processing_rules:7 - type: multi_line8 name: multi_line_rule9 pattern: ^\d\d\d\d\.\d\d\.\d\d \d\d:\d\d:\d\d\ \- PID

Listing 4.3: conf.d\conf.yaml for the file log collection

If logs should not be written to the disk, but rather sent via network, the Datadog Agent canopen a TCP port to collect the logs. A config file would look like Listing 4.4. The TCP port canthen be filled by the logging application. Listing 4.5 was programmed and used for testing theTCP port with generated log lines.
1 logs:2 - type: tcp3 port: 105184 service: tcp_srv5 source: _tcp

Listing 4.4: conf.d\conf.yaml for the TCP log collection
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1 import socket, time23 def logtest():4 host = ’127.0.0.1’5 port = 105186 s = socket.socket(socket.AF_INET, socket.SOCK_STREAM)7 s.connect((host, port))8 send_loglines(s, 1000)9 s.close()1011 def send_loglines(s, amount):12 for x in range(amount):13 logline = f’Logline {str(x).zfill(3)}\r\n’14 s.sendall(logline.encode(’utf8’))1516 if __name__ == "__main__":17 logtest()

Listing 4.5: Python script to send logs via TCP port to Datadog Agent

Analysis and Storage

Parsing and structuring of the log data take place in the cloud. Pipelines for a host, serviceor source are created centrally at the Datadog website. Fourteen processors and pre-creatednested pipelines can be integrated into the pipeline. In addition to a Grok parser, there are alsovarious processors for enrichment. In addition to enriching the IP address with the location, adatabase can be used to enrich the parsed attributes with further details. Important data canbe obfuscated at this point, so it is not visible in the dashboards. Figure 4.2 shows an exampleof a configured pipeline for CSFW logs.

Figure 4.2: Datadog pipeline configuration

In the documentation for creating pipelines, one important detail is indicated. "Log eventscan be submitted up to 18h in the past and 2h in the future" [97]. Therefore, RF15 Ingest logdata later in bulk cannot be fulfilled.
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By default, Datadog has an index where the indexed log lines are stored for fourteen days.With the appropriate settings, multiple indexes can be created and log aggregation can beconfigured. For archiving log data over a longer period, cloud storage can be added. After theexpiration time in the index, the log lines are copied and stored in the cloud.
Visualization

The logs are visualized in the Datadog Log Explorer, as shown in Figure 4.3. Results canbe achieved quickly even without reading the documentation. The visualization can be donein six different diagrams. Not only can filters be applied to the data, but also patterns andtransactions can be recognized and combined. Statistical values can also be calculated usingadditional formulas.

Figure 4.3: Datadog web interface

The colors in the table view are based on the log level. In the time series view, predefinedcolor schemes are available. The other diagram types have no options to use customized col-ors. There is no straightforward marking or comment function. But there is a workflow systembuilt in Datadog to handle incidents. The incident’s handling in Datadog allows commentingand working on an issue together in real-time.
One feature in Datadog is the grouping of transactions, as shown in Figure 4.4. This allowsa comparison between recurring sequences, and gives details about duration, the highest loglevel and the amount of events during that transaction. To differentiate the transactions, aunique attribute like an Event-ID or a Wafer-ID for the same transaction is necessary to identifyand group the events in a sequence.
The Datadog Log Explorer allows sharing the dashboard internally if it is used with a team.In addition, it has an export function to download the data as a CSV file or the API can be usedto retrieve the results of the analysis as well.
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Figure 4.4: Grouping of transactions in Datadog
4.3.2 Grafana Loki Stack

Grafana Loki by Grafana Labs is an open-source solution, which can run on-premise or inthe cloud. This thesis concentrates on the on-premise solution, to evaluate the setup processas well. The setup, for the cloud solution, is done by creating a Grafana Cloud account.
Licensing and Setup

Since Loki and Grafana are licensed under the AGPLv3 [52], the commercial use of the codeis permitted. If changes are made to the source code and used in a productive environment,the changes have to be published under the same license. For on-premise use, the cost ofthe hardware and the maintenance of the stack have to be considered. Grafana Labs offers afree cloud plan for up to three users and 50 GB of logs with 14 days of retention. The Pro planstarts at $8 per month per user and includes 50 GB of logs and one month retention. For thepricing for the Advanced and Enterprise plans, Grafana Labs has to be contacted.
The setup of the test environment is done via Docker Compose 1.29.2 and theDocker Engine20.10.14. After creating the docker-compose.yaml seen in Listing 4.6 the configuration file foreach container has to be created. The configuration for each container is described in thefollowing sections. After the spin-up of the Docker containers, the web interface of Grafanacan be opened and logged into. Within a few seconds, the indexed log data should be readyto display.

Collection

The Grafana Loki Stack offers two tools for log collection. The Grafana Agent is used for send-ing metrics and log data of the client. And Promtail is used specifically for shipping local logsto a Grafana Loki instance. This thesis uses Promtail as a log collector, since it was developedwith the focus on log shipping.
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1 version: ’3’23 networks:4 loki:56 services:7 loki:8 image: grafana/loki:2.5.09 ports:10 - 3100:310011 volumes:12 - ./loki/:/mnt/config13 command: -config.file=/mnt/config/loki-config.yaml14 networks:15 - loki1617 promtail:18 image: grafana/promtail:2.5.019 volumes:20 - ./promtail/:/mnt/config21 - ./csfw-log-folder/:/mnt/logs22 command: -config.file=/mnt/config/promtail-config.yaml23 networks:24 - loki2526 grafana:27 image: grafana/grafana:8.5.628 volumes:29 - ./grafana/datasources:/etc/grafana/provisioning/datasources30 environment:31 - GF_SECURITY_ADMIN_USER=admin32 - GF_SECURITY_ADMIN_PASSWORD=XXXX33 ports:34 - 3000:300035 networks:36 - loki

Listing 4.6: docker-compose.yaml of the Grafana-Loki-Stack
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The collection of the log data is done via Promtail. Promtail needs to run on the client andis used to read, parse, transform, filter and push the log lines to Loki. The configuration file
promtail-config.yaml is used to set the input and the output of the collector. Listing 4.7shows an example for collecting a CSFW log file. The pipeline configuration of the log collectoris also done in this file and not centrally in Loki. This means, there is no central configurationfile. In the case of a distributed system, it must be ensured, that all configuration files are up-to-date. The Grafana Loki Stack does not provide a solution to achieve this, and therefore athird-party tool needs to be used.
1 server:2 http_listen_port: 90803 grpc_listen_port: 045 clients:6 - url: http://loki:3100/loki/api/v1/push78 scrape_configs:9 - job_name: csfw10 static_configs:11 - targets:12 - localhost13 labels:14 job: csfw15 __path__: /mnt/logs/16 pipeline_stages:17 - match:18 selector: ’{job="csfw"}’19 stages:20 - regex:21 expression: ’(?P<timestamp>\d\d\d\d.\d\d.\d\d

\d\d:\d\d:\d\d.\d\d\d).*PID: (?P<pid>\d+).*LEVEL:
(?P<levelint>\d) (?P<level>[a-zA-Z]+) (?P<content>.*)’22 - labels:23 timestamp:24 levelint:25 level:26 pid:27 content:

Listing 4.7: Extract of promtail-config.yaml of the Grafana-Loki-Stack

The pipeline in the promtail-config.yaml consists of a set of stages. Promtail differentiatesfour types of stages. Typically, the first stage is a parsing stage to extract the data out of a logline and make it available for the next stages. The next two types of stages are the transformstages and the action stages. The action stages can modify the label, change the timestamp orcontent, and can calculate metrics. The final stage is the filtering stages. The presented configfile uses the regex parsing stage and the labels action stage to structure the log data.
Promtail does not have a cache. This means that if Loki is down or cannot receive the logdata, then Promtail will retry as often as configured and then drop the batch of log entries andproceed with the next ones.
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Analysis and Storage

Loki stores indexes of the structured log lines. In doing so, it is only indexing the meta-data rather than the content of the log lines. This means a full-text search is not possible. Aworkaround can be achieved, if a label is put on the whole log message, so the message isindexed and can be searched using placeholders.
Besides the structured input, Loki’s settings are set by the loki-config.yaml seen in List-ing 4.8. It provides the setting for the HTTP port Loki is listening to and the setting for thedatabase schema. The database schemas are important for updates of Loki and thus thedatabase structure. The last line is the configuration of the built-in supported PrometheusAlertmanager [6], which can be used to send notifications and warnings defined by rules.
1 server:2 http_listen_port: 31003 grpc_listen_port: 909645 schema_config:6 configs:7 - from: 2020-10-248 store: boltdb-shipper9 object_store: filesystem10 schema: v1111 index:12 prefix: index_13 period: 24h1415 limits_config:16 ingestion_rate_mb: 51217 ingestion_burst_size_mb: 5121819 ruler:20 alertmanager_url: http://localhost:9093

Listing 4.8: Extract of loki-config.yaml of the Grafana-Loki-Stack

Visualization

The visualization in this stack is implemented in Grafana. For Grafana to be able to displaythe data from Loki, the configuration for a data source must be created. This happens eithervia the web interface or via a YAML configuration file. The testing was done via the YAML fileseen in Listing 4.9. The most important settings are the URL of Loki and that the type of thedata is set to loki.
The Grafana web interface is divided into the menu items Dashboards, Explore and Alerting.Dashboards offer the possibility to put together a customized interface of diagrams and logdata. Explore can be used to search for entries in the log data or to calculate and displaymetrics, as shown in Figure 4.5. The tables created can be added to dashboards if they are usedmore often. Alerting allows the creation of rules for monitoring and, if necessary, notificationwhen limit values are exceeded.
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1 apiVersion: 123 datasources:4 - name: Loki5 type: loki6 access: proxy7 orgId: 18 url: http://loki:31009 basicAuth: false10 isDefault: true11 editable: true

Listing 4.9: datasource.yaml of the Grafana-Loki-Stack

Figure 4.5: Grafana web interface

The language LogQL, inspired by the Prometheus Query Language, is available for queryingthe log data from Loki. LogQL consists of log queries for querying log lines and metric queriesfor calculating metrics based on the log data. Extensive queries are not possible without look-ing at the documentation [82].
The colors of log data are determined based on the Syslog level. There is currently no wayto customize this. There is also no option to mark log lines or add a comment. In the diagrams,Grafana offers the possibility to add annotations to interact with other users.
The export at Grafana allows downloading the structured data as JSON and CSV. If the wholelog line is indexed, it can be exported to a text file again, which results in the original log file.The data can be limited by time or by additional filters.
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4.3.3 Elastic 8 Stack

Of the stacks examined in this thesis, Elasticsearch has been on the market for the longesttime. As explained in subsubsection 3.2.2 the Elastic 8 Stack is used for this research.
Licensing and Setup

Since Elasticsearch 7.11, Elastic changed the binary distribution and the source code licens-ing to the Elastic License v2. This affected all components of the Elastic 8 stack, i.e. ElasticAgent, Elasticsearch and Kibana. Therefore, if an application that embeds and redistributesElasticsearch is built, a direct agreement with Elastic for redistribution is required [41]. TheElastic Stack can be used as a cloud service and self-managed on-premise. The Cloud plansof Elastic reach from $95 to $175 per month for 120 GB storage. For the Enterprise solutionon-premise, the sales department needs to be contacted.
Elastic provides a Docker Compose file for setting up part of the Elastic 8 stack, but the ElasticAgent is not part of it. Listing 4.10 shows an excerpt, which creates a cluster of three Elastic-search containers with a Kibana container on top. The communication between the individualcomponents in the stack takes place in the test environment with self-created certificates. Touse the Elastic Agent, additional environment settings must be set in the Docker Compose file[104].
Once theDocker environment is running, the Elastic Agent needs to be installed at a client. Atleast one Elastic Agent has to be configured as a Fleet Server, which runs as a subprocess insidean Agent. One Fleet Server process supports numerous Elastic Agent connections, and actsas a control layer for updating agent policies, gathering status data, and organizing activitiesamong Elastic Agents. The Agent settings are managed in one central place in Kibana, andin a distributed system, configurations are updated automatically by the Fleet Server. Agentupdates can also be rolled out globally via the Kibana web interface or the REST API for Kibana.
The Elastic Agent can either be run directly or installed as a service. Before the first start,an agent police has to be created in Kibana. The agent policy consists of general settings forthe agents and the selected integrations. The next step is the check and distribution of theCA certificate, a digital certificate issued by a certificate authority. In the case of a self-signedcertificate, this has to be copied and installed at the client [1, 62].

Collection

For the log collection, the agent police needs to include the Custom Logs integration [61]. Inaddition to the log file path, the custom configuration has to be filled with the pipeline and themultiline setting as shown in Listing 4.11 [85].
1 pipeline: csfw-pipeline2 multiline:3 type: pattern4 pattern: ’^\d\d\d\d\.\d\d\.\d\d \d\d:\d\d:\d\d\.\d\d\d’5 negate: true6 max_lines: 20000

Listing 4.11: Custom configurations of the Custom Logs integration in Kibana
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1 version: "2.2"23 services:4 setup:5 image: elasticsearch:8.2.36 volumes:7 - certs:/usr/share/elasticsearch/config/certs89 es01:10 depends_on:11 setup:12 condition: service_healthy13 image: elasticsearch:8.2.314 volumes:15 - certs:/usr/share/elasticsearch/config/certs16 - esdata01:/usr/share/elasticsearch/data17 ports:18 - 9200:92001920 kibana:21 depends_on:22 es01:23 condition: service_healthy24 es02:25 condition: service_healthy26 es03:27 condition: service_healthy28 image: docker.elastic.co/kibana/kibana:8.2.329 volumes:30 - certs:/usr/share/kibana/config/certs31 - kibanadata:/usr/share/kibana/data32 ports:33 - 5601:56013435 elastic-agent:36 image: docker.elastic.co/beats/elastic-agent:8.2.337 container_name: elastic-agent38 restart: always39 user: root

Listing 4.10: docker-compose.yaml of the Elastic-Stack
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The Elastic Agent with the Fleet Server has to be enrolled with the settings shown in thefollowing command, and can then be started or installed, as seen in Listing 4.12.
1 .\elastic-agent.exe enroll ‘2 --fleet-server-es=https://localhost:9200 ‘3 --fleet-server-service-token=XXXX ‘4 --fleet-server-policy=fleet-server-policy ‘5 --fleet-server-es-insecure ‘6 --url=https://localhost:8220 ‘7 --enrollment-token=XXXX

Listing 4.12: Enrollment of the Elastic Agent with Fleet Server

After the start, it takes a few seconds until the Fleet Server is online, and the log data is sentto Elasticsearch via data streams.
Analysis and Storage

Pipelines for parsing and indexing the log data are configured in Kibana and executed inthe Elasticsearch ingest node. For the pipelines, 39 processors are shipped for parsing, trans-forming, trimming, splitting and enrichment. Direct enrichment with data from an externaldatabase is not possible. Data can only be enriched via an Elastic enrich index, which is cre-ated by execution of an enrich policy. An enrich policy combines data from the policy’s sourceindices to create the enrich index [39]. In addition, it is possible to integrate your own pro-cessors. For this trial with a CSFW log file, the dissect processor [32] was used for parsing thelog lines and the date processor for the parsing of the time, as seen in Figure 4.6. Like theGrok parser, dissect also pulls structured fields from a single text line within a document. ButDissect does not make use of Regular Expressions like the Grok parser does, which makes itquicker than the Grok parser in most cases.
Elasticsearch can contain multiple indices which consist of types, and the types consist ofdocuments with properties. These indices allow the full-text search of the log data.

Visualization

The log data query in Kibana can be found under Analysis, which lists the log lines in a table,as the screenshot in Figure 4.7 shows. Two query languages for filtering the data are availablein Kibana, the Lucene query language and the Kibana Query Language (KQL). Only the latterlanguage supports auto-completion. This is helpful for quickly applying filters without readingthe documentation beforehand.
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Figure 4.6: Elastic pipelines

Figure 4.7: Elastic Kibana web interface
Dashboards in Kibana are composed of elements, referred to as visualizations. The individualvisualizations are stored in the Visualize Library and can be combined into a dashboard. Thestrength of Kibana lies in the creation of the visualizations. Worth mentioning is the largeselection of chart types and the break-down feature, which allows the data to be divided intodifferent segments with different colors, as shown in Figure 4.8.

Chapter 4 Analysis and Implementation 43



Figure 4.8: Visualization setup in Elastic Kibana
If multiple entries should be exported, the web interface of Kibana is limited to CSV files. TheJSON for a single entry can be copied in the web interface, but for the export of multiple logentries, the API has to be used. Diagrams can be shared via a link, which either represents asnapshot or the current data. With Kibana there is no way to mark log lines or add comments.
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Chapter 5

Comparison
In this chapter, Datadog, Grafana Loki and the Elastic 8 Stack are compared based on the threecomponents of the architecture and the requirements collected in section 2.3.
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5.1 Comparison of components

The comparison of the three examined solutions is made using the architecture breakdowndescribed in subsection 3.1.6.
5.1.1 Collection

With all three solutions, an agent is installed on the client to collect the log data. Only Elasticstill needs the intermediate step with the Fleet Server. Overall, Datadog is the easiest to installand set up. With Grafana Agent, the effort is greater due to additional YAML settings. The setupof the Elastic Agent takes the most time, since in addition to various settings, the certificatesmust also be set up properly, especially for the Fleet Server.
The resource consumption differs considerably. A distinction is made between the idle timeand times when actual log data is processed. Datadog’s process uses 90 MB and almost nocalculator time if no data is coming in. The Grafana Agent wants 110 MB and uses a littlemore calculation time. The Elastic Agent starts multiple subprocesses depending on the datacollected. In the testing, the Elastic Agent used 35 MB and the subprocesses Filebeat 140MB, Metricbeat 100 MB and the Fleet Server 30 MB, in total 305 MB. The Fleet Server can beoutsourced to save resources at the client.
During the ingest, the Grafana Agent used the most calculation power, because the pipelinefor parsing and structuring the data is executed on the client. With Datadog and Elastic, thisprocess takes place in the cloud or the Elasticsearch cluster. This leaves only the load of mul-tiline detection on the client. During the ingest, Datadog does not consume much more re-sources compared to the idle state. Even though the Elastic Agent does not run the pipelineson the client, it almost uses as many resources for the ingest of the same file as the GrafanaAgent.
All three tools can be controlled via the command line. The Datadog Agent also offers a webinterface that shows the status, and it is also possible to adjust the settings and restart theagent. The Elastic Fleet server has a web API which shows the status as JSON.
When it comes to agent settings, Elastic allows most options to be managed centrally fromKibana. Datadog allows pipeline management via the cloud interface, and with Grafana every-thing has to be done locally via YAML. Updates must be installed manually for Datadog andGrafana Loki. With Elastic, the update can be started via Kibana.

5.1.2 Analysis

The analysis of the compared systems starts with the ingest pipelines. Even though theconcept of pipelines is the same for all systems, they are implemented in different ways. Forthe Grafana Stack, the pipeline is running in Promtail. Datadog’s analysis is done in the cloud,and Elastic runs the pipeline in Elasticsearch.
The Grok parser is implemented as a processor for all pipelines. Elasticsearch goes onestep further, including a more resource-friendly parser with the dissect processor. With Data-dog and Elastic, setting up the parser is much more convenient via the web interface, since itcan be executed there immediately with examples. Setting up Grafana Loki via YAML is more
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demanding, and the log import has to be run after each change for testing. This means onlyDatadog’s and Elastic’s analysis settings can be changed via the REST API.
Nothing is known about the structure of the index at Datadog. Loki’s two index mechanism,called Single Store Loki, uses one object store, with two different types of data: chunks andindexes. As log entries from a stream arrive, they are compressed as “chunks” and saved inthe chunks store. The index stores a label set of the log events and links them to the individ-ual chunks. A single Elasticsearch cluster can have several indices, which can hold differentdocuments, each of which has properties.

Performance and scalability

The cloud versions of all three solutions automatically scale within the boundaries of theselected usage plan. To evaluate the performance and scalability of the on-premises versionof Grafana Loki and Elasticsearch, the collecting and indexing of 12.4 GB and more than 10million log events have been tested. The test data was the events from a single instance of asemiconductor plant over a period of two months, and they were structured as a CSFW log.The test was performed on a workstation with a 2.4 GHz processor with 4 cores, 32 GB RAMand an NVMe SSD. Both versions had to parse two custom fields or labels out of a log event.Grafana was configured with a Grok parser and Elastic used the dissect parser.

Figure 5.1: Result of the Elastic test run

The Elastic Stack 8 stack indexed the data in 2 hours and 56 minutes. The resulting diagramis seen in Figure 5.1. In the end, the index had a total size of 8.8 GB, but the index size didgrow to over 11 GB while the index was generated. During and after the indexing, accessingthe log data via Kibana was possible without a noticeable delay.
The first runs with Grafana Loki returned many errors. The agent aborted the transmissionof many log events with “server returned HTTP status 429 Too Many Requests” and less than10,000 log events were indexed by Loki. Since the Grafana Agent or Promtail have no built-incache, the agent discarded the log data after a specified number of retries. After increasingthe limits_config in the of loki-config.yaml, as seen in Listing 4.8 Loki was able to handlethe data load. The complete indexing took Loki 23 minutes, and it ended up with an indexof 1.3 GB. Compared to the Elastic Stack, there were noticeable delays when accessing thestatistics and charts. Sometimes the query took several seconds until the log evaluations weredisplayed in the dashboard.
Grafana Loki’s ingest was faster and endedwith an index, whichwas almost ten times smallerthan the original log data, as shown in Figure 5.2. Elasticsearch took nearly eight times longerfor the indexing, and finished with a two-thirds smaller index. Larger amounts of data increasethe retrieval time in Grafana significantly, which is confirmed by [23].
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Figure 5.2: Performance of the on-premises stacks
5.1.3 Visualization

The visualization in the stack is the most important component for the developers, as it isused to evaluate anomalies in the log data and to find incorrect behavior.
All three systems offer an interface with automatic updates for real-time monitoring of thelog data, which are built similarly. In the upper right corner is the selection of the time range,and the largest part is taken up by a table view with the selected attributes. Datadog andGrafana color the log lines according to the log level. Elastic has no option to color the loglines in table view.
When searching for specific log data, someone can quickly come up to speed with the filtersand the structure of the interface with Datadog and Kibana, even without prior knowledge.Grafana Loki filtering can be used quickly for simple requirements using selection lists, but thequery syntax must be known for more complex filters using the search bar. The integratedauto-completion does not help as well as with Datadog or Kibana.
The visualization options are well-developed on all three platforms. Nevertheless, Kibanastands out with features that are not available on its competitors. The different coloring in thediagrams, depending on any attributes, leaves behind the coloring based on the log levels.
Datadog is the only tool that offers sequence detection. This allows log lines to be grouped,and changes in the sequence order can be detected.
All three tools do not have the desired functions to record the knowledge gained or to shareit with employees. It is not possible to mark or comment on individual log lines. Datadog offers
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a kind of shared document with integrated links to the dashboards for collaboration. WithGrafana, comments can be left in the diagrams and Elastic is limited to creating reports.
The export functions are necessary in the use cases for transferring the data to other specialapplications. JSON and CSV export are supported by all stacks, and only Grafana allows exportas a text file. This is an interesting feature because if the log line is fully indexed, the originallog file can be restored without additional scripts.
Based on usability and structure, Datadog is the preferred choice, followed by Elastic.Grafana can also be used well with a little more training.

5.2 Comparison of requirements

Based on the requirements in section 2.3, the following part goes into more details, if andhow the requirements are met by Datadog, Grafana Loki or the Elastic Stack. It follows thesame order as in chapter 2.
At the end of each section, the requirements are summarized in a table. “-” means, therequirement is not fulfilled. “+” means the requirement is fulfilled, and “++” means, it wasextraordinarily well implemented.

5.2.1 Functional requirements

With the functional requirements, there are no differences between the cloud solution andon-premise of Grafana Loki and the Elastic Stack except for RF43 Minimal IT support. Table 5.1summarizes the result of the functional requirements.
Requirements for collection

RF11 Extendable file parser M

All three stacks come with a file parser in the form of a Grok parser. While in Grafana theconfiguration is done in a YAML file, Datadog and Elastic offer a web interface where the parsercan be tested using examples. Elastic also offers different kinds of parsers.
RF12 SECS parser and CSFW parser C

None of the stacks offers a SECS parser or a CSFW parser. They have to be built with theavailable parsers.
RF13 Enrichment S

Grafana Loki has no option to enrich log lines with external data. Elastic allows enrichment ifthe data is stored in another Elastic index and an enrich policy is used. Only in Datadog, otherdatabases can be used to enrich logs with additional information.
RF14 Combine data from multiple sources S

All solutions have agents, which push the log data to a central point, and have the option tocollect logs frommultiple files. Since the logs are stored in the same index, they are also showntogether in the visualizer.
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RF15 Ingest log data later in bulk S

For Grafana Loki and Elasticsearch, the ingest can be done at any time and of any size. Datadoghas restrictions when it comes to the time, logs can only be ingested up to 18 hours in the pastand two hours in the future.
RF16 Pseudonymization S

Datadog has in its settings multiple options to replace data with pseudonyms. In Elastic, thereis a pipeline processor called fingerprint, which accomplishes this same feature. Grafana doesnot fulfill this requirement.
RF17 Load of log collection client S

The subsection 5.1.1 gives a more detailed description of this requirement. Datadog uses theleast resources. The Grafana Agent and the Elastic Agent have much higher needs, when itcomes to resources for the logging client, and therefore do not meet this requirement.
Requirements for analysis

RF21 Filter by attributes M

All three stacks allow the filtering of the various attributes.
RF22 Full-text search M

Datadog and Elastic allow the full-text search. Grafana Loki’s form of indexing does not allowit.
RF23 Sorting by time M

This basic feature is implemented in all three stacks.
RF24 Auto-completion S

Basic auto-completion is supported by all platforms, but Elastic and Datadog show possibilitiesbased on the indexed data in addition to the suggestions of the query syntax.
RF25 API for Visualization M

The three stacks have an API for their visualizer and third-party tools as well.
RF26 Query API C

All tools have a REST API for querying the indexed data. Only Elastic offers a querying with SQLstatements.
RF27 Anomaly detection C

Anomaly detection can be activated in Datadog and in Elastic. Grafana does not support thisfeature.
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Requirements for visualization

RF31 Table view M

The table view is available in all three stacks. On each platform, there are various tools tochange the columns, sort by columns or select the size of the log data excerpt.
RF32 Histogram S

All solutions can show the log events in a histogram for different time ranges, where the barsare colored according to the log level. Kibana of Elastic is the only solution, which allows customcoloring and breakdown of the data according to different attributes.
RF33 Scatter plots S

Datadog and Grafana have built-in options to generate a scatter plot. Kibana has no built-inoption to produce scatter plots, but there are Kibana plugins available to add this feature.
RF34 Grouping sequences C

Datadog is the only service that allows, with the transaction feature, the specification of se-quences, which then can be grouped.
RF35 Real-time log tail C

All systems provide a real-time log view, which updates automatically to show the latest loglines.
RF36 Mark log lines C

None of the systems have an option to mark log lines. There also seems to be no pluginavailable.
RF37 Comment log lines C

And none of the systems have the capability to comment on log lines, but there are otheroptions to collaborate with your coworkers. Datadog has a feature called Notebook, which areessentially shared documents with the option to link diagrams of the log data. Grafana has anoption to annotate the diagrams.
RF38 Export selected original log data S

All programs have an API to export data in JSON and a web interface to download data in CSVor other formats. Grafana stands out in comparison, because it allows a wide range of formatsand has various filter options integrated. The original log line is saved in Elastic by default. InDatadog and Grafana Loki the original log line needs to be added as attribute to allow a laterexport.
RF39 Sequence diagram W

Only Datadog fulfills RF34 Grouping sequences, but it cannot show the data in a sequence dia-gram.
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Feature Datadog Grafana Elastic
Requirements for collection

M RF11 Extendable file parser ++ + ++
C RF12 SECS parser and CSFW parser - - -
S RF13 Enrichment ++ - +
S RF14 Combine data from multiple sources + + +
S RF15 Ingest log data later in bulk - + +
S RF16 Pseudonymization + - +
S RF17 Load of log collection client + - -

Requirements for analysis
M RF21 Filter by attributes + + +
M RF22 Full-text search + - +
M RF23 Sorting by time + + +
S RF24 Auto-completion ++ + ++
M RF25 API for Visualization + + +
C RF26 Query API + + ++
C RF27 Anomaly detection + - +

Requirements for visualization
M RF31 Table view + + ++
S RF32 Histogram + + ++
S RF33 Scatter plots + + -
C RF34 Grouping sequences + - -
C RF35 Real-time log tail + + +
C RF36 Mark log lines - - -
C RF37 Comment log lines - - -
S RF38 Export selected original log data + ++ +
W RF39 Sequence diagram - - -

Commercial requirements
M RF41 Usage of existing solution + + +
M RF42 User Management + + +
S RF43 Minimal IT support + - -
M RF44 No publishing of source code + + +
Count of fulfilled requirements (+) 25 17 24

Table 5.1: Comparison of Functional requirements
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Commercial requirements

RF41 Usage of existing solution M

The solutions already exist, and no further development is necessary.
RF42 User Management M

Datadog and Grafana Loki have three user roles predefined. Elastic has 30 roles at the begin-ning. All systems allow adding more custom defined user roles.
RF43 Minimal IT support S

Datadog is easy to maintain, since only the agent and the backup need to be taken care of.This is similar if the cloud solutions of Grafana or Elastic are used. When installing on-premise,there is a significantly greater effort required as well as much more IT support.
RF44 No publishing of source code M

The Datadog Agent and Grafana Loki are open-source and can bemodified without publishingthe source code. In the case of source code modification, for the Elastic stack, the code has tobe published under the Elastic License again. In the case where no source code change havebeen made, Elastic fulfills this requirement as well.
5.2.2 System requirements

The system requirements depend heavily on whether a cloud or an on-premise system isused. They can be drawn up more precisely if concrete project needs are known, but this isbeyond the scope of this work. Table 5.2 summarizes the result of the two system require-ments.
RS01 Hard disk space M

The used hard disc size of Datadog Agent Windows client is 640 MB, and is the only part thatneeds to be installed. The Grafana Agent for Windows uses 100 MB and the Grafana Promtailcontainer, which was used in this implementation, uses 200 MB. The Windows Elastic Agenttakes the most space with 760 MB.
The Grafana Loki Stack adds up to 550 MB with Promtail as the collector, as seen in Fig-ure 5.3. The Elastic 8 Stack needs 2.7 GB to run properly. The size of the index is covered inRQ22 Volume of indexed information.

RS02 Secure transmission M

With Datadog, the connection from the agent to the cloud is encrypted. With the Grafanatest system, the data transport between the components is unencrypted. The certificates forsecure data exchange have to be manually configured. At Elastic, the test system is createdwith self-signed certificates and the data is transported encrypted between the components.A subsequent exchange of the certificates is possible.
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Figure 5.3: RS01 Hard disk space comparison

Feature Datadog Grafana Elastic
M RS01 Hard disk space ++ ++ +
M RS02 Secure transmission ++ + ++
Count of fulfilled requirements (+) 4 3 3

Table 5.2: Comparison of System requirements

5.2.3 Quality requirements

There are differences between the cloud and the on-premise version for some quality re-quirements. The results are summarized in Table 5.3.
Availability

RQ11 High availability S

This requirement compares the cloud solution, since an on-premise solution depends on thecompany infrastructure. Datadog terms state 99.8 % availability [27]. The Grafana Cloud en-sures 99.5 % availability without reduction in costs [55]. Only the Elastic SLA mentions a 99.9% availability without a cost reduction [37].
RQ12 Storing of full data S

All platforms save the indexed data for at least fourteen days.
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RQ13 Storing of filtered data S

All three solutions allow configuring a retention policy, which allows the removing or archivingof selected log data.
RQ14 Archived data S

Datadog allows setting up external storage for archiving the data. Grafana Loki has no archivefeature and the retention policies need to be used if the data needs to be stored for a longertime. Elastic has an archive feature which is called Snapshot and is used for creating backups.
RQ15 On-premises and Cloud S

Datadog is a cloud-only solution. Grafana Loki and the Elastic Stack offer on-premises andcloud versions.
Performance

RQ21 Scalability M

This requirement differentiates between the cloud service and the on-premise version. Start-ing with the cloud services, Datadog can be used with the Pay-as-you-go service at a largerscale without changing a plan or the settings. The Elastic Cloud resizing needs to be donemanually, but also has no downtime. The Grafana Cloud advertises high scalability, but doesnot mention any settings in the documentation.
The on-premise version of Grafana Loki and the Elastic Stack allow horizontal scaling. Duringthe test presented in subsubsection 5.1.2, both systems are able to handle data streams asthey arise in current production facilities.

RQ22 Volume of indexed information S

For Datadog, the size of the index is not available. The size of Grafana Loki and Elastic indexvaries depending on settings like compression rate. Therefore, this comparison is based onthe default settings and compression algorithm of Grafana and Elastic.
Grafana Loki’s index size is normally less than the size of the raw data. The Loki index inthe conducted testing was about ten times smaller than the original data. The Elastics indexbefore version 8, took more than double the size of the raw data [23]. The test performed withversion 8 had significantly better results, and the index was two-thirds smaller than the rawdata, which can be seen in Figure 5.2.

RQ23 Real-time update interval C

In all tests of the three stacks, the ingested data was available seconds after it was generated,or the agent was started.
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Feature Datadog Grafana Elastic
Availability

S RQ11 High availability - - +
S RQ12 Storing of full data + + +
S RQ13 Storing of filtered data + + +
S RQ14 Archived data + - +
S RQ15 On-premises and Cloud - + +

Performance
M RQ21 Scalability ++ + +
S RQ22 Volume of indexed information + ++ +
C RQ23 Real-time update interval + + +
Count of fulfilled requirements (+) 7 7 8

Table 5.3: Comparison of Quality requirements
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5.3 Results

In terms of the functional requirements that were met, Datadog and the Elastic Stack aredifferentiated by only one point, as seen in Table 5.4. The Grafana Loki Stack cannot competewith the two other systems, and falls back eight points in comparison to Datadog. If RF15 Ingestlog data later in bulk or RQ15 On-premises and Cloud become a “must-have” criteria, Datadogcannot be used, and the Elastic Stack should be used for the project.
The system requirements differ by a maximum of one point, but as already mentioned, thesystem requirements depend heavily on a specific project. If the cloud variant of the platformsis used, the system requirements do not play a major role, since only the resources of the logcollector have to be taken into account. One on-premise system can already handle a largeload of log data, as tested in subsubsection 5.1.2.
When it comes to quality requirements, the advantages and disadvantages of Datadog andGrafana balance each other out. Only the Elastic Stack fulfills all the set quality requirements.

Solution Datadog Grafana Elastic
Functional requirements 25 17 24
System requirements 4 3 3
Quality requirements 7 7 8
Sum of fulfilled requirements 36 27 35

Table 5.4: Comparison of all requirements

When summarizing all the requirements, Datadog and the Elastic Stack are the systems thatmeet the most requirements. Grafana Loki fulfills significantly fewer requirements than theother two systems, and should not be used in the use cases mentioned.

Chapter 5 Comparison 57



Chapter 6

Conclusion and Future Work
This chapter summarizes the main findings and identifies further steps that could be taken inthe future research.
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6.1 Conclusion

A big-data logging solution does not only help to store the log data, but the various dash-boards help to monitor a system, assess the state of the system and find errors using toolslike filters or combined logs of multiple instances. The use of a uniform system, which is com-prehensive to other areas of application, allows know-how to be shared across the various usecases.
Another important finding of this work is, that solutions consisting of different componentsof different communities are limited in interoperability, performance, scalability and security,in comparison to a solution, which covers the whole stack.
Smaller providers of logging systems do not have important features, are not designed fora large amount of data, and do not have the stability needed for such a system.
Based on all the use cases presented in section 2.4 the Elastic 8.x stack is the preferredsolution. If the Elastic Stack cannot be used for certain reasons, Datadog should be used asan alternative. Grafana Loki should not be used for big-data logging because it does not meetmany of the requirements and the queries of the database take a longer time as the data sizeincreases.
When looking at the use cases individually, the recommended system to be used differs.If UC01 Finding specific communication sequence has a high priority, then Datadog should beused since it is the only solution with a transaction feature. UC02 Watching system changesand UC03 Comparison with expected production path can be best realized with Elastic. If thedata in UC04 Enrichment with metadata comes from an external system, Datadog should beused. There is the possibility to program a processing plugin for Elastic to realize this feature.If UC05 Decoupled log analysis should be necessary, then Elastic must be used, since Datadoghas a limited period of time for indexing log events.

6.2 Future Work

There are some additional opportunities to dig deeper into this work. The performanceand scalability of Grafana and the Elastic Stack can be examined more closely, especially whenusing an on-premises system. In addition to the various platforms for scaling, which can beused, the question of load distribution among the individual nodes arises.
With precise data and facts, a better cost estimate can also be made, especially with regardto the cloud and on-premises variant. In the same way, the required bandwidth for the logdata transmission could be examined, since this is a problem mentioned by the developers.
The research used for this document at this time used the latest versions and presents thecurrent situation. In the future, technologies will have advanced, and a renewed comparisonwould be necessary.
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