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The purpose of this study was to compare two nonlinear camera calibration methods for 
3D underwater motion analysis. The DVideo kinematic analysis system was used for 
underwater online data acquisition. The system consisted of two gen-locked Basler 
cameras working at 100Hz, with wide angle lenses that were enclosed in housings. The 
accuracy of both methods was compared in a dynamic rigid bar test. The mean absolute 
errors were 1.16mm for wand calibration, 1.20mm for 2D plane calibration using 8 control 
points and 0.73mm for 2D plane calibration using 16 control points. The results of both 
nonlinear camera calibration methods provided better underwater accuracy than all 
previous papers reported in literature. Both methods provided similar and highly accurate 
results, providing promising alternatives for underwater 3D motion analysis. 
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INTRODUCTION: Nowadays, the accuracy of 3D kinematic systems is greatly improved 
using nonlinear camera calibration methods. The wand calibration method is offered by the 
vast majority of 3D system manufacturers. This method is based on the DLT equations to 
determine the initial camera calibration parameters and on the bundle adjustment, a 
nonlinear optimization, to compute all camera calibration parameters (Cerveri et al., 1998). 
Another alternative for an accurate camera calibration is the 2D plane calibration method. 
This method uses the closed-form solution to determine the initial intrinsic and extrinsic 
parameters. A nonlinear optimization technique, the maximum likelihood criterion is used to 
refine all the parameters including lens distortion (Zhang, 2000). In previous works, accurate 
results were found out of the water (Silvatti et al., 2009) and underwater (Silvatti et al., 2010) 
using the 2D plane non-linear camera calibration method. The aim of the present study was 
to investigate the accuracy of wand and 2D plane non-linear camera calibration methods for 
3D underwater analysis. 
 
METHODS: The DVideo kinematic analysis system (Figueroa et al., 2003; Silvatti et al. 
2010) was used for underwater online data acquisition. The system consisted of two gen-
locked Basler cameras working at 100Hz, with wide angle lenses (8mm focal length) 
enclosed in waterproof housings (figure 1a). In order to perform the wand calibration (table 
1), an orthogonal waterproof triad (1m1m1m) was built to determine initial extrinsic and 
intrinsic parameters using DLT equations. Nine spherical black markers (35mm) were 
screwed onto it (figure 1b).  All the holes were obtained by a computer numerical control 
machine (CNC). The 3D coordinates of the markers were known with accuracy of about 
10m. The moving wand, carrying one marker at its end (figure 1b), was acquired in the 
whole working volume (4.511.5m3) during 15 seconds. Two hundred and fifty useful 
frames  were opportunely extracted from the whole sequence to refine the initial parameters 
into a bundle adjustment nonlinear optimization, which uses control points with both known 
(triad markers) and unknown (wand marker) 3D coordinates. The bundle adjustment 
iteratively estimates the parameters of all the cameras along with the unknown 3D 
coordinates by minimizing the 2D projection error (measured vs. predicted by the camera 
model) on the image. In our method, just one marker was utilized because of the 
simplification of the tracking during the acquisition sequence. Commonly, commercial 
systems (Smart, BTS. SpA, Italy) utilize two markers at the ends of the rigid bar including the 

Hopkins, 2000; Squeaked et al., 2000; Carling et al., 2008). The intra-class correlation 
coefficient (ICC) was 0,995 correspond of a ‘excellent consistency’ presented by Collins and 
deLuca (1993) and Squeaked et al.  (2000). The dimension of the ETM for the coordinates ‘x’ 
and ‘y’, obtained in the successive digitalisations carried out by each user, and the 
coordinates obtained in the first digitalization (on average between 1.0 and 1.7% for the 
coordinate ‘x’ and between 0.5 and 1.0% for the coordinate ‘y’) are clearly lower than the 5% 
defined by McInnes et al., (1995) and MacLeod et al.,(2009) being also lower than the 2,4-
3,3% obtained by Edgecomb and Norton (2006) in the evaluation of intra-user consistency.  
 
CONCLUSION: The high Pearson’s correlation coefficient (r) values, the intra-class 
correlation coefficient (ICC) and the relative technical error below 2% indicated an excellent 
intra-user and inter-user consistency.  These results highlight the value of this low-cost 
system for obtaining soccer players’ displacements as well as the potential to be applied to 
other sports and in places such as the inside of buildings where is not possible to use GPS 
receivers. The elevated correlation reveal a small systematic errors introduced by the 
different techniques utilized by the users, the eyes - hand coordination, of the visual 
sharpness and of the standards of concentration don’t change the accuracy of tracking from 
different operators. The excellent intra-user consistency indicates the value of this 
technology in digitising displacement. 
 
REFERENCES: 
Carling, C., Bloomfield, J., Nelsen, L. & Reilly, T. (2008). The role of motion analysis in elite soccer. 
Contemporary performance measurement techniques and work rate data. Sports Medicine, 38(10): 
829-862. 
Collins, J. J. & De Luca, C. J. (1993). Open-loop and closed-loop control of posture: A random-walk 
analysis of center-of-pressure trajectories. Experimental Brain Research, 95(2): 308-318. 
Duthie, G., Pyne, D. & Hooper, S.  (2003). The reliability of video based time motion analysis. Journal 
of Human Movement Studies, 44: 259-272. 
Edgecomb, S. J. & Norton, K. I. (2006). Comparison of global positioning and computer-based 
tracking systems for measuring player movement distance during Australian Football. Journal of 
Science and Medicine in Sport, 9(1): 25-32. 
Hopkins, W. G. (2000). Measures of Reliability in Sports Medicine and Science. Sports Medicine, 
30(1): 1-15. 
Kuhtanen, P. (1999). Los aspectos biomecánicos: manual de las ciencias del entrenamiento - Futbol. 
[S,l.]: Editorial Paidotribo. 
Larsson, P. (2003). Global Positioning System and Sport-Specific Testing. Sport Medicine, 33(15): 
1093-1101. 
MacLeod, H., Morris, J., Nevill, A. & Sunderland, C. (2009). The validity of a non-differential global 
positioning system for assessing player movement patterns in field hockey. Journal of Sport Sciences, 
27(2): 121-128. 
 
Acknowledgement 
The authors like to thank Professors Marques of the Hisses and Pablo Carús of the University of 
Évora, and of the students that participated in the video collections. 



938ISBS 2011 Porto, Portugal

Vilas-Boas, Machado, Kim, Veloso (eds.) 
Biomechanics in Sports 29

Portuguese Journal of Sport Sciences
11 (Suppl. 2), 2011

results of the three approaches were comparable in terms of MAE (1.16mm, 1.20mm, 
0.73mm). The mean values of the bar length and the mean absolute error for the 2D plate 
calibration with sixteen control points were better than those obtained in the configuration 
with eight control points and with the wand calibration. However, the standard deviation 
(0.69mm, 1.07mm and 0.89mm) and the maximum error (3.99mm, 8.03mmand 6.90mm) 
were smaller in the wand calibration than in both 2D plate calibration configurations. 

 
Table 2 

Results of the wand calibration, of the 2D plate calibration using 8 points and the 2D plate 
calibration using 16 points in the dynamic test.  D: 291.89 mm. Values in millimeter (mm). 

 Mean Standard 
Deviation 

Minimum 
Error 

Mean Absolute 
Error  

Maximum 
Error 

RMSE %RMSE 

Wand  
Calibration 290.77 0.69 0.20 1.16 3.99 1.31 0.45 

2D plate 
Calibration 

(8 control points) 
292.87 1.07 0.19 1.20 8.03 1.45 0.50 

2D plate 
Calibration 

(16 control points) 
291.67 0.89 0.07 0.73 6.90 0.92 0.31 

 
DISCUSSION: According to the results, we can assert that the wand calibration allows 
reduction of the error spread in the calibration volume with respect to the 2D plate calibration. 
This is well justified by the bundle adjustment approach which intrinsically makes 
homogeneous the reconstruction error across all the calibration volume. As far as 2D plate 
calibration is concerned, the accuracy results were slightly worse than those values 
previously found (Silvatti et al. 2010). This fact might be due to the water transparency that 
was better in the previous experiment. This suggests that the water transparency should be 
taken into account when highly accurate results are required. Both methods led to 
underwater accuracy better than previously reported in the literature (Yanai et al., 1996; 
Kwon et al., 2000; Gourgoulis et al., 2008 and Machtsiras,G. & Sanders R. H. 2009). Pribanic 
et al., 2008 compared the same camera calibration methods, but out of the water, and found 
values ranging from 0.66mm to 0.75mm for the wand calibration and 0.69mm to 0.84mm for 
the 2D plate calibration. Our results were comparable to these values with the accuracy of 
commercial systems used for dry land 3D analysis (Chiari et al. 2005). The advantages and 
disadvantages of each method were synthesized in Table 3. 
 

Table 3 
Synthesis of the advantages and disadvantages of both methods. 

Type of calibration Advantages Disadvantages 

Triad + wand Calibration 

 Equalization of the reconstruction 
error across the calibration volume 

 Only one point to track 
 Calibration structures are light and 

easy to setup 
 High portability 

 The wand must be moved 
opportunely to cover all the 
calibration volume 

 Accuracy strictly depending of the 
construction of the triad 

 High sensibility of wand marker 
tracking to water quality 

 Assumes the vertical axis based on 
the swim pool floor 

Graduated rod  + 2D Plate 
Calibration 

 Each camera can be calibrated 
separately 

 Better corner visibility  
 More accurate distortion correction 
 Lower sensibility of corner detection 

to water  
 Allows to correct the vertical axis 

based on the water plane 

 Unbalanced camera network 
 High number of corners to track 
 Chessboard are cumbersome 
 Accuracy strictly depending of the 

construction of the chessboard 

marker distance as an additional constraint in the optimization. The distortion was taken into 
account in the camera model adopting a radial model with 2 parameters.  
In order to perform the 2D plate calibration (table 1, Zhang, 2000), a waterproof chessboard 
(56 squares, 100100mm with 42 corners, figure 1) was used (Silvatti et al., 2010). A
graduated rod, with four black markers, was acquired in 4 different underwater positions. The 
water levels were measured in each graduated rod position to build the coordinate system on 
the water plane. The distances between the 4 positions of the graduated rod and the two 
points located on the swim pool border were measured to perform the triangulation and to 
obtain the control points 3D coordinates. Two different amounts of control points (8 and 16) 
were used to provide the closed-form solution (DLT) for the camera parameters. The 
chessboard was moved in the working volume and was automatically tracked. The 100Hz 
frame rate was resampled to 10Hz to acquire two hundred sequential frames in order to
refine the intrinsic and distortion parameters for each camera. The distortion was taken into 
account in the camera model, adopting a radial and tangential model with 5 parameters. The 
distortion correction exploited the virtual straight lines of the chessboard.

Figura 1: a) Cameras enclosed in housings fix on tripods for underwater aquisition. b) Triad 
and wand built with black markers to contraste in underwater used to wand calibration. c) 
Chessboard used for 2D plate calibration.

The calibration accuracy of both calibration methods was assessed on a 10s acquisition of a 
rigid bar (two black markers) moved within the working volume. The distance between 
markers (nominal value D: 291.89mm) was obtained as a function of time. The following 
variables were calculated: a) the mean absolute errors (MAE) b) the standard deviation, c) 
the minimum and d) maximum error, e) the root mean squared error (RMSE) and f) the 
RMSE relative to reconstruction expressed as a percentage of the real length of the rigid bar 
movement.

Table 1 
Comparison of the procedure to calibrate the camera parameters in both methods 

RESULTS: Table 2 shows the mean, standard deviation, minimum error, mean absolute 
errors, maximum error, RMSE of the distance curves between markers and the %RMSE for 
the wand calibration and for both tests using the 2D plate calibration in the rigid bar test. The 

Issues

Type of calibration

Wand Calibration 2D Plate Calibration
Calibration support Triad + wand Graduated rod + Chessboard

Points to track Spherical - Black Markers Planar - Corners

Acquisition protocol Static triad + Moving wand Graduated rod in 4 positions + Moving 
chessboard

Calibration approach 
Closed-form for initial estimation 

Refinement by bundle adjustment
Closed-form for extrinsic parameters

Refinement of the intrinsic parameters
Camera network Single camera calibration

Distortion model Radial Radial e Tangential 
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results of the three approaches were comparable in terms of MAE (1.16mm, 1.20mm, 
0.73mm). The mean values of the bar length and the mean absolute error for the 2D plate 
calibration with sixteen control points were better than those obtained in the configuration 
with eight control points and with the wand calibration. However, the standard deviation 
(0.69mm, 1.07mm and 0.89mm) and the maximum error (3.99mm, 8.03mmand 6.90mm) 
were smaller in the wand calibration than in both 2D plate calibration configurations. 

 
Table 2 

Results of the wand calibration, of the 2D plate calibration using 8 points and the 2D plate 
calibration using 16 points in the dynamic test.  D: 291.89 mm. Values in millimeter (mm). 

 Mean Standard 
Deviation 

Minimum 
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Mean Absolute 
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Calibration 290.77 0.69 0.20 1.16 3.99 1.31 0.45 

2D plate 
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(8 control points) 
292.87 1.07 0.19 1.20 8.03 1.45 0.50 

2D plate 
Calibration 

(16 control points) 
291.67 0.89 0.07 0.73 6.90 0.92 0.31 

 
DISCUSSION: According to the results, we can assert that the wand calibration allows 
reduction of the error spread in the calibration volume with respect to the 2D plate calibration. 
This is well justified by the bundle adjustment approach which intrinsically makes 
homogeneous the reconstruction error across all the calibration volume. As far as 2D plate 
calibration is concerned, the accuracy results were slightly worse than those values 
previously found (Silvatti et al. 2010). This fact might be due to the water transparency that 
was better in the previous experiment. This suggests that the water transparency should be 
taken into account when highly accurate results are required. Both methods led to 
underwater accuracy better than previously reported in the literature (Yanai et al., 1996; 
Kwon et al., 2000; Gourgoulis et al., 2008 and Machtsiras,G. & Sanders R. H. 2009). Pribanic 
et al., 2008 compared the same camera calibration methods, but out of the water, and found 
values ranging from 0.66mm to 0.75mm for the wand calibration and 0.69mm to 0.84mm for 
the 2D plate calibration. Our results were comparable to these values with the accuracy of 
commercial systems used for dry land 3D analysis (Chiari et al. 2005). The advantages and 
disadvantages of each method were synthesized in Table 3. 
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 The wand must be moved 
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construction of the triad 
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 More accurate distortion correction 
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 Allows to correct the vertical axis 
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 Unbalanced camera network 
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 Accuracy strictly depending of the 

construction of the chessboard 

marker distance as an additional constraint in the optimization. The distortion was taken into 
account in the camera model adopting a radial model with 2 parameters.  
In order to perform the 2D plate calibration (table 1, Zhang, 2000), a waterproof chessboard 
(56 squares, 100100mm with 42 corners, figure 1) was used (Silvatti et al., 2010). A
graduated rod, with four black markers, was acquired in 4 different underwater positions. The 
water levels were measured in each graduated rod position to build the coordinate system on 
the water plane. The distances between the 4 positions of the graduated rod and the two 
points located on the swim pool border were measured to perform the triangulation and to 
obtain the control points 3D coordinates. Two different amounts of control points (8 and 16) 
were used to provide the closed-form solution (DLT) for the camera parameters. The 
chessboard was moved in the working volume and was automatically tracked. The 100Hz 
frame rate was resampled to 10Hz to acquire two hundred sequential frames in order to
refine the intrinsic and distortion parameters for each camera. The distortion was taken into 
account in the camera model, adopting a radial and tangential model with 5 parameters. The 
distortion correction exploited the virtual straight lines of the chessboard.

Figura 1: a) Cameras enclosed in housings fix on tripods for underwater aquisition. b) Triad 
and wand built with black markers to contraste in underwater used to wand calibration. c) 
Chessboard used for 2D plate calibration.

The calibration accuracy of both calibration methods was assessed on a 10s acquisition of a 
rigid bar (two black markers) moved within the working volume. The distance between 
markers (nominal value D: 291.89mm) was obtained as a function of time. The following 
variables were calculated: a) the mean absolute errors (MAE) b) the standard deviation, c) 
the minimum and d) maximum error, e) the root mean squared error (RMSE) and f) the 
RMSE relative to reconstruction expressed as a percentage of the real length of the rigid bar 
movement.

Table 1 
Comparison of the procedure to calibrate the camera parameters in both methods 

RESULTS: Table 2 shows the mean, standard deviation, minimum error, mean absolute 
errors, maximum error, RMSE of the distance curves between markers and the %RMSE for 
the wand calibration and for both tests using the 2D plate calibration in the rigid bar test. The 
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Twelve athletes, who routinely used plyometric exercises, performed drop jumps from 46 
cm in water, on padded (5 cm thick wrestling mat), and unpadded conditions. GRF 
obtained via force platform and video analysis of markers placed along the leg were used 
to compare contact time (CT), flight time (FT), jump height calculated from flight time 
(JHFT) and video data (JHVIDEO), and reactive strength index (RSI) from both calculation 
techniques (RSIFT and RSIVIDEO). One-way Repeated Measures ANOVA indicated 
significant difference in CT but not FT. Two-way Repeated Measures ANOVA indicated 
differences in calculation technique for JH and RSI. Results indicate faults in current 
technique used to sample CT and JH when comparing plyometrics in and out of water. 
 
KEYWORDS: Landing Surfaces, Stretch Shortening Cycle, Flight Time. 

 
INTRODUCTION: Plyometric exercises are widely used to augment explosiveness of athletic 
movements via the stretch shortening cycle (Chimera et al, 2004). Studies by Potach et al. 
(2004) suggest that these exercises may increase the possibility of joint injury and therefore 
drop jumps above 46 cm are not recommended for individuals weighing more than 100 kg 
and those under 14 or over 60 years of age. To decrease the possibilities of high forces on 
the joints, some researchers have suggested performing plyometric exercises on padded 
surfaces or in water (Martel et al., 2005; Miller et al., 2002; Miller et al., 2007).  
Jumping performance during a drop jump has been assessed using a variety of methods 
including time in contact with the landing surface after the drop from a height (CT), jump 
height (JH), and reactive strength index (RSI (= JH/CT)) (Ebben et al., 2008; Flanagan et al., 
2008). The common technique of calculating JH from flight time may not suffice in an aquatic 
environment, as water may increase flight time and jump height due to upward pressure from 
buoyancy and drag from water resistance throughout the movement (Giancoli, 2009). 
Furthermore, the effects of padded surfaces on plyometric CT and RSI are unknown.  
As such, the method of calculation may produce different results in aquatic conditions and on 
padded surfaces for jump height, and therefore RSI. However, plyometric exercises 
performed on padded versus unpadded conditions and in water have not been extensively 
studied. Therefore the purpose of the current study was to examine the effect of condition on 
calculation technique through CT, JH, and RSI while performing drop jump exercises on 
padded surfaces, unpadded surfaces, and in water. 
 
METHODS: Twelve track and field athletes (eight women and four men; mean ± SD; age = 
22.3 ± 3.9 years; body mass = 69.5 ± 14.3 kg; height = 172.3 ± 6.5 cm) lacking 
musculoskeletal disabilities or injuries, volunteered to serve as subjects for the study. All 
subjects used the studied exercises in their regular resistance-training regimen, though not 
on padded surfaces or in water. Subjects completed a Physical Activity Readiness-
Questionnaire and signed an informed consent form prior to participating in the study. 
Approval for the use of human subjects was obtained from the Institutional Review Board 
prior to commencing the study. Subjects had performed no strength training in the 48 hours 
prior to data collection. 
Warm-up prior to the plyometric exercises consisted of a minimum of 3 minutes of low 
intensity exercise on a cycle ergometer, followed by static stretching including at least one 

 
CONCLUSION: The results of both nonlinear camera calibration methods provided better 
underwater accuracy than all previous papers reported in literature. Both methods tested in 
this study provided similar and highly accurate results, providing promising alternatives for 
underwater 3D motion analysis. 
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