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Resumen

La monitorización de movimientos trata de obtener información sobre la ejecución de
los mismos. Esta información es esencial en múltiples aplicaciones, incluidas las clíni-
cas, para medir la evolución de los pacientes, valorar posibles patologías, tanto mo-
toras, como cognitivas, y para el seguimiento de terapias físicas. En estas últimas, la
monitorización tiene un doble objetivo: asegurar la corrección en la ejecución de movi-
mientos y mejorar la adherencia a los programas prescritos por el facultativo. Ambos
objetivos son esenciales para lograr los beneficios asociados a las terapias físicas. Pa-
ra lograr esta monitorización de forma remota y poco intrusiva, se necesitan recursos
tecnológicos como los ampliamente utilizados sensores inerciales, habitualmente inte-
grados dentro de los conocidos wearables.

Este trabajo se centra en las soluciones basadas en sistemas inerciales para la monitori-
zación de rutinas de terapias físicas. Sin embargo, los resultados de este trabajo no son
excluyentes de dicho ámbito, pudiendo aplicarse en monitorización de movimientos
con diferentes propósitos, intentando suplir las necesidades de los sistemas de moni-
torización encontrados en la literatura.

En la revisión de las propuestas previas para la monitorización remota de rutinas de
rehabilitación se han encontrado dos enfoques principales. El primero se basa en el
análisis de movimientos, en el que se estiman parámetros cinemáticos, y el segundo
se centra en la caracterización cualitativa de los mismos. A partir de esta diferencia-
ción, se han identificado las limitaciones de cada uno de los enfoques desarrollando
contribuciones en ambos sentidos.

Respecto al primer enfoque, centrado en el análisis de movimientos para la estimación
de parámetros cinemáticos, se ha encontrado un parámetro anatómico requerido en
diversos métodos propuestos en la literatura. Dicho parámetro consiste en la posición
de las articulaciones respecto de los sensores y, en ocasiones, también se requiere la
longitud de los segmentos anatómicos. La determinación de estos parámetros internos
es compleja y se suele realizar en entornos controlados con sistemas ópticos o mediante
palpación de marcas anatómicas por personal especializado. Sin embargo, hay pocos
trabajos en la literatura que determinen estos parámetros anatómicos mediante senso-
res inerciales.
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xii RESUMEN

En este trabajo se introduce un algoritmo para esta calibración anatómica, basado en
la determinación del punto de aceleración nula presente en las articulaciones fijas. El
método propuesto emplea un sensor inercial por articulación para simplificar la com-
plejidad frente a usar varios de ellos. Puesto que la posición relativa de este punto
puede variar por movimientos del tejido blando o el movimiento articular, se estima
mediante mínimos cuadrados el punto medio de aceleración nula para el movimiento
de calibración. Este algoritmo está adaptado a los movimientos lentos que se dan en los
miembros inferiores para cumplir con la requerida estabilización de las articulaciones.
Además, se puede aplicar tanto a centros como a ejes articulares, aunque estos últi-
mos presentan una determinación más compleja. Puesto que se trata de la calibración
de un sistema tan complejo como es el cuerpo humano, también se evalúan diferentes
movimientos y su relación con la precisión del sistema.

Esta tesis además propone un segundo método de calibración más versátil, que se
adapta al característico tejido blando asociado al cuerpo humano. Este método emplea
las medidas de un sensor inercial como entradas en un filtro de Kalman extendido. La
propuesta se prueba tanto en datos sintéticos como en el escenario real de la determi-
nación del centro de rotación de la cadera. En simulación se alcanza una precisión del
3 % y en el escenario real, donde la referencia se obtiene con un sistema óptico de alta
precisión, del 10 %. De esta forma se propone un algoritmo novedoso que localiza las
articulaciones de forma adaptativa al movimiento de los tejidos con resultados dentro
del estado del arte.

Por otro lado, este trabajo se centra en otra de las limitaciones del análisis de movi-
mientos que es la falta de datos comunes para la evaluación de los algoritmos y el
desarrollo de nuevas propuestas. Para ello, se diseña y se crea una base de datos pú-
blica centrada en movimientos habituales en rutinas físicas. En su diseño se tiene en
cuenta la calibración articular que suele plantearse para la monitorización de los pa-
rámetros cinemáticos, realizando movimientos funcionales para la misma. Se moni-
torizan ejercicios de miembros inferiores y superiores ejecutados de forma correcta e
incorrecta por 30 voluntarios de ambos sexos y con un amplio rango de edades. Puesto
que uno de los principales objetivos a cumplir por esta base de datos es la validación
de algoritmos basados en sistemas inerciales, está grabada con cuatro sensores iner-
ciales, e incluyendo un sistema de referencia de alta precisión basado en cámaras de
infrarrojos. Además, los movimientos grabados se encuentran etiquetados acorde a su
caracterización, la cual se basa en el tipo de ejercicio realizado y la calidad de los mis-
mos. Se proporciona un total de 7 076 ficheros de datos cinemáticos inerciales con una
referencia de alta precisión, caracterizados de forma completa, junto con una función
para su procesamiento automático. Esta base de datos ya es pública en Zenodo, dispo-
nible para su uso por parte de la comunidad científica.

Finalmente, se estudia el segundo enfoque de monitorización de rutinas físicas, cuyo
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objetivo es la determinación de información cualitativa de su ejecución. Este trabajo
contribuye a la caracterización de los movimientos como el conjunto de su reconoci-
miento y la evaluación, que comúnmente se han estudiado de forma separada. Con
este objetivo, se proponen tres sistemas de clasificación que emplean las medidas de
cuatro sensores inerciales. Las propuestas difieren en la distribución de datos y, por
tanto, el nivel de detalle en las salidas del sistema. Para realizar las clasificaciones pro-
puestas, se evalúan seis algoritmos de machine learning con el fin de determinar el más
adecuado en cada una de ellas. Los algoritmos evaluados son Support Vector Machi-
nes, Decision Trees, Random Forest, K Nearest Neighbors, Extreme Learning Machines and
Multi-Layer Perceptron. Las propuestas dan lugar a una exactitud, valor F1, precisión y
sensibilidad por encima del 88 %. Además, se consigue un sistema con una exactitud
del 95 % en la caracterización cualitativa completa de los movimientos, que reconoce
el movimiento realizado y evalúa la exactitud en su ejecución. Cabe destacar que el
algoritmo que siempre reporta las mejores métricas es Support Vector Machines de entre
todos los evaluados. El clasificador propuesto que obtiene los mejores resultados es el
dividido en dos etapas, que primero reconoce y después evalúa los ejercicios, frente a
los que realizan ambas tareas en una única clasificación.

De nuestro trabajo, se puede concluir que los sistemas inerciales son adecuados para
la monitorización de los ejercicios físicos de forma remota. Por un lado, son adecuados
para la calibración de las articulaciones humanas necesaria para diversos métodos de
análisis de movimientos, empleando un sensor inercial por articulación. Estos senso-
res permiten obtener la estimación de una localización media de las articulaciones, así
como la longitud media de los segmentos anatómicos. Asimismo, se pueden localizar
los centros articulares en escenarios en los que se producen movimientos de los senso-
res relativos a las articulaciones, asociados al movimiento de los tejidos blandos. Por
otro lado, con la algoritmia propuesta se puede lograr una caracterización completa de
los ejercicios físicos realizados utilizando cuatro sensores inerciales. De esta forma, se
puede obtener información anatómica, así como información cuantitativa y cualitativa
sobre la ejecución de las terapias físicas mediante el uso de sensores inerciales.





Abstract

This thesis is framed in the field of remote motion monitoring, which aims to obtain
information about the execution of movements. This information is essential in many
applications, including the clinical ones, to measure the evolution of patients, to assess
possible pathologies, such as motor or cognitive ones, and to follow up physical thera-
pies. The monitoring of physical therapies has twofold purpose: to ensure the correct
execution of movements and to improve adherence to the programs. Both purposes
are essential to achieve the benefits associated with physical therapies. To accomplish
this monitoring in a remote and non-intrusive way, technological resources such as
the well-known inertial sensors are needed, which are commonly integrated into the
so-called wearables.

This work focuses on inertial-based solutions for monitoring physical therapy routines.
However, the results of this work are not exclusive of this field, being able to be applied
in other fields that require a motion monitoring. This work is intended to meet the
needs of the monitoring systems found in the literature.

In the review of previous proposals for remote monitoring of rehabilitation routines,
we found two different main approaches. The first one is based on the analysis of
movements, which estimates kinematic parameters, and the second one focuses on the
qualitative characterization of the movements. From this differentiation, we identify
and contribute to the limitations of each approach.

With regard to the motion analysis for the estimation of kinematic parameters, we
found an anatomical parameter required in various methods proposed in the litera-
ture. This parameter consists in the position of the joints with respect to the sensors,
and sometimes these methods also require the length of the anatomical segments. The
determination of these internal parameters is complex and is usually performed in
controlled environments with optical systems or through palpation of anatomical land-
marks by trained personnel. There is a lack of algorithms that determine these anatom-
ical parameters using inertial sensors.

This work introduces an algorithm for this anatomical calibration, which is based on
the determination of the point of zero acceleration present in fixed joints. We use one
inertial sensor per joint in order to simplify the complexity of algorithms versus using
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more than one. Since the relative position of this point may vary due to soft tissue
movements or joint motion, the mean null acceleration point for the calibration motion
is estimated by least squares. This algorithm is adapted to slow movements occurring
in the lower-limbs to meet the required joint stabilization. Moreover, it can be applied
to both joint centers and axes, although the latter is more complex to determine. Since
we are dealing with the calibration of a system as complex as the human body, we eval-
uate different movements and their relation to the accuracy of the proposed system.

This thesis also proposes a second, more versatile calibration method, which is adapted
to the characteristic soft tissue associated with the human body. This method is based
on the measurements of one inertial sensors used as inputs of an extended Kalman
filter. We test the proposal both in synthetic data and in the real scenario of hip center
of rotation determination. In simulations it provides an accuracy of 3 % and in the
real scenario, where the reference is obtained with a high precision optical system, the
accuracy is 10 %. In this way, we propose a novel algorithm that localizes the joints
adaptively to the motion of the tissues.

In addition, this work addresses another limitation of motion analysis which is the lack
of common datasets for the evaluation of algorithms and for the development of new
proposals of motion monitoring methods. For this purpose, we design and create a
public database focused on common movements in rehabilitation routines. Its design
takes into account the joint calibration that is usually considered for the monitoring
of joint parameters, performing functional movements for it. We monitor lower and
upper limb exercises correctly and incorrectly performed by 30 volunteers of both sexes
and a wide range of ages. One of the main objectives to be fulfilled by this database
is the validation of algorithms based on inertial systems. Thus, it is recorded by using
four inertial systems placed on different body limbs and including a highly accurate
reference system based on infrared cameras. In addition, the recorded movements
are labeled according to their characterization, which is based on the type of exercise
performed and their quality. We provide a total of 7 076 files of inertial kinematic data
with a high-precision reference, characterized with respect to the kind of performed
motion and their correctness in performance, together with a function for automatic
processing.

Finally, we focus on the analysis of the second approach of monitoring physical rou-
tines, whose objective is to obtain qualitative information of their execution. This work
contributes to the characterization of movements including their recognition and eval-
uation, which are usually studied separately. We propose three classification systems
which use four inertial sensors. The proposals differ in the distribution of data and,
therefore, the level of detail in the system outputs. We evaluate six machine learn-
ing techniques for the proposed classification systems in order to determine the most
suitable for each of them: Support Vector Machines, Decision Trees, Random Forest,
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K Nearest Neighbors, Extreme Learning Machines and Multi-Layer Perceptron. The
proposals result in accuracy, F1-value, precision and sensitivity above the 88 %. Fur-
thermore, we achieve a system with an accuracy of 95 % in the complete qualitative
characterization of the motions, which recognizes the performed motion and evalu-
ates the correctness of its performance. It is worth highlighting that the highest metrics
are always obtained with Support Vector Machines, among all the methods evaluated.
The proposed classifier that provides the highest metrics is the one divided into two
stages, that first recognizes the exercises and then evaluates them, compared with the
other proposals that perform both tasks in one single-stage classification.

From our work, it can be concluded that inertial systems are appropriate for remote
physical exercise monitoring. On the one hand, they are suitable for the calibration
of human joints necessary for various methods of motion analysis using one inertial
sensor per joint. These sensors allow to obtain the estimation of an average joint lo-
cation as well as the average length of anatomical segments. Also, joint centers can
be located in scenarios where joint-related sensor movements occur, associated with
soft tissue movement. On the other hand, a complete characterization of the physical
exercises performed can be achieved with four inertial sensors and the appropriate al-
gorithms. In this way, anatomical information can be obtained, as well as quantitative
and qualitative information on the execution of physical therapies through the use of
inertial sensors.
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Chapter 1

Introduction

Physical therapies are a crucial step in the recovery path of different surgical procedu-
res, as cardiac surgery or hip replacement after falls, and in treatments of diseases or
injuries. The recent example of the physical rehabilitation for the hospitalized people
due to the corona-virus disease (Covid-19) is just one of the most currently known
cases.

Those therapies are also needed for the active prevention of diseases, focused on taking
care of health before the illness appears [Xu17]. Illness prevention is specially impor-
tant in older people, since in the absence of adequate physical activity (PA) or exercise,
the aging process is associated with premature and excessive appearance of diseases
and dysfunctions [Izq21]. Exercise is a type of PA, which is planned, structured and
repetitive, and is aimed to improve or maintain one or more components of physical
fitness. PA and exercise have proved to be preventive measures in conjunction with
other lifestyle factors, improving the elder frailty parameters and their functional ca-
pacity [Izq20, Izq18, Fra19]. Long-term (over one year) physical exercise interventions
have been associated with a lower risk of falls, improving muscle strength, balance,
physical and cognitive functions [Sou19]. Thus, an appropriate exercise prescription
should be included in all health-care recommendations for the elderly.

The exercise monitoring is crucial to give proper recommendations according to the
patient’s health progression [Com15, Fra19], improving their adherence to the the-
rapy [W B13] and assuring the correctness of motions through a continuous and im-
mediate feedback [Zha16, Llo15]. If patients do the exercises on their own, data about
routines are subjective and depend on the information provided by patients, who
commonly overestimate their training sessions [Suc57]. Furthermore, the information
given to physicians by patients does not include descriptions of the performance of
exercises, as the range of motions (ROM) or the speed of movements, required to make
a proper evaluation of their performance. Then, physical therapies and their guidance
are established in hospitals and rehabilitation centers where the health-care staff su-
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2 CHAPTER 1. INTRODUCTION

pervises the patients, as illustrated in Figure 1.1-left. Supervisors assess the physical
therapy, monitoring motion parameters such as the performance quality, the range of
motions or the number of repetitions. This approach, established in health-care centers,
implies economic challenges associated to infrastructure and personnel [Sah19].

Figure 1.1: The two main different types of motion monitoring: (left) human-based in health-
care centers and (right) home-based relying on technology; and some of the parameters to ob-
tain. Graphics are from Vecteezy [Vec22].

One alternative is the home-based monitoring of therapies, as virtual coaches, which
are a more reliable option for long-term therapies than what would be a human-based
therapy. Information about the exercises performance can be obtained from home us-
ing motion monitoring technologies (as the optical sensors or wearables shown in Fig-
ure 1.1-right). With this approach, physical therapies can be easily fit in daily routines,
being remotely guided by a physician [Dom19]. In this way, the monitoring techno-
logies allow to obtain the therapy monitoring by health-care personnel without the
need of patients attending the hospital, increasing also their independence. Further-
more, the remote monitoring give more representative measurements of the patients’
activities [Man17, Vie17] and keep patients active over the long term, increasing their
adherence to physical therapies [Ben11].

A useful monitoring has to be designed considering all the parameters required to eval-
uate the patients’ health [Kay17] and the application to supervise it. There are several
differences between a simple steps counter and a complete remote motion monitoring
system, as a virtual coach, especially regarding the outputs to be obtained and their
potential uses [Sah19]. The system that works as a virtual coach has to perform three
main tasks: to analyze the human motions, i.e. to determine rotation joint angles; to
monitor physical activity, evaluating the performance of the exercises and to provide
feedback to patients [Kyr20a].

Systems used to analyze motions in non-controlled and non-supervised environments
have to prove being reliable. Video-based technologies and sensor platforms are op-
tions for this monitoring, being the optical systems considered the gold standard [Che14].
However, both technologies are limited to those places where the systems are installed
[Dom19, Vig19] and video-based technologies usually entail occlusions and patients’
privacy concerns [Kom19a, Zih16].
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Portable sensors, such as Inertial Measurement Units (IMUs), have increased their use
during the last decade because of its low economical and processing costs, and its
everywhere usable potential [Lop16]. IMUs include gyroscopes and accelerometers
and, sometimes, magnetometers, as shown in Figure 1.2-left. These sensors meas-
ure motions in terms of turn rate, specific force, which is the linear acceleration with
the influence of the gravity acceleration, and magnetic field, respectively. In this way,
IMUs provide the raw data of these magnitudes and, through sensor fusion algorithms,
they can estimate and provide their 3D orientation, expressed in Euler angles (see Fig-
ure 1.2-right) or quaternions, among others.

Figure 1.2: Functioning diagram of IMUs with their sensors, including the magnetometer,
measurements and outputs (left). Euler angles to express the orientation of an IMU in the
3D space (right).

To get reliable information to obtain details about the performance of motions, these
magnitudes, the specific force, turn rate and magnetic field, can be translated into
clinically interpretative data for physicians, as ROM. Also, using the inertial meas-
urements, motions can be identified or evaluated without estimating the kinematics
parameters [Zha20b, Pre20, Bav19, Whe16, Kia17, Per19, Gig14, Hua16b].

In order to develop an inertial-based virtual coach system, it is necessary to understand
the requirements and challenges of this remote motion monitoring application. These
requirements and challenges are reviewed in the next section.

1.1 Challenges of Remote Motion Monitoring

This section presents the main challenges for remote human motion monitoring of phy-
sical therapies. The challenges can be divided into two groups: first, those aimed at
obtaining relevant monitoring parameters, as rotation angles or limb displacement;
and second, those that characterize these motions to translate the kinematic parame-
ters into qualitative data, such as which exercise is being performed and its correctness.
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With regard to the gathering of relevant motion monitoring parameters, referred in the
following as motion analysis, the main challenge is the estimation of the joint angles
from data provided by IMUs. The inertial-based angle estimation entails accumulated
errors, which are mainly caused by the bias in the gyroscope, that has to be corrected
in order to obtain reliable measurements of joint angles. Accelerometers are used to
have a reference with respect to the gravity vector. In the case of Euler angles, the
determination of roll and pitch angles (angles with respect to the horizontal plane, see
Figure 1.2) can be corrected by this direct relationship to gravity. However, the third
angle, yaw, cannot be accurately estimated in this way since it is parallel to the gravity
vector.

There are different proposals to correct the accumulated error in the estimation of joint
angles, such as those based on machine learning algorithms (ML) or biomechanical
models. Biomechanical models, that exploit the human constraints to fuse informa-
tion from IMUs, are one of the most used and most promising approaches to reduce
this error associated to the drift. Several solutions have been proposed in the litera-
ture, such as limiting the estimated values to the anatomical ROM or exploiting the
characteristics of the movement.

IMU-based systems that rely on these biomechanical constraints commonly require
anatomical parameters for their implementation. Most of the algorithms that aim to
calibrate sensor to joints focus only on the identification of axes of rotation of joints
with respect to the axes of IMUs, as in [Mul17c, Cut08, Fav09]. However, the loca-
tion of the center of rotation (COR) or axis of rotation (AOR) of joints with respect to
the IMUs, i.e. a sensor-joint calibration, and the segment lengths are also frequently
needed, as described in [Cra18]. The determination of these joints is the second chal-
lenge approached in this work. In inertial systems, the COR is determined through
the oriented vector r, defined from the IMU accelerometers to the COR of joints. The
motion analysis and, specially, the joint angle calculation, is highly sensitive to the
accuracy in this sensor-joint calibration by the estimation of the r vector [Bon15].

The location of joints are commonly determined through the palpation of external ana-
tomic marks or by using optical systems [Bon15, Jou18, El 15]. Both systems need
expert hands to place markers and are limited to controlled environments. Thus, bio-
mechanically constrained inertial methods use external information different from the
data obtained through IMUs, such as the position of markers obtained by the optical
system. It limits the every-where utilization of the inertial motion analysis systems
based on biomechanical models. As an alternative, different works arose to develop
IMU-based algorithms that determine the r vector, being focused on the estimation
of an average IMU-joint vector or of an adaptive vector at each time instant. These
algorithms mainly differ in the consideration of negligible soft tissue artifacts (STA)
when a complete motion is considered and, as a consequence, the IMU-joint vector is
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averaged, as in [Cra16, Cra17, See12, McG13], or when STA is considered in the esti-
mation [Fri18a, Fri18b].

For the evaluation of exercises, we need to translate from quantitative parameters of
the performance, as the motion measurements obtained by IMUs, to qualitative data.
Data from inertial sensors have been also used to detect and classify activities. These
sensors are an alternative for motion monitoring since they have been proved to be
reliable enough for joint motion monitoring [Zih16]. In this way, IMUs have been
used in human applications for motion monitoring [Lin13], functional evaluation of
joints [Kia16] and with respect to the study of activities performance, to their rec-
ognition or evaluation [Zha20b, Pre20, Bav19, Whe16, Kia17, Per19, Gig14, Hua16b].
However, during a remote physical therapy monitoring, we do not have information
of which exercise is being performed and the correctness of the exercise can differ be-
tween exercises or repetitions. For an ideal motion monitoring system, we should con-
sider both tasks, the recognition and evaluation, together as a complex challenge. In
addition, the combination of the recognition and evaluation of exercises makes these
tasks more complicated. On the one hand, gathering correct and wrong repetitions of
the performed exercises means a high variability of performances during the exercise
recognition. On the other hand, in order to evaluate an exercise, it has to be accord-
ing to the motions that define it, so its evaluation relies on the correct recognition of
motions. Errors in the recognition stage condition or entail errors in the exercises eval-
uation.

According to the aforementioned challenges, we can distinguish three main issues with
respect to the remote physical therapy monitoring: motion analysis, sensor-joints ca-
libration and exercises evaluation; as summarized in Figure 1.3. The motion analysis
refers to the objective study of the parameters of motions. The approach to calibration
in this work is focused on the estimation of CORs and AORs of human joints. Fi-
nally, the evaluation refers to determine how accurate an exercise is being performed,
according to its description.

- Translate inertial 

measurements to 

motion parameters, 

e.g. rotation angles

- Find the relative 

IMU location on the 

body

- Overcome the 

soft tissue artifacts

- Exercise 

identification

- Evaluation of the 

quality perfomance

Motion analysis
Sensor-joints 

calibration

Exercises

monitoring

Figure 1.3: Three main challenges with regard to the remote motion monitoring for the follow-
up of physical therapies.

Due to the potential uses and current limitations of using IMUs for remote motion
monitoring, the main objective of this thesis is to study the theoretical basis for that
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possible use. Next section introduces the objectives of this work, together with its
research questions.

1.2 Objectives

The overall research objective of this thesis is human motion monitoring by means
of inertial sensors, focused on physical therapies. This work aims at contributing to
the objective monitoring of motion parameters through the estimation of limb joints
location with inertial sensors. One IMU per joint will be used and the averaged and
adaptive positioning of joints will be studied. Furthermore, the information of four
IMUs will be fused in order to identify and evaluate prescribed motions.

In this way, we have the following research goals:

• Research goal 1: determine and overcome the main weaknesses of the biome-
chanical model-based motion monitoring systems. This work focuses on two of
them: the positioning of the inertial sensors with respect to the centers and axes
of joints, and the variability in the data commonly used for the evaluation of bio-
mechanical models. With regard to the first weakness, the main goal is to develop
an accurate alternative to estimate the position of the inertial sensors with respect
to the center of axis of joints. The proposals must be validated by comparing with
an accurate optical system, in terms of vector distance and deviation angle. For
the second limitation, we aim to create a generic database of upper-and lower-
limb motions recorded with inertial sensors and a reference system.

• Research goal 2: investigate and implement ML methods aimed at identifying
and evaluating prescribed motions. The objective is that these methods rely only
on the information of IMUs placed at the upper-or lower-limbs. To do so, we plan
on studying different proposals for this two-fold objective, which will be evalu-
ated and compared with the known characteristics of motions, i.e. the performed
motion and its correctness.

1.3 Thesis Background

This thesis describes an original work carried out at the GEINTRA Research Group of
the University of Alcalá (UAH), in the topic of ambient monitoring for independent
living. It has been developed under the auspices of the research projects Frailcheck
(ref. SBPLY/17/ 180501/000392, supported by Junta de Comunidades de Castilla La
Mancha) and MICROCEBUS (ref. RTI2018-095168-B-C51, funded by Spanish Ministry
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of Science, Innovation and Universities). It has also been economically supported by
the Youth Employment Program (ref. PEJ-2017-AI/TIC-7372 and PEJ-2020-PRE/TIC-
17000) and by the mobility program of the University of Alcalá. One three-month
research stay was carried out thanks to the mobility program, at the German Aerospace
Centre (Deutsches Zentrum für Luft- und Raumfahrt, DLR), in Munich.

The aim of the FrailCheck project was to design, develop and validate a system to
aid the assessment of frailty, and one of the goals of the MICROCEBUS project was
to develop an unobtrusive tool for people monitoring, by keeping track of the daily
routines of dependent people, either elderly or people with intellectual disabilities.
This thesis has contributed to both projects in the tasks of people activity monitoring
based on IMUs. Specifically, it focuses on the monitoring of physical routines, which
are essential to maintain a healthy life.

The development of this work requires different material resources. We need inertial
sensors in order to test the proposals of this work, but we also need a reference system
to validate them. The gold standard system is the one based on stereo-photogrametry,
which provides the 3D coordinates of points of objects. This system uses at least two
infrared cameras to obtain the coordinates in the 3D space by triangulation. During the
research stay in the DLR, we used their stereophotogrammetry system (Vicon [Vic20]),
based on twelve infrared cameras to record the ground truth of our measurements. In
addition, the DLR has an inertial system with three available high-end IMUs (Xsens
[Xse20]), whose wireless communication allows to export data for analysis in external
computer programs. With both systems, the IMU signals and their reference orienta-
tions and locations, thigh and shin positioning was recorded with four and five mark-
ers, respectively.

Besides, the University of Alcalá acquired a stereophotogrammetric motion capture
system based on eight infrared cameras (Optitrack [Opt20]) through the MICROCEBUS
project. This system was installed in the motion capture laboratory of the Polytech-
nic School of the UAH (MoCap laboratory). In addition, medium-high range IMUs,
the NGIMU of the X-io brand [xio21], were purchased. Therefore, from this moment
on, the measurement campaigns required for the development of this thesis were car-
ried out in the MoCap laboratory, recruiting volunteers in the university environment.
Thus, the data used in this thesis were obtained in that laboratory.

This work contributes to maintaining people’s health by monitoring their movements.
Therefore, its development requires kinematic data from people, which had to be re-
corded. We have the approval for the development of this thesis of the Ethics Com-
mittee of the University of Alcalá (CEID/2021/5/125). Recordings dated prior to that
approval were carried out under the approval of the Ethics Committee of the Guadala-
jara University Hospital (Institutional Review Board No.2018.22.PR, protocol version
V.1. as of 12/21/2020). The two corresponding approval reports are in Appendix B.
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1.4 Contributions

This thesis has four main contributions:

1. We study the approaches to track the joint angles using inertial sensors for hu-
man motion monitoring. We focus on the biomechanical model-based solutions
and one of their main limitations. This limitation consists in the location of the
joint center, required for the sensor fusion with those models. Thus, we provide
in-depth solutions of locating the human lower-limb joints with respect to an
IMU system. We evaluate an inertial method for the complete characterization
of lower-limbs. The proposal is aimed at obtaining two key parameters in the
development of biomechanical models, the segment lengths and the location of
joints with respect to the IMU sensors. During the analysis, we also study the
relationship between different calibration motions and the accuracy achieved by
the calibration method proposed. The results of this work have produced two
conference papers in the XXV Seminario Anual de Automática Electrónica Industrial
e Instrumentación (Annual Seminar on Industrial Electronic Automatics and Instru-
mentation) and in the 2019 International Conference on Indoor Positioning and Indoor
Navigation.

2. We deal with one of the main problems associated to the human joint positioning
with IMU systems: the STA. We focus on the STA that affect to the human joint
determination, specifically, using inertial sensors. As in the first contribution, we
aim at locating the joints center with respect to the IMU accelerometer. We denote
the directed vector from the IMU accelerometer to the joint COR as r. We propose
an initial method, called ArVE, from adaptive r vector estimator and its improve-
ment, called ArVEd, that considers the derivative of r in the state vector. These
methods are based on different EKFs that allow to obtain one vector per sample.
We prove that ArVEd outperforms ArVE and the state-of-the-art methods that
average the r vector and do not adapt to its changes. We find that our proposal
obtains an accurate estimation of CORs in a 1-cm radius sphere. In the real sce-
nario, errors are always under the 10 % of the reference vector, obtained using a
3D optical system. This research line has resulted in one journal paper in IEEE
Transactions on Instrumentation and Measurements and two conference papers in
the 2020 IEEE International Symposium on Medical Measurements and Applications
and XXVII Seminario Anual de Automática Electrónica Industrial e Instrumentación
(Annual Seminar on Industrial Electronic Automatics and Instrumentation).

3. For the evaluation and optimization of human motion algorithms, it is necessary
to count on particular datasets adapted to the exercises to be analyzed. Recent
research efforts have focused on the creation of datasets by using different sen-
sory systems, but none contains labeled physical therapy exercises with a ground
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truth from a reference system. Therefore, we design and create a database of
the monitoring and evaluation of the performance of prescribed physical the-
rapy exercises through inertial portable sensors to contribute to the research. We
ensure the variability of participants recording the motion of thirty volunteers
between 20 and 69 years old. Furthermore, the motions recorded vary in their
performance quality so we provide a diverse variability of motions. The sen-
sory system consists of four IMUs and one highly accurate optical system. Files
are labeled according to the performed motion and its quality. In this way, we
provide a total amount of 7 076 files that can be used to study inertial-based mo-
tion monitoring algorithms, such as ML applications of classification purposes,
i.e. motion recognition. These data are publicly available at Zenodo [Zen20] and
the data descriptor is aimed at being a journal paper currently under review in
Scientific Data.

4. Finally, we evaluate another approach, different from the human motion analy-
sis, for inertial motion monitoring. This second approach is focused on obtain-
ing qualitative information about the motion performance. We study different
approaches for the identification and evaluation of prescribed exercises using su-
pervised ML methods. With this approach, our goal is to contribute to the devel-
opment of virtual coaches for the remote qualification of motions during physi-
cal therapies, obtaining information of which exercise is being performed and its
quality. We propose and evaluate three different approaches and their potential
applications, assessed through leave-one-subject-out validation to study the eval-
uation of motions performed by new subjects. We study different ML algorithms
and their performance to provide insights about the optimal one in this applica-
tion. This research has produced two conference papers in the 2021 IEEE Interna-
tional Symposium on Medical Measurements and Applications and XXVIII Seminario
Anual de Automática Electrónica Industrial e Instrumentación (Annual Seminar on In-
dustrial Electronic Automatics and Instrumentation) and one journal paper currently
under review in Expert Systems with Applications.

1.4.1 List of Publications

The list of publications up to date is composed of the following journal and conference
publications:

• S. García-de-Villa, A. Jiménez-Martín and J. J. García-Domínguez, ‘“Novel IMU-
based Adaptive Estimator of the Center of Rotation of Joints for Movement Anal-
ysis”’. IEEE Transactions on Instrumentation and Measurement Vol. 80, pp.1-11,
2021, Art no. 40511, doi:10.1109/TIM.2021.3073688. (Q1 JCR)

http://dx.doi.org/ 10.1109/TIM.2021.3073688
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• Sara García-de-Villa, Ana Jiménez-Martín and Juan Jesús García-Domínguez, ‘A
database of physical therapy exercises with variability of execution collected by
wearable sensors’. Scientific Data. Under review. July. 2021. (Q1 JCR).

• Sara García-de-Villa, David Casillas-Perez, Ana Jiménez-Martín and Juan Jesús
García-Domínguez, ‘Simultaneous Exercise Recognition and Evaluation in Pre-
scribed Routines: Approach to Virtual Coaches’. Expert Systems with Applications.
Under review. November. 2021. (Q1 JCR).

• Sara García de Villa, Ana Jiménez Martín, Juan Jesús García Domínguez, ‘A
Biomechanical Model Implementation for Upper-Limbs Rehabilitation Monito-
ring Using IMUs’. VII International Work-Conference on Bioinformatics and Biomed-
ical Engineering (IWBBIO’19) Granada, Spain. May 2019. (International). doi:

10.1007/978-3-030-17935-9\_32

• Sara García de Villa, Ana Jiménez Martín, Juan Jesús García Domínguez, ‘Imple-
mentation of a lower-limb model for monitoring exercises in rehabilitation’. 2019
IEEE International Symposium on Medical Measurements and Applications (MeMeA’19)
Istambul, Turkey. July 2019. (International). doi:10.1109/MeMeA.2019.8802221.
High Quality Paper: Travel Award

• Sara García de Villa, Estefania Munoz Diaz, Dina Bousdar Ahmed, Ana Jiménez
Martín, Juan Jesús García Domínguez, ‘IMU-based Characterization of the Leg
for the Implementation of Biomechanical Models’. 2019 International Conference
on Indoor Positioning and Indoor Navigation (IPIN’19) Pisa, Italy. October 2019. (In-
ternational). doi:10.1109/IPIN.2019.8911818.

• Sara García de Villa, Ana Jiménez Martín, Juan Jesús García Domínguez, ‘Ad-
aptive IMU-based Calibration of the Center of Joints for Movement Analysis:
One Case Study’. 2020 IEEE International Symposium on Medical Measurements
and Applications (MeMeA’20) Bari, Italy. Online. Jun 2020. (International). doi:

10.1109/MeMeA49120.2020.9137135.

• Sara García de Villa, Andrea Martínez Parra, Ana Jiménez Martín, Juan Jesús
García Domínguez, David Casillas-Pérez, ‘ML algorithms for the assessment of
prescribed physical exercises’. 2021 IEEE International Symposium on Medical Meas-
urements and Applications (MeMeA’21) Neuchâtel, Switzerland. Online. Jun 2021.
(International). doi:10.1109/MeMeA52024.2021.9478725

• Sara García de Villa, Ana Jiménez Martín, Juan Jesús García Domínguez, Álvaro
Page del Pozo, ‘Estimacion de centros y ejes de rotacion mediantes ensores iner-
ciales’. XXV Seminario Anual de Automática Electrónica Industrial e Instrumentación

http://dx.doi.org/10.1007/978-3-030-17935-9_32
http://dx.doi.org/10.1007/978-3-030-17935-9_32
http://dx.doi.org/10.1109/MeMeA.2019.8802221.
http://dx.doi.org/10.1109/IPIN.2019.8911818.
http://dx.doi.org/ 10.1109/MeMeA49120.2020.9137135
http://dx.doi.org/ 10.1109/MeMeA49120.2020.9137135
http://dx.doi.org/10.1109/MeMeA52024.2021.9478725
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(SAAEI’18) Barcelona, Spain. July 2018. (National).
ISBN: 978-84-947311-4-3

• Sara García de Villa, Ana Jiménez Martín, Juan Jesús García Domínguez, ‘Im-
plementación de un modelo biomecánico para el análisis de movimientos con
sensores inerciales’. XXVI Seminario Anual de Automática Electrónica Industrial e
Instrumentación (SAAEI’19) Córdoba, Spain. July 2019. (National).
ISBN: 978-84-17171-50-6

• Sara García de Villa, Ana Jiménez Martín, Juan Jesús García Domínguez, ‘Cali-
bración adaptativa de los centros articularespara el análisis de movimientos con
IMUs’. XXVII Seminario Anual de Automática Electrónica Industrial e Instrumenta-
ción (SAAEI’20) Ciudad Real, Spain. Online. September 2020. (National).
ISBN: 978-84-122260-2-7

• Sara García de Villa, Andrea Martínez Parra, Ana Jiménez Martín, Juan Jesús
García Domínguez, David Casillas-Pérez, ‘Evaluación de ejercicios físicos pauta-
dos mediante algoritmos de Machine Learning’. XXVIII Seminario Anual de Auto-
mática Electrónica Industrial e Instrumentación (SAAEI’21) Ciudad Real, Spain. On-
line. July 2021. (National).
ISBN: 978-84-123292-2-3

• Alberto García, Cristina Losada, Sara García, Ana Jiménez, J. Jesús García, ‘Con-
tactless real-time analysis of elderly people posture for sleep disorders evalu-
ation’. 2018 International Conference on Indoor Positioning and Indoor Navigation
(IPIN’18) Nantes, France. September 2018. (International)

• Ana Jiménez Martín, Alejandro Cuevas Notario, J. Jesús García Domínguez, Sara
García de Villa, Miguel A. Herrero Ramiro, ‘Data Fusion for Improving Sleep
Apnoea Detection from Single-lead ECG Derived Respiration’. VII International
Work-Conference on Bioinformatics and Biomedical Engineering (IWBBIO’19) Granada,
Spain. May 2019. (International). doi:10.1007/978-3-030-17935-9\_5

• Ismael Miranda Gordo, Ana Jiménez Martín, David Gualda Gómez, Juan Jesús
García Domínguez, Sara García de Villa, ‘Symbolic localization of institutional-
ized patients for detection of daily living activities’. 2020 IEEE International Sym-
posium on Medical Measurements and Applications (MeMeA’20) Bari, Italy. Online.
Jun 2020. (International). doi:10.1109/MeMeA49120.2020.9137208.

• Juan Jesús García Domínguez, Ana Jiménez Martín, José M. Villadangos Carrizo,
Sergio Lluva Plaza, Sergio Humanes Lopez, Sergio Martín Serrano, Sara García
de Villa, ‘Portable System for the Functional Assessment of Older Adults’. 2020
IEEE International Symposium on Medical Measurements and Applications (MeMeA

http://dx.doi.org/10.1007/978-3-030-17935-9_5
http://dx.doi.org/10.1109/MeMeA49120.2020.9137208
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’20) Bari, Italy. Online. Jun 2020. (International). / doi:10.1109/MeMeA49120.202

0.9137311

• Ana Jiménez Martín, Ismael Miranda Gordo, David Gualda Gómez, Sara García
de Villa, Sergio Lluva Plaza, Juan Jesús García Domínguez, ‘BLE-based approach
for detecting daily routine changes’. 2021 IEEE International Symposium on Med-
ical Measurements and Applications (MeMeA’21) Neuchâtel, Switzerland. Online.
Jun 2021. (International). doi:10.1109/MeMeA52024.2021.9478752

• Alberto García Merino, Cristina Losada Gutiérrez, Sara García de Villa, Ana
Jiménez Martín, Juan Jesús García Domínguez, ‘Análisis postural sin contacto y
en tiempo real de personas ancianas para la evaluación de trastornos del sueño’.
XXV Seminario Anual de Automática Electrónica Industrial e Instrumentación (SAAEI
’18) Barcelona, Spain. July 2018. (National).
ISBN: 978-84-947311-4-3

• Ismael Miranda, Juan Jesús García, Ana Jiménez, David Gualda, Sara García,
‘Localización simbólica de pacientes institucionalizados para la detección de act-
ividades de la vida diaria’. XXVII Seminario Anual de Automática Electrónica Indus-
trial e Instrumentación (SAAEI’20) Ciudad Real, Spain. Online. September 2020.
(National).
ISBN: 978-84-122260-2-7

• Ismael Miranda Gordo, Ana Jiménez Martín, David Gualda Gómez, Sara García
de Villa, Sergio Lluva Plaza, Juan Jesús García Domínguez, ‘Detección de cam-
bios en la rutina diaria a través de localización BLE’. XXVIII Seminario Anual de
Automática Electrónica Industrial e Instrumentación (SAAEI’21) Ciudad Real, Spain.
Online. July 2021. (National).
ISBN: 978-84-123292-2-3

Furthermore, a database, called PHYTMO, is published at Zenodo and its data descriptor
is included in Chapter 5:

• Sara García-de-Villa, Ana Jiménez-Martín and Juan Jesús García-Domínguez, ‘A
database of physical therapy exercises with variability of execution collected by
wearable sensors’. Zenodo July. 2021. doi:10.5281/zenodo.5052756

http://dx.doi.org/10.1109/MeMeA49120.2020.9137311
http://dx.doi.org/10.1109/MeMeA49120.2020.9137311
http://dx.doi.org/ 10.1109/MeMeA52024.2021.9478752
http://dx.doi.org/10.5281/zenodo.5052756
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1.5 Outline

The aforementioned contributions are given in separate chapters which are self-con-
tained and follow a paper structure. The chapters are organized as follows:

• Chapter 2 reviews the state-of-the-art of the problem of human motion monito-
ring. We focus on the use of inertial systems for this aim. We study two main
approaches. Firstly, the monitoring of joint angles through the use of biome-
chanical models, focusing on their limitation of locating the human joints. And
secondly, the identification and evaluation of prescribed motions.

• Chapter 3 includes the contributions in the human lower-limb calibration with
IMUs. We propose and evaluate the proposals in the estimation of directed IMU-
joint vectors, the segment length and the joint axis orientation with respect the
inertial sensors.

• Chapter 4 describes a new algorithm proposed in this thesis, called ArVEd, aimed
at obtaining IMU-joint vectors in scenarios as human legs, where STA occur.

• Chapter 5 is the data descriptor of the database physical therapy exercises with
variability of execution. This chapter details the content and structure of the data.

• Chapter 6 includes an in-depth study of the identification of prescribed motions
and their evaluation. We detail and evaluate different ML algorithms for its ap-
plication in the field of virtual coaches.

• Chapter 7 summarizes the contributions of this thesis and the proposed future
research lines.

• Appendix A details the mathematical frame in which this thesis has been devel-
oped.

• Appendix B includes the approval reports of the ethics committees required for
this study.





Chapter 2

State of the Art

This chapter reviews the previous works related to physical exercises monitoring. We
first give insight about the technologies that have been used with this goal. We analyze
their advantages and drawbacks, and discuss the selection of IMUs as technological
alternative for this work. Then, we provide a detailed survey of the state-of-the-art
methods for human motion analysis based on IMUs, studying the different approaches
and their limitations.

2.1 Technological Solutions

For the human motion monitoring and analysis, we count on different measurement
systems with multiple technological basis. Since our objective is to monitor human
motions during the performance of different movements described on a specific way,
we focus on systems that do not interfere with the motion performance. It implies
that we discard sensing devices based on exoskeletons from the beginning. The rest of
existing motion capture systems can be categorized according to whether or not they
are vision-based.

The most widely used system is based on optical capture with passive markers [Che14].
A minimum of two infrared cameras emit radiation subsequently detected after its re-
flection on the markers, which are positioned at anatomical points of interest on the
subject or other significant points even on external objects. In this way, the system
provides the positions of these markers in the 3D space, obtained by geometrical re-
lationships. The inverse system has also been developed, in which the markers emit
infrared radiation to a fixed external integrated measuring unit composed of photo-
sensitive cells. The measurement units detect the radiation and infer the different
angles at which the markers are oriented. These optical systems are considered the
gold standard since they provide highly accurate measurements, about 1 mm accuracy
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in 3D positioning of markers.

However, despite their remarkable accuracy in a laboratory setup, they require long
installation time, a high-performance processing platform, a controlled and constrained
environment with appropriate lighting conditions, and suffer from occlusions [Dom19,
Vig19]. In addition, another major constraint is that they entail patient privacy con-
cerns [Kom19a, Zih16]. As a continuous monitoring system has to be usable in the
home environment and portable to other locations, it has to be easily deployable and
user-friendly. Therefore, the restrictions of optical systems make them impractical for
continuous monitoring.

In addition to the vision-based systems, there are those based on electromagnetic fields
[Che14]. An antenna creates the magnetic field and sensors made of coils disturb it, so
the position can be inferred from these disturbances. These systems are no limited to
the vision zones of the receivers and they can reach a position accuracy over 1.5 mm.
However, the measurements obtained by these systems are affected by metallic objects
and electromagnetic distortions of the environment.

Another technological alternative are the IMUs, which contain at least two sensors:
gyroscopes and accelerometers, and frequently include magnetometers. Compared
to other non-invasive sensory systems used for motion assessment, IMUs are small,
light-weight and portable, which are crucial requirements for user-friendly monito-
ring technologies. Furthermore, due to their low latencies, wide sampling rates and
small size, they are a good choice for ambulatory capture systems. Thus, IMUs allow
measurements in various environments, both in daily life and in controlled tests in
laboratories, and for long duration, which is an advantage over other types of human
movement monitoring sensors.

They have been used in many works to assess movement characteristics [Vie17, Dor19,
Mun20b, Rap21, Abb18, Dua20, Abb17, Naz21b], e.g., obtaining the rotation angles
with an accuracy over 5 °, or to obtain a recognition or evaluation of motions [Zha20a,
Pre20, Whe16, Kia17, Gig14, Hua16a], for example evaluating single leg squats, be-
tween correct or wrong, with an accuracy over 94 % [Kia17].

Due to its versatility and ease of use, in this work we use IMUs as the technological
alternative to carry out the analysis of movements and their qualitative assessment.

2.2 IMUs for Human Motion Monitoring

IMUs allow two main alternatives for motion monitoring: the first alternative consists
in the estimation of kinematic parameters, which is known as human motion analysis,
and the second alternative deals with the qualification of movements, which refers to
the recognition and evaluation of motions, avoiding the prior estimation of kinematic
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parameters, and consequently, its limitations. This work studies both alternatives: sec-
tion 2.2.1 provides an overview of the application of IMUs in the human motion anal-
ysis field in order to introduce the main limitations associated to this approach, and
section 2.2.3 focuses on the different proposals that use the data from IMUs to recog-
nize or evaluate motions. With regard to the limitations in the algorithms for human
motion analysis, some of them, such as biomechanical models, require anatomic in-
formation as the location of CORs and AORs. Therefore, we analyze the methods in
the literature focused on the determination of these locations in section 2.2.2. Finally,
we perform an in-depth study of the data availability for the development of new
IMU-based methods for physical therapy monitoring in section 2.2.4. We summarize
the state-of-the-art topics and their main features and limitations in Figure 2.1.

Figure 2.1: State of the Art scheme of the approaches for physical therapies monitoring by
using IMUs.

2.2.1 IMUs for Human Motion Analysis

IMUs measure movements in terms of turn rate, specific force, i.e. linear acceleration
under the influence of gravity, and in some occasions, magnetic field. However, the
human motion analysis involves the estimation of their kinematic parameters, such as
rotation angles or displacement of limbs. The rotation angles are more frequently used
because they can be standardized and compared among subjects more directly than
linear magnitudes, that require normalization with anatomical parameters of subjects
as height or segment lengths.

Different methods have been proposed to estimate the rotation parameters using meas-
urements from IMUs. The information from the IMU sensors are used separately
through the integration of data from gyroscopes, or by observation of vectors, as grav-
ity in the accelerometer data or the magnetic field in magnetometers. The integration of
the turn rate alone entails errors in the estimations of kinematic parameters due to the
accumulated error [All18, Mul17b]. Conversely, accelerometers are more frequently
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used because they allow us to obtain a direct observation of their absolute reference,
the gravity vector [Lai17, Gho20, Lim20, Zeh21, Zhe21]. However, this gravity obser-
vation is only possible when accelerometers are static, e.g., stance phase during gait
strides. Magnetometers are sensitive to magnetic disturbances in the environment. As
a consequence, only a few studies use this sensor separately [Wat21, Fri14].

Another approach is to gather the measurements of these sensors in different combin-
ations of two or three of them with different algorithms, such as sensor fusion filters or
ML methods. Sensor fusion techniques are useful methods to overcome the individual
limitations of each of them. Most of studies that fuse data from various sensors com-
bine gyroscopes and accelerometers to obtain kinematic parameters [Mun21, Mol18,
All17a, Yin21, Cho18, Liu20, Lig20, Mun20a, Tha21, Jou19, Dor20, Che20, Fal20, Wey20,
Men19, Jou20, Dor19, Mun20b, Rap21, Lee21, Xu18, Kit19, Lin13, Fas18, May20, Her21,
Mun20c, Vil17, Jou18, Alv17, Ali17, Lia21, Sha17, Din20, Sha21, Kum18, Sal20, Fig20]
or both sensors with magnetometers [Naz21a, Abb18, Dua20, Abb17, Naz21b, McG18,
Fei21, Con21, Sy21b, Sy21a, Atr18, Wan17, But19, Sai20, Yan21, Fou17, Pat18, Wou19,
Nag21]. Few studies fuse the accelerometer and magnetometer data [Zab15, Liu10]
and even fewer use the gyroscope and magnetometer data [But21].

The sensor fusion technique most used for the inertial motion analysis is based on
the Kalman Filter (KF), which is closely followed by ML techniques. In the following
sections we provide an analysis of the KFs and ML methods for the motion monitoring
proposed in the last five years. This analysis includes the basis of the main approaches,
such as the commonly sensors used and anatomical units measured. Finally, we give
insights about the accuracy of each technique and identify their limitations.

Bayesian Filters for Motion Analysis

The Bayesian filters used in the motion analysis field are the KFs and their variations,
Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF), and the three of
them have proven to behave similarly in the estimation of kinematic parameters [Ali17].
The problem formulation of these filters consists in the identification of the correspond-
ing estimations through measurements observed over time that contain statistical noise
and inaccuracies, see Appendix A.3. KFs are used to fuse gyroscopes with accelerom-
eters and both with magnetometers, being the last one the most recent trend despite of
the magnetometer sensitivity to electromagnetic disturbances.

KFs have been used to estimate the position of lower-limb joints (hip, knee and/or
ankle) [All17a, McG18, Xu18, Lin12, But19, May20, Jou18, Sai20, Sy21b, Sy21a] and the
upper-limb joints (shoulder, elbow, forearm, twist of hand, wrist and/or fingers) [Kit19,
Atr18, Ali17]. Less works focus on body segments of limbs, such as legs [Naz21b,
Naz21a, Sy21b], feet [Naz21b, Naz21a] or arms [Liu20, Alv17, Dua20]. Finally, only a



2.2. IMUS FOR HUMAN MOTION MONITORING 19

few of them study the motion of complex structures such as head, neck and scapula,
or back, trunk and torso [Pat18, Alv17].

KFs present the advantage of allowing us to add constraints during the sensor fusion.
We can find biomechanical hard constraints relative to the human body, such as lim-
itation of ROM to those values anatomically possible [Dua20, Lin13] constraining the
motion to less DOF, only those main directions of motions of each joint [Sy21a, Sy21b,
Ali17, Jou18, McG18], and soft constraints, such as the relationship between the gy-
roscope and accelerometer measurements through the distances between sensors and
joints [Ali17, Jou18, Lin13, Atr18, Kit19, Xu18, All17a].

However, the hard constraints are commonly designed for healthy people and can
limit their use for the diagnosis of diseases. Regarding the soft constraints, they often
require the knowledge of the location of IMUs with respect to the anatomical joints and,
in some occasions, of the segment lengths. There is a lack of inertial-based methods for
the joint location, so this information is commonly obtained from external sensors,
which is incompatible with an IMU-based remote motion analysis. For that reason, we
analyze the inertial systems for joint location in section 2.2.2.

Other possible constraints are related to the performed motion, e.g. simplification of
the measurements of a motion to a plane because most of the motion occurs in that
plane [Alv17], imposing a zero velocity update when monitoring repetitive motions
with stops [Sy21a, Sy21b], or exploiting the pseudo-periodicity of repetitive motions
in which we know a posture is repeated [Jou18].

These constraints limit the information that can be obtained from one motion, since the
kinematic parameters out of the plane are dismissed. The problem of its application to
a remote monitoring of motions is that inaccuracies of the motions can be not detected
if they are out of the main DOFs of the prescribed motion.

These proposals are mainly validated with a highly accurate optical system and the
reported errors are in the same range of values: between 0.01 ° and 10 °, although
complex joints such as hip present errors over 15 ° [Sy21a]. However, the compari-
son among them is hardly fair since the different studies test the methods in different
databases, created specifically for each of these studies.

There are a low amount of publicly available data and, frequently, the number of vol-
unteers is limited to the characteristics of the study. Most of studies test their proposals
on less than 15 volunteers, and almost half of them studies are tested on only one vol-
unteer. Furthermore, the lack of available data limits the development and validation
of new proposals.



20 CHAPTER 2. STATE OF THE ART

ML Methods for Motion Analysis

ML methods are a heterogeneous group of algorithms whose aim is to extract know-
ledge from data and infer mathematical models, as detailed in depth in Appendix A.4.
In the motion analysis field, the objective is to obtain kinematic parameters from mod-
els based on inertial data. The ML methods that have been used are, in descending
order of use: Long Short-Term Memory (LSTM), Artificial Neural Networks (ANN),
Convolutional Neural Networks (CNN), generic Recurrent Neural Networks (RNN),
Nonlinear AutoRegressive network with eXogenous inputs (NARX), Decision Trees
(DT), Support Vector Machines (SVM) and Multi-Layer Perceptron (MLP).

These algorithms allow the fusion of sensor data in more different combinations than
the Bayesian filters introduced above. Despite most proposals combine gyroscopes
and accelerometers [Dor20, Mun20b, Mun20c, Fig20, Her21, Mun20a, Lia21, Tha21,
Lee21, Sha21, Mun21, Rap21], other works use these sensors together with magneto-
meters [Wou19, Alc17, Nag21] or only accelerometers [Gho20, Lim20, Zhe21]. How-
ever, some authors have proved that not using acceleration as input improves the ac-
curacy of the estimations because the acceleration varies depending on the location of
the sensors on the body [But21].

These proposals are oriented to the estimation of the lower-limbs and the full body
kinematics, in contrast to Bayesian filters that also consider the upper-limbs separately.
Another difference with Bayesian filters is that these algorithms commonly do not in-
clude biomechanical constraints. Only a few works include the information about the
length of limbs [Mun20c], the simplification of motions to a plane [Alc17] or the reduc-
tion of DOF of joints [Lee21]. However, learning from data includes only anatomically
possible values, so ML algorithms learn about the possible estimations, constraining
their values.

One of the main characteristics of these methods is the need of enough data to train
and validate the algorithms. Most of the proposed models use stereophotogrammetric
data for training the models [Dor19, Mun20b, Mun20c, Her21, Mun20a, But21, Sha21,
Rap21]. Another alternative is the use of highly accurate inertial systems to train and
validate the proposals [Wou19, Zhe21, Alc17, Lia21, Lee21]. In order to achieve a more
robust training for the models, different data augmentation techniques have been used,
such as adding zero mean white Gaussian noise [But21], simulating data of a sensor
on specific locations [Mun20b, Mun20c] or using data from simulation software, e.g.
Opensim [Sha21].

With regard to the reported accuracy of the ML-based motion analysis systems, it is
similar than the accuracy reported by Bayesian filters. However, ML-based algorithms
study more subjects than the proposals based on Bayesian filters because of the need
of enough data to train the models, although they combine real and simulated data.
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Again, the comparison between methods is unfair because different data are used to
evaluate each study. Furthermore, the amount of studies that require data augmenta-
tion highlights the lack of data available for the development of ML algorithms for the
estimation of kinematic parameters.

2.2.2 Estimation of locations of joint CORs and AORs

Some inertial-based systems aim at estimating kinematic parameters considering soft
constraints, which require personalized anatomical parameters. The accuracy in the es-
timations of the kinematic parameters is highly sensitive to the accuracy of the anatom-
ical parameters. These parameters include COR and AOR of joints, which are needed
to establish the anatomic frame of body segments [Cra16]. Different works focus on
the location of the COR of human joints, since the determination of an internal point
of the body, as this center, is not trivial. The most accurate approaches to determine
the position and location of IMUs with respect to anatomical CORs or joint axes ori-
entation are based on X-ray or magnetic resonance image, but both approaches are
high priced, invasive and, ultimately, impractical [Cra17]. Therefore, CORs in the mo-
tion analysis field are commonly determined through palpation of external anatomic
landmarks by expert therapists or by the use of optical systems [Bon15, Jou18, El 15].
Optical systems use sphere-fitting approaches to find the radius that best fits a traject-
ory described by optical markers [Hua00, Ehr06, De 14]. Both, the palpation and the
optical systems need expert hands to place markers and are limited to controlled en-
vironments. These methods entail the use of external information different from the
obtained through IMUs, such as the position of markers from the optical system. The
use of external sensors limits the ubiquitous utilization of the inertial motion analysis
systems based on biomechanical models and increases their costs.

As an alternative, there are different proposals of IMU-based algorithms to determine
this location as the IMU-joint positioning vector [See12, Cra16, Fri18a, Mul17a]. We
can find two main approaches to estimate the location of joints, the determination of an
average IMU-joint vector and the estimation of an adaptive vector at each time instant.
They differ in the consideration of the soft tissue artifacts (STA), that is a consequence
of the movement of soft tissue layers (muscle, tendon and dermis) between bones and
the skin surface. The former approaches model the human body segments as rigid-
bodies, assuming that obtaining an average IMU-joint vector, the STA of the motion
are compensated and, as a consequence, eliminated. Conversely, the latter approaches
take into account the possible variation in the IMU-joint vector caused by STA.

With regard to the methods to obtain an average IMU-joint vector, the AOR location
of knees can be estimated by using two IMUs [See12]. Firstly, they assume that the
acceleration suffered by both sensors can be related to the joint centers’ acceleration
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through the acceleration of the sensors around this center. This relationship can be
expressed as: ∥∥aA − ΓSA(OA)

∥∥−∥∥aB − ΓSB(OB)
∥∥ = 0,

ΓSP(OP) := ω̇P + ωP × (ωP ×OP) , P = A, B ,
(2.1)

where subindex P = A, B discerns the two IMUs located at points A or B. The turn rate
and angular acceleration of the rigid-solids measured by the IMUs are ω and ω̇. Vector
OP is the generic direction vector from O, which refers to the COR, to P, referred to any
other arbitrary point of bodies. Their corresponding linear accelerations are aO and
aP, respectively, with P = A, B. Notice that ω and ω̇ of each sensor are distinguished
with subindex P in order to identify the corresponding IMU, but these magnitudes
are common for the complete rigid-solid. Secondly, since any point of a joint AOR
fulfills (2.1), they select the estimation to the point that is the closest to the sensors. The
proposal consists in the solution of (2.1) by a Gauss-Newton method, which is tested
by adding different levels of signal-to-noise ratio in [See12]. The following work by
Seel et al. applies the same method on human gait scenario, but no conclusions on the
accuracy in the 3D joint location estimates are given [See14].

This inertial method uses two IMUs per joint, but in a practical way, the employment of
more than one IMUs per joint increases the complexity of using inertial systems. Also,
one-IMU algorithms have shown a better accuracy than methods that use data from
two devices when one of the segments of the joint remains still [Fri18a, Cra17], as in
some physical therapy exercises. Therefore, in the following, we focus on the methods
that only use one IMU per joint.

McGinnis and Perkins proposed an algorithm based on one IMU and exploiting the
relationship between linear acceleration and turn rate in rigid solids [McG13]. The
algorithm is based on solving (2.2),

aB = aO + ω̇×OB + ω× (ω×OB) (2.2)

that is the equation of accelerations of a rigid-solid body moving in the 3D space. In
order to obtain aB from the specific force measured by IMUs, which is influenced by
the gravity force, the vector g is summed to the measurement. The algorithm is aimed
at obtaining the location of fixed COR and in this scenario aO = 0. In this way, (2.2)
can be rearranged as follows:

aB =

 −ω2
y −ω2

z −ω̇z + ωxωy ω̇y + ωxωz

ω̇z + ωxωy −ω2
x −ω2

z −ω̇x + ωyωz

−ω̇y + ωxωz ω̇x + ωyωz −ω2
x −ω2

y

OB, (2.3)

so after the analytic derivation of the turn rate ω, the only unknown parameter is OB.
Prior to this differentiation, the turn rate is filtered with a decimated wavelet denoising
approach. The use of a least squares approach to solve (2.3) by employing various
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samples gives an error of 3.1 mm in tests with a mechanical analogue of the hip joint
performing a determined joint motion (with a specific trajectory, range and velocity).

This method provides an accuracy of 2 mm in a mechanical joint [Cra16], where the
method shows dependence on the velocity of motion during tests. This study reports
an impact of the angular velocity on the COR identification and non-critical relations
with the type and ranges of motion. This algorithm applied on the glen-humeral joint
estimation scenario provides an accuracy of 21 mm compared with magnetic resonance
images [Cra17]. It was concluded that the location of fixed CORs is more accurate using
the information of one IMU in the algorithm of [Cra16] than using data from two IMUs
due to the small amplitude of the signals recorded by the IMU placed on the fixed
segment and the difficulty related to its tracking. Olsson and Halvorsen [Ols17] tested
the same proposal in the case of moving CORs in mechanical simulations, studying
different methodologies of solving (2.2). However, the accuracy of this approach on
the real scenario of human joints is not reported.

The algorithms explained above obtain a mean value of the IMU-joint vector (OB)
for each test, averaging the STA. However, the least squares method used in previous
proposals (such as [McG13, Cra16, Cra17]) shows no robustness to outliers that may
occur as a consequence of STA [Ols17]. Furthermore, the STA can introduce significant
errors in the location of the center of joints when assuming an average value of the
IMU-joint vector [Fri18a].

To overcome this limitation associated with the STA, Frick and Rahmatalla propose
a method to obtain an adaptive IMU-joint vector, rk, at each time instant k with one
device attached to a hinge joint [Fri18a]. They use (2.2), but considering that IMUs
measure specific force, so they solve the following:∥∥∥ f k

A + ω̇k × rk + ωk ×
(

ωk × rk
)∥∥∥−∥∥g

∥∥ = 0, (2.4)

at each time instant with a gradient descent algorithm. Where fA refers to the specific
force experienced by the IMU, the g vector refers to the gravity force, whose norm is
9.8 m/s2, and “‖·‖” denotes the Euclidean norm. This approach requires its initializa-
tion which was only evaluated by using the complete test data with a duration around
25 s in order to find the global minimum instead a local one. Also, prior to apply (2.4),
they low-pass filter signals from IMUs and make an analytic differentiation based on
a spline conversion of the measured turn rate ω to obtain the angular acceleration ω̇.
This proposal is tested with synthetic data from a 2D-pendulum simulating STA with
an attached spring and reports errors of 7.53 mm. In [Fri18b], the algorithm is evalu-
ated with a mechanical hinge joint in which the effect of STA is replicated with the IMU
placed on a piece of raw meat. The authors provide results on synthetic data, where
the errors range from 10.8 mm to 21.4 mm on the highest STA scenarios. Unfortunately,
this algorithm has not been tested on the real scenario of human joints.
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Figure 2.2 shows an overview of the approaches for the estimation of the location of
CORs with vectors OB and r, by using one IMU. This overview provides the relation-
ship between the mechanical formulation and the mathematical methods used for their
resolution with the different works in the literature and their outcomes.

Figure 2.2: Overview of the the state-of-the-art methods to locate CORs by using one IMU
per joint. After the signal recording, the approaches that obtain one averaged IMU-joint vector,
eliminate the gravity influence of the measured specific force by the projection of g, for example
with the direction cosine matrix [Tit04], C, and then obtain the vector by least squares. Con-
versely, methods that obtain an adaptive IMU-joint vector use directly the IMU measurements
through a gradient descent algorithm.

2.2.3 IMUs for Qualitative Motion Monitoring

This section focuses on the second approach for human motion monitoring using IMUs,
which are based on obtaining qualitative information of the performance of prescribed
exercises, instead of the kinematic parameters.

The efficacy of physical programs relies on the patient’s adherence and the correct per-
formance of the prescribed routines. Therefore, there is a need for a systematic moni-
toring of their execution. Recent research has explored the application of technological
advances in physical routines monitoring. Video-based and portable technologies are
the main alternatives proposed for exercises monitoring [Cus19]. However, as pre-
viously mentioned, video technologies are limited to those places where the systems
are installed, suffer occlusions and entail patients’ privacy concerns [Kom19a, Zih16].
These limitations are overcome by portable technologies as IMUs.

For a practical characterization of physical routines, recent works have investigated
the feasibility of IMUs to provide accurate recognition and evaluation of exercises in
different human motion fields, as sports and rehabilitation [Cus19, Cam18].

Regarding the recognition of the performed exercise or motion, Zhao and Chen recog-
nized four basketball motions using four IMUs placed on the upper-limbs [Zha20b].
They used the mean, variance and absolute value of the maximum fast Fourier trans-
form (FFT) coefficient of each second of the turn rate and specific force signals. They
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tested combinations of these features and the features obtained with principal com-
ponent analysis (PCA) as different possible inputs of SVMs with Gaussian kernel. The
results, obtained with four-fold cross-validation, proved that the PCA features pro-
vided the highest accuracy, 96 %.

Also focused on the upper-limbs, but directly related to rehabilitation, Bavan et al.
recognized three shoulder rehabilitation motions performed by patients with subacro-
mial shoulder pain [Bav19]. They used only one IMU on the arm that recorded the turn
rate, specific force and magnetic field, which were segmented by selecting unique data
segments through a peak analysis function. This study evaluated nine time domain
features (mean, root mean square, standard deviation, variance, range, inter-quartile
range, percentiles and vector pair Pearson correlation coefficients) and four frequency
domain features (maximum frequency component, mean frequency component, en-
ergy spectral density, entropy and kurtosis). Four ML algorithms (DT, SVM, KNN and
RF) were evaluated using a ten-fold cross-validation and obtained an accuracy over
90 %. However, when they used a leave-one-subject-out (LOSO) cross-validation with
the best algorithm (RF), the accuracy decreased to a maximum of 80 %.

More complex motions that included the complete body have been analyzed using
five IMUs placed on the upper-and lower-limbs and one on the trunk of one side of the
body [Pre20]. The motions of study were clean and jerk, box jump, American swing
and burpees, and they also took into account and classified the transition intervals
when no exercise was being performed. Nine time domain features (mean, standard
deviation, root mean square, mean absolute deviation, maximum, minimum, kurtosis,
skewness and quartiles) and seven frequency domain features (mean, power, higher
frequency, lower frequency, median frequency, mean frequency and spectral entropy)
were the inputs for the SVM and KNN algorithms. They evaluated different SVM
and KNN kernels and sliding window sizes until 600 ms. They found that the cubic
kernel SVM with 600 ms window length obtained the best results for the five-fold cross-
validation, with an average accuracy of 99.1 %. With a LOSO cross-validation, this
algorithm obtained an average accuracy of 97.6 %.

On the other hand, for the exercises evaluation, the performance of a variety of exerci-
ses have been individually assessed. The lunge exercise has been evaluated using five
IMUs on the lumbar spine and lower-limbs [Whe16]. They used sixteen features per
signal (signal peak, valley, range, mean, standard deviation, skewness, kurtosis, signal
energy, level crossing rate, variance, first and third quartiles, median and the variance
of both the approximate and detailed wavelet coefficients). The binary classification
between correct and incorrect performances was evaluated using RF and achieved an
accuracy of 90 %. They also analyzed the classification of the specific deviations, as ex-
ternal rotation of foots or short or long starting stances, and found an accuracy around
70 %. Similarly, the single-leg squats exercise has been evaluated using three IMUs on
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the low back and on one leg [Kia17]. They used an extended Kalman filter with a bi-
omechanical model proposed in [Lin13] to estimate the human pose. As in [Whe16],
signals were segmented into exercises repetitions, but in this case only time domain
features are used (root mean square, standard deviation, variance, mean, mean ab-
solute deviation, skewness, kurtosis, range, minimum, and maximum). They used a
LOSO cross-validation for the binary classification between correct and wrong perfor-
mances, and they reported an accuracy of 90 % with Naive Bayes (NB), closely followed
by SVM, which obtained 89 % of accuracy.

A variety of exercises have been individually evaluated in other studies, based on the
knowledge of the type of exercise executed. In [Gig14], they used a logistic regression
to individually classify between correct and incorrect variations of seven leg exerci-
ses. Ten features (mean, standard deviation, skewness, kurtosis, signal energy, level
crossing rate, signal range, first and third quartiles and the variance of the wavelet
coefficients) were obtained from the measured turn rate, specific force and from the
estimated acceleration magnitude and orientation angles, pitch and roll. They mon-
itored the motions with three IMUs placed on the thigh, shin and foot and reported an
accuracy between 81 and 83 %.

Using the same placement of IMUs on legs, in [Hua16a], more ML algorithms were ap-
plied to evaluate a set of seven leg rehabilitation exercises in order to study the optimal
IMU placement and combination. In that work, they evaluated logistic regression, to-
gether with DT, MLP, SVM, RF and Adaboost classifiers, which combine different ML
algorithms to improve their final classifications, and averaged the metrics reported
by all the methods. They segmented signals into exercises repetitions and obtained
ten time domain features (mean, standard deviation, skewness, kurtosis, maximum,
minimum, range, first and third quartiles and cross-correlation), sixteen coefficients
of the FFT as frequency domain features and thirty-two wavelet coefficients as time-
frequency features. They obtained an averaged accuracy for all the classifiers between
78 % and 97 % in the exercises evaluation.

More recently, four different knee rehabilitation exercises have been evaluated [Bev18].
To do so, they used a single inertial sensor placed on the shin that measured the turn
rate and specific force, and they estimated the turn rate magnitude and the pitch and
roll angles. They segmented the exercises repetitions and obtained fifteen time domain
features (mean, median, standard deviation, variance, range, kurtosis, skewness, max-
imum, minimum, positive mean, negative mean, sum of absolute differences, first and
third quartiles, and the correlation index between pitch and roll signals) and twenty-
five frequency domain features (energy, energy ratio, energy average, harmonic ratio,
energy entropy, and the first 20 coefficients of the FFT). They achieved a binary classi-
fication using RF and DT with accuracies that ranged between 88 % and 97 %.

IMUs have also been used for the upper-limb exercises evaluation. Pereira et al. com-
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bined two inertial sensors with sEMG sensors to supervise two upper-limb exercises
and one lower-limb exercise [Per19]. The inertial sensors were placed on the arm in
all exercises whereas the sEMG sensors were placed according to the exercises on the
back or lower-limbs. Three statistical features (skewness, kurtosis and histogram) and
nine time domain features (mean, median, maximum, minimum, variance, temporal
centroid, standard deviation, root mean square, and auto correlation) were used. Fea-
ture selection was based on the study of their correlations. They carried out the exerci-
ses evaluation with DT, KNN, SVM and RF and obtained an accuracy about 92 % with
all the classifiers.

With respect to the gait assessment, in [Alc17], they studied the quality of gait in order
to classify 30 volunteers as healthy or unhealthy. They used seven IMUs placed on
the lower-limbs and the lumbar zone to record the turn rate and specific force and
fuse their signals to estimate the joint angles through an EKF. They used nine features
(motion intensity, peak asymmetry factor, step period, stride period, regularity, sum
of power spectral density, spectral entropy, sum signal-to-noise-modulation-ratio and
wavelet entropy) for the classification. They applied a Linear Discriminant Analysis
(LDA), PCA and NB to obtain accuracies of 100 %, 86 % and 100 %, respectively.

As can be inferred, there is a great diversity of algorithms used in the exercise recog-
nition and evaluation. Although, according to [Cam18, Cus19], the most promising
algorithms for these objectives are SVM, RF, KNN and ANN. A variety of features
are also extracted from the IMU signals, although the most common are the statist-
ical features in the time domain, such as mean, standard deviation and maximum
and minimum of signals. In addition, signal segmentation is approached from two
main perspectives: window-based and repetition-based. Repetition-based segmenta-
tion involves further signal processing to detect the start and end of repetitions, and
window-based segmentation involves determining the most appropriate window size.
In the methods found in the literature, window sizes go up to 6 s, although in [Ban14b]
the window interval of 1 − 2 s was shown to be the best trade-off solution between
accuracy and speed of activity recognition.

This review of the methods focused on a qualitative motion monitoring highlights
the need of studying the recognition and evaluation of exercises as a single and com-
plex task, specially for the monitoring of prescribed routines related to health. Virtual
coaches, aimed for being used in unsupervised environments, are required to provide
a complete characterization of the executed routines. Therefore, it is important to find
the most suitable approach for this complex characterization.



28 CHAPTER 2. STATE OF THE ART

2.2.4 Available Datasets for Motion Analysis and Monitoring

One of the limitations detected in the inertial monitoring systems analyzed in this re-
view is the lack of data to jointly validate or compare the proposed algorithms, as well
as for the development and validation of new proposals. Data are needed for both
IMU-based monitoring approaches addressed in this work: the estimation of kinematic
parameters and the qualification of the performance of prescribed exercises.

Recent research works have focused on the creation of datasets by using different
sensory systems. Video-based and portable technologies are the main alternatives
in the monitoring of human activities [Cus19]. The existing physical exercises data-
bases aimed for physical therapies are recorded with optical systems, such as three-
dimensional systems and RGB together with depth sensors [Vak18], or only with the
RGB-depth systems [Ar14]. The use of solely optical systems implies a limitation for
the physical therapies that can only be performed in controlled environments where
no occlusions occur. However, as aforementioned, video-based technologies entail oc-
clusions and patients’ privacy concerns [Kom19b, Zih16].

Conversely, portable systems, such as IMUs, are becoming increasingly popular be-
cause of its practicality and its everywhere usable potential [Lop16]. IMU-based data-
bases of human motion monitoring commonly focus on the study and assessment of
gait [Luo20] or activities of daily living [Sau18].

Existing inertial databases related with the human motion monitoring commonly study
walk patterns and variations [Luo20, Len19, Kwo19], activities of daily living [Acc18,
Rod19, Jar19, Rei12] or are specific for different sports, such as football [Fin19] or ka-
rate [Szc21], but few data of prescribed exercises are publicly available. However, as
they do not cover the need for physical exercises monitoring, there is still a lack of
available data for the monitoring of commonly prescribed routines.

2.3 Relationship with our Work

To conclude, there are still challenges to overcome to achieve remote IMU-based mo-
nitoring of exercise routines. The most important limitations that are identified along
this review of the State of the Art can be summarized as follows:

• the IMU-joint calibration of legs to obtain the parameters required in motion anal-
ysis algorithms,

• the adaptation of these algorithms to STA scenarios, which are the most realistic
in the human body,
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• the lack of available data to validate and compare new motion monitoring pro-
posals,

• the complete characterization of the performed motions in a remote monitoring
of physical therapies.

As seen in this section, different approaches have tried to address these challenges. In
this work, we provide different alternative IMU-based solutions by the combination of
just gyroscopes and accelerometers.





Chapter 3

IMU-based Characterization of Joints

One of the objectives of this thesis is to obtain a complete leg characterization, which is
a key requirement in multiple applications of human motion analysis. CORs and AORs
are two parameters commonly needed in the development of inertial monitoring sys-
tems based on biomechanical models, designed to reduce the drift associated to iner-
tial systems, as expounded in section 2.2.1. The gold standard method to characterize
limbs uses stereophotogrammetric measurements, but their limitations of costs and
controlled environments make them impractical. Therefore, inertial systems aimed at
characterizing limbs are needed, as discussed in section 2.2.2.

This chapter focuses on the inertial characterization of joints applied to lower-limbs.
We extend and validate an IMU-based leg characterization method for its use on the
estimation of axes and introduce a method to obtain two parameters of legs commonly
required by biomechanical models of lower-limbs: the location of joint centers and
axes, and the segment lengths.

To do so, we make use of the null acceleration point in rotation centers and axes in
joints and the trigonometric relations between them. We implement four different ver-
sions of the proposed method, which are compared using a stereophotogrammetric
system as reference. We validate the method with four volunteers by doing five exer-
cises, so we also analyze the influence of motions in the determination of the location
of joints.

The main outcome of this chapter is a validated method for a complete characterization
of lower-limbs. We provide the accuracy of the proposal, as well as the best motions to
obtain the highest accuracy and the most suitable signal processing approach for the
calibration of legs.

31
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3.1 Proposed Method

In this section, we detail the algorithm for characterizing leg joints. The characteriza-
tion consist of two main steps: determination of the joints rotation centers and axes,
and estimation of the length of the leg segments. We first detail the method to deter-
mine the location of CORs and AORs in legs using one IMU per joint. Then, since we
obtain the length of leg segments by trigonometric relations, we explain the proced-
ure for the alignment of their frames. Finally, we detail all the positioning vectors and
segment lengths obtained for the lower-limbs.

3.1.1 Center and Axis Determination

The goal of the proposed method is to determine the rotation centers and axes of joints.
The algorithm is based on the relationship between the linear acceleration of two ar-
bitrary points O and B of a rigid body during free motion, which has been previously
introduced in section 2.2.2, but repeated in (3.1) for clarity.

aB = aO + ω̇×OB + ω× (ω×OB) (3.1)

We define point O as the rotation center or axis, depending on the case, and B as the
origin of the sensor frame. The linear acceleration of two points O and B on a rigid
body, aO and aB, are related by means of the turn rate ω, the angular acceleration
ω̇ and the distance vector between these points OB, see Figure 3.1. Notice that the
linear accelerations are applied in specific points but the turn rate and the angular
acceleration are referred to the body. Angular magnitudes are common for each point
of the body, but linear magnitudes depend on the distance from the point to the center
of rotation.

Figure 3.1: Rigid body moving in the three-dimensional space around a fixed COR (O), with
turn rate ω and angular acceleration ω̇. O is the fixed COR and B represents any other arbitrary
point of this body. Their linear accelerations are aO and aB, respectively. The director vector of
our interest in this chapter is OB.
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Vector ω is the turn rate measured by the IMU gyroscope. We calculate the angular
acceleration ω̇ as the three-points derivative of the measured turn rate ω. Since IMUs
measure the specific force fB and (3.1) requires the linear acceleration aB, the gravita-
tional acceleration g must be subtracted from the measurements. To model the gravity
influence and subtract it, we obtain the IMU orientation with respect to the gravity
vector.

We use the attitude tracking algorithm detailed in [Dia19] to estimate the IMU orien-
tation. This algorithm estimates the Euler angles using the measurements of the gyro-
scopes with a gravity update that corrects the estimation of the roll and pitch angles.
The Euler angles are translated to the direction cosine matrix, C, to make transforma-
tions from the sensor frame, which moves with the IMUs, to the global frame, which is
fixed. In this way, the gravity force is subtracted from the measurements as follows:

aB = fB + C>g, (3.2)

where the gravity vector g is defined as −9.8k m/s2, being k the vertical vector that
points upwards in the global frame.

The magnetometer is not used, as proposed in [Cra16], because its measurements can
be distorted by magnetic disturbances, that are more or less significant depending on
the environment and we aim to develop an everywhere-usable method. Besides, since
g is vertical, the rotation angle over the k axis, also vertical, can have errors because it
does not affect the result of the rotation of g to project it into the IMU frame.

The linear acceleration aB in the sensor is obtained from (3.2) and the linear acceler-
ation of the rotation center or axis, aO, is assumed zero. Thus, expanding the cross
products and collecting the obtained elements by the OB components, we can rear-
range (3.1) as the following linear equation:

aB = MOB, (3.3)

where:

M =

 −ω2
y −ω2

z −ω̇z + ωxωy ω̇y + ωxωz

ω̇z + ωxωy −ω2
x −ω2

z −ω̇x + ωyωz

−ω̇y + ωxωz ω̇x + ωyωz −ω2
x −ω2

y

 . (3.4)

When (3.3) is applied to determine axes positions, the system is indeterminate. That
occurs when the body rotates over a single axis, over parallel axes or if the algorithm
is employed in real-time applications for axis determination. In the above-mentioned
situations, the matrix M becomes singular and there is not a unique solution, each
point of the rotation axis fulfills (3.3).

As a solution, we obtain the Moore-Penrose pseudo-inverse B of the matrix M [Pen55].
Moore-Penrose pseudo-inverse B is obtained by singular value decomposition (SVD)
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of the matrix M as follows:

B = VS−1U, (3.5)

where matrices V and U contain the right and left singular vectors and matrix S the
singular values of the matrix M. In this way, we ensure to obtain a unique solution
to the system. The solution corresponds to the vector OB with the lowest norm that
fulfills (3.3).

Furthermore, we use SVD because it provides more relevant information about the
AOR than their location. The singular vectors of a system describing motion provide
the directions of this motion ordered by the amount of movement or variance in these
directions (for more details about SVD, see Appendix A.2). In the scenario of deter-
mining an AOR, there is no motion in the direction of this axis. As a consequence,
the direction associated to the smallest eigenvalue, which has to be almost null, is the
direction of the AOR. In this way, we can obtain the direction of the AOR by obtaining
the SVD of M and determining the direction associated to the smallest eigenvalue. We
tested this approach of SVD for the determination of the direction of AORs in a me-
chanical hinge in [Gar18]. We found deviation angles between the estimated direction
AORs and the reference of 0.5 º using one IMU per segment. In this way, using SVD we
completely characterize the two kind of joints considered in this work, spherical and
hinge joints.

3.1.2 Leg Characterization

We determine the positioning vector OB from each IMU to each leg joint center and
axis using (3.3). The vectors needed to characterize a leg using IMUs are depicted in
Figure 3.2. The vectors that we obtain directly from (3.3) are TH, SH, SK and SA. The
combination of those vectors with the knowledge about the leg structure allows us to
characterize the lower-limbs obtaining their lengths and all their distance vectors.

We obtain an average vector assuming that the location of CORs and AORs with re-
spect to the IMUs remains constant. However, the human body presents mobile AORs,
as the one in knees, whose relative location changes along motions. We evaluate the
error associated to this assumption in [Gar18] in synthetic data and found an error be-
tween 0.33 and 0.49 radius of joint units, that increases with the increment of the joint
range of motion. Since this error is of the order of millimeters and occurs in the esti-
mation of a value of several tens of centimeters, it is an error about 1%, in other words,
an acceptable error for this application.

Using the positioning vectors obtained by IMUS, we estimate the positioning vector of
the thigh HK and the shin KA. The vector HK is defined from the hip center H to the
knee axis K, and the vector associated to the shin, KA, goes from the knee axis K to the
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Sensor frames (mobile)

Global frame (fixed)

Figure 3.2: Left: sensor and global frames. Global frame is fixed but sensor frames depends
on the sensor position. Right: illustration of a leg with the estimated vectors. The vectors TH
and TK begin in the accelerometer of the IMU placed on the thigh IMUT and end in the hip
center H and knee axis K, respectively. The vectors SH, SK and SA begin in the accelerometer
of the IMU placed on the shin IMUS and end in the hip center H, knee axis K and ankle center
A, respectively. dT and dS refers to the thigh and shin lengths.

ankle center A. In this way, vectors HK and KA are obtained using:

HK = HS−KS

KA = KS−AS
. (3.6)

The Euclidean norms of vectors HK and KA correspond to the thigh and shin lengths,
dT and dS, see Figure 3.2.

The vector TK cannot be directly obtained due to the difficulty of movements with
thigh movement keeping the knee still. The estimation of the vector TK is carried out
by means of trigonometric relations as follows:

TK = TH + HK. (3.7)

3.1.3 Frames Alignment

The IMU measurements and the distance vectors are expressed in the respective sensor
frame, see Figure 3.2. Even if the sensors are carefully placed, it is unlikely that they
are aligned. In order to calculate parameters based on trigonometric relationships,
distance vectors must be expressed in the same reference frame, aligned frames or
axis deviations must be known. We choose to transform the vectors into a common
reference frame, composed of the X’, Y’ and Z’ axes, to simplify equations.

We use the hip flex-extension movement, see Figure 3.3, to define the direction of Y’
axis in this common frame. We define the direction vector y’s of Y’ axis as the normal-
ized mean of the turn rate ω measured during the hip flex-extension motion in one
direction. The direction vector of the Z’ axis, z’s, is established parallel to the gravity
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vector g measured in standing position. The gravity vector g is never parallel to vector
y’s to due to the hip flex-extension exercise specifications. The direction vector of X’
axis, x’s, is obtained as the cross product between y’s and z’s. To ensure an orthogonal
frame, the direction vector of Y’ axis, y’s, is calculated again as the cross product be-
tween the direction vectors z’s and x’s. Thus, we transform the measurements from
each sensor frame to the common frame as:

vc =
[
x’sy’sz’s

]
vs, (3.8)

where x’s, y’s and z’s are expressed in coordinates of the sensor frame. Vectors vc and
vs are the coordinates of vector v with respect to the common frame and the sensor
frame, respectively.

3.1.4 Signal Processing

The proposed method requires that CORs or AORs remain still during the motion so
aO = 0 and (3.1) can be rearranged as (3.3). The only option to accomplish this require-
ment in the calibration of legs is performing slow motions, since fast ones entail trunk
instability. However, to obtain the highest accuracy by using (3.3) to determine CORs,
movements have to be executed with a turn rate above 2.5 rad/s [Cra16]. An existent
approach is to dismiss the signal intervals when the measured turn rate norm does not
exceed 0.5 rad/s [Cra17], but this thresholding implies a data loss between 20 % and
60 % depending of the exercise requirements.

As an alternative we propose the adjustment of the method in order to use (3.3) even
with slow motions, which are characteristic of lower-limb calibration motions. The ad-
aptation, hereafter named NAP f , is based on signal preprocessing. We low-pass filter
the signals with a 7-order Butterworth filter with delay correction. Due to the move-
ment slowness, we assess the algorithm performance using the low cutoff frequencies:
3, 7 and 15 Hz. We use our implementation of the proposal [Cra17] as a benchmark
and we name it NAPω.

3.2 Experimental Results

In this section, we describe the measurement campaign, the performed exercises and
the results obtained. The measurement campaign is detailed in terms of the studied
population characteristics, the employed systems and the algorithms involved in the
measurements. Also, we present and discuss the accuracy of the NAPω and NAP f

algorithms.



3.2. EXPERIMENTAL RESULTS 37

3.2.1 Measurement Campaign

We recorded the data of these experiments in the DLR (German Aerospace Center)
during a research stay, as detailed in section 1.3. We used the Mw inertial sensors from
Xsens [Xse20], and the Vicon motion capture system [Vic20] as gold standard to validate
our proposals. Both inertial and optical measurements were recorded at a sampling
rate of 100 Hz. The Vicon system provided the position and orientation of IMUs and
the position of each marker used to capture the IMUs. We used these data to determine
the CORs and AORs of leg joints by means of the algorithm presented in [Ehr06].

Four volunteers from the DLR staff participated in the study. Their average height
was 167± 2 cm. The volunteers performed the exercises detailed in section 3.2.2. The
volunteers were equipped with two IMUs placed on the thigh and shin, see Figure 3.2.
Four passive reflectors were also located on the thigh and five passive reflectors on the
shin.

3.2.2 Exercises

The volunteers performed 5 exercises to estimate the location of the different leg cen-
ters and axes. The exercises are classified according to the joint whose location is esti-
mated: hip, knee or ankle.

During the hip exercises, the volunteers remained in standing position and their backs
rested on a stable surface. The foot of the non-instrumented leg was fixed on the floor
and the instrumented leg moved remaining straight. The hip center H was determined
with respect to both sensors IMUT and IMUS. We evaluated the performance of the
algorithm in the hip center H doing 2 exercises: leg crosses, labeled as cross; and leg
circles, labeled as circle. The cross and circle movements are depicted in Figure 3.3.
The exercises were performed by the instrumented leg as follows:

• Cross: the series consisted in a hip flex-extension cycle followed by a hip abduc-
tion and adduction cycle. The cross movement was repeated 10 times.

• Circle: the movement mixed circular movements over the inclination around 20 °
with rotations on the leg internal and external rotation axis. Each volunteer re-
peated the circle movement 10 times.

To locate the knee axis K with respect to the IMUS, the volunteers performed knee flex-
extensions. The volunteers remained sitting on a stable surface to do knee bending.
The non-instrumented leg was still and the instrumented leg moves. The instrumented
leg moved forward 10 times from the vertical position of the shin to an inclination
around 20 °, see Figure 3.3.
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Figure 3.3: Calibration exercises for hip and knee. HCR and HCS are the exercises cross and
circle. Both cross and circle are referred to exercises of hip center H location. The knee bending
(KFE) is the motion carried out to determine the knee axis K location.

Finally, the volunteers performed two exercises to locate the ankle center with respect
to the IMUS: squats and inverse pendulum, illustrated in Figure 3.4. The volunteers
began in standing position for both exercises. The squats and pendulum motions are
detailed below:

• Squats: the volunteer flexed both knees and hip with the feet fixed on the floor
and moved back to the initial position. The movement was repeated 10 times.

• Pendulum: the instrumented leg foot remained fixed and the body moved around.
The non-instrumented leg motions were free. The body moves 10 times in forward-
backward directions with slight deviations.

Figure 3.4: Ankle calibration exercises for ankle center A location. The exercise squats is labeled
with SQT and the exercise pendulum with INP.

3.2.3 Evaluation

Direct calculation vectors

We establish the reference vectors THr, SHr, SKr and SAr, see Figure 3.2, as the pos-
itioning vectors obtained by the stereophotogrammetric system. We obtain the refer-
ence vectors from the exercises that had the lowest number of occlusions. Thus, the
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exercises used to determine the reference measurements are circle, knee bending and
pendulum, see Figure 3.3 and Figure 3.4. The reference vector norms THr, SHr, SKr

and SAr are shown in Table 3.1 as mean and standard deviation for each volunteer and
the average values.

Table 3.1: Reference vector norm for each volunteer (mm) and average norms.

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
THr (mm) 166± 4 223± 6 170± 5 233± 7 198± 11
SHr (mm) 573± 5 515± 17 538± 11 541± 9 542± 23
SKr (mm) 214± 3 183± 3 166± 3 210± 4 193± 7
SAr (mm) 177± 2 216± 4 265± 3 210± 4 217± 7

We evaluate the accuracy of the NAPω and NAP f algorithms. Our error metric is the
norm of the average distance vector between the vectors estimated by each algorithm
to the reference vector. We note the variations in the NAP f algorithm as the cutoff
frequency used to filter the signal, e.g. label “fc=3Hz" corresponds to the NAP f algo-
rithm error using low-pass filtered signals with a cutoff frequency of 3 Hz. The results
are sorted by exercises in order to assess the most suitable movement for each applic-
ation.

We name the error in the hip center H calibration referred to the IMUT as ∆TH. Ta-
ble 3.2 and Figure 3.5 present ∆TH for the exercise cross, and Table 3.3 and Figure 3.6
correspond to the same error, ∆TH, for the exercise circle. The averaged ∆TH using
NAPω is over 80 mm for both evaluated exercises. This error decreases with the signal
filtering until 20 mm for cross exercise and 22 mm for circle exercise with the lowest
cutoff frequency. Thus, the NAP f algorithm is the most accurate to obtain vector TH
performing these motions. With regard to the exercise discrimination, ∆TH varies less
than 10 mm between exercises cross and circle for all volunteers. Since both exercises
present similar accuracy, they are equally suitable to estimate the TH vector.

Table 3.2: ∆TH error for the exercise cross (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 85± 4 87± 4 100± 5 102± 6 93± 10
fc=3Hz 35± 4 12± 4 22± 6 16± 7 21± 11
fc=7Hz 47± 4 35± 4 39± 5 21± 5 35± 9
fc=15Hz 81± 4 76± 4 95± 5 94± 3 86± 8

The accuracy in the hip center H calibration referred to the IMUS is assessed in terms
of ∆SH error. Table 3.4 and Figure 3.7 show the error ∆SH for the exercise cross, and
Table 3.5 and Figure 3.8 for the exercise circle. As in the previous case, the average error
from the NAPω algorithm is higher than the obtained using NAP f , and the lower the
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Figure 3.5: Bar chart of ∆TH for each volunteer (Vol 1− 4) and algorithm for the exercise cross.
The error ∆TH is associated to the director vector from the IMUT to the hip (H).

Table 3.3: ∆TH error for the exercise circle (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 70± 3 61± 6 98± 4 97± 9 81± 12
fc=3Hz 19± 6 13± 5 20± 3 25± 4 19± 9
fc=7Hz 25± 4 34± 6 36± 3 18± 4 28± 9
fc=15Hz 66± 3 57± 6 90± 3 87± 5 75± 9

Figure 3.6: Bar chart of ∆TH for each volunteer (Vol 1− 4) and algorithm for the exercise circle.
The error ∆TH is associated to the director vector from the IMUT to the hip (H).
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cutoff frequency is, the smaller ∆SH. The average error reduction is over 50 mm for the
evaluated exercises comparing NAPω algorithm with NAP f using a cutoff frequency
of 3 Hz. Furthermore, the error ∆SH decreases in the exercise circle versus the exercise
cross. We obtain an average ∆SH error of 67 mm for the exercise cross and 36 mm for
the exercise circle. The error ∆SH is over 31 mm smaller in the exercise circle than in the
exercise cross. The main reason of the error associated to the exercise cross is the loss
of stiffness in the knee when performing the leg flex-extension movement. Conversely,
volunteers keep the leg stiffness to perform leg circles for the exercise circle. Therefore,
the movement of cross has to be dismissed for the estimation of vector SH.

Table 3.4: ∆SH error for the exercise cross (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 92± 5 58± 12 162± 11 156± 10 117± 20
fc=3Hz 39± 5 25± 6 43± 10 91± 9 49± 16
fc=7Hz 56± 5 38± 11 105± 11 132± 10 83± 19
fc=15Hz 83± 5 4.9± 12 151± 11 151± 9 108± 19

0
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0

10
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Figure 3.7: Bar chart of ∆SH for each volunteer (Vol 1− 4) and algorithm for the exercise cross.
NAPω corresponds to the algorithm from [Cra18]. The error ∆SH is associated to the director
vector from the IMUS to the hip (H).

Table 3.5: ∆SH error for the exercise circle (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 95± 10 37± 8 106± 16 107± 11 86± 23
fc=3Hz 35± 6 18± 8 32± 10 44± 10 32± 14
fc=7Hz 53± 7 24± 8 61± 14 60± 11 49± 21
fc=15Hz 83± 10 31± 8 99± 16 96± 11 77± 23

We name ∆SK to the errors for the knee axis K calibration referred to the IMUS. Ta-
ble 3.6 and Figure 3.9 present the error ∆SK. The error ∆SK presents a higher reduction
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0
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Figure 3.8: Bar chart of ∆SH for each volunteer (Vol 1− 4) and algorithm for the exercise circle.
The error ∆SH is associated to the director vector from the IMUS to the hip (H).

as the lower cutoff frequency is for all volunteers but volunteer 3. However, the error
∆SK varies in 1 mm using the lowest cutoff frequency versus the most accurate method
so this variation is negligible. The error ∆SK average improves using the NAP f algo-
rithm with the lowest cutoff frequency versus the NAPω in 25 mm. The error ∆SK
from the NAP f algorithm with the lowest cutoff is 9 % of SKr. The error ∆SK is mostly
caused by the assumption that the rotation axis has null linear acceleration, when it
does not occur at the knee joint. The error is proportional to the rotation amplitude.
However, since the shin lengths are around 350 to 450 mm in adults, a 20 mm error rep-
resents an accuracy of 5 % in shin characterization. In this way, the proposed method
is highly accurate for the knee calibration.

Table 3.6: ∆SK error for the exercise knee bending (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 67± 3 55± 2 27± 3 27± 3 44± 6
fc=3Hz 16± 3 12± 3 22± 4 26± 2 19± 6
fc=7Hz 30± 3 56± 3 21± 2 29± 2 34± 5
fc=15Hz 71± 3 55± 2 26± 2 27± 2 45± 4

∆SA notes the errors obtained in the ankle center A calibration referred to the IMUS.
The error ∆SA is presented in Table 3.7 and Figure 3.10 for the exercise squat, and Ta-
ble 3.8 and Figure 3.11 for the exercise pendulum. For the squats exercise case, the
NAP f accuracy does not improve with low cutoff frequencies in every case. The error
∆SA does not improve in this case because the volunteers can do the exercise squat
faster than the other exercises. Even so, the average error ∆SA decreases 3 and 12 mm
for the exercise squats and pendulum, respectively, using the NAP f algorithm with a
cutoff frequency of 3 Hz versus using the NAPω. Besides, the average error ∆SA for
squat exercise is 25 mm and 19 mm for the exercise pendulum using the NAP f algo-
rithm, so the error decreases an average of 6 mm between the two exercises. As there



3.2. EXPERIMENTAL RESULTS 43

0

0

0

0

Figure 3.9: Bar chart of ∆SK for each volunteer (Vol 1− 4) and algorithm for the knee bending.
The error ∆SK is associated to the director vector from the IMUS to the knee (K).

is no significant difference in errors, we cannot conclude there is a most suitable pro-
cedure. However, since the error ∆SA decreases by the low-pass filter for the exercise
pendulum, this exercise should be performed in a leg calibration procedure. The same
as the previous case, an error around 20 mm is a high accuracy for shin characterization
so the proposed method is suitable for this application.

Table 3.7: ∆SA error for the exercise squats (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 30± 2 18± 2 38± 2 27± 4 28± 5
fc=3Hz 27± 2 19± 3 33± 5 21± 3 25± 7
fc=7Hz 29± 2 18± 3 24± 4 14± 3 21± 6
fc=15Hz 31± 2 19± 2 22± 4 13± 3 21± 6
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Figure 3.10: Bar chart of ∆SA for each volunteer (Vol 1 − 4) and algorithm for the exercise
squats. The error ∆SA is associated to the director vector from the IMUS to the ankle (A).

The highest accuracy for the joint axes and centers determination with the proposed
algorithm NAP f is achieved with a 3 Hz low-pass filter. Furthermore, based on the
evaluation of exercises, we can conclude that by doing circle, knee bending and pen-
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Table 3.8: ∆SA error for the exercise pendulum (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 34± 2 22± 3 41± 3 27± 2 31± 5
fc=3Hz 27± 2 20± 4 19± 3 9± 2 19± 6
fc=7Hz 30± 2 22± 4 26± 3 15± 3 23± 6
fc=15Hz 37± 2 23± 3 29± 3 20± 3 27± 6
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Figure 3.11: Bar chart of ∆SA for each volunteer (Vol 1 − 4) and algorithm for the exercise
pendulum. The error ∆SK is associated to the director vector from the IMUS to the knee (K).

dulum exercises, we achieve a calibration of leg vectors with an accuracy around 8 %
using the NAP f .

Vector obtained from trigonometric relationships

For the estimation of the vector TK, we use the results from the circle exercise. As
we previously mentioned, the hip center H calibration from IMUS (vector SH) is more
accurate doing circle exercise than if the volunteer does the exercise cross. We obtain
the vector TK using (3.7) to relate TH and HK. We define the error ∆TK as the norm
of the distance vector between the TK from the proposed system and the mean of the
reference vector TKr. Since we achieve the best accuracy of the NAP f algorithm using
a cutoff frequency of 3 Hz, we use this value henceforth. We present error ∆TK in
Table 3.9 and Figure 3.12.

Table 3.9: ∆TK error for the exercise circle (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 45 92 66 38 60
fc=3Hz 58 94 34 44 57

The error ∆TK is higher than previous errors for the shortest vectors (∆TH, ∆SK and
∆SA) due to the errors propagation. A high ∆TK is expected since we obtain vector
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Figure 3.12: Bar chart of ∆TK for each volunteer (Vol 1− 4) and algorithm for the exercise circle.
We use the algorithm NAP f with a cutoff frequency of 3 Hz.

TK using vectors TH, SK and SH. In this way, the errors ∆TH, ∆SK and ∆SH affect
the estimation of vector TK. In any case, as in the previous estimations, the algorithm
NAP f is more accurate than the algorithm NAPω as expected from the noise reduction
without compromising the amount of data under consideration.

Segment lengths

The reference measurements for the thigh and shin lengths (dTr and dSr) obtained from
the optical system are shown in Table 3.10. The reference lengths dTr and dSr are ob-
tained using the results of the exercise with least occlusions in the reference system for
each volunteer.

Table 3.10: Reference measurements for dT and dS (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
dTr 388 390 407 391 394
dSr 383 381 419 392 394

The error in the segment length estimations is defined as the absolute difference be-
tween the reference length dTr or dSr and the estimated length dT or dS. We assess the
estimated lengths obtained by the NAPω and NAP f algorithms. As in the previous
case, the NAP f algorithm is used with a cutoff frequency of 3 Hz, because it provides
the best results. The error ∆dT for the thigh length dT estimation is shown in Table 3.11
and Figure 3.13. The error ∆dS for the shin length dS estimation is shown in Table 3.12
and Figure 3.14 and Table 3.13 and Figure 3.15. Since there is no difference in the
proposed system accuracy doing the squats or pendulum exercises, both exercises are
evaluated for the dS estimation.

The errors ∆dT and ∆dS decrease using the NAP f algorithm versus the NAPω algo-
rithm for each volunteer but volunteer 1 in error ∆dS. The average errors ∆dT and ∆dS

are around 10 and 20 mm smaller with the NAP f algorithm. In this way, the NAP f
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Table 3.11: Error ∆dT (mm) for the exercise circle.

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 63 34 75 93 66
fc=3Hz 13 7 9 31 15
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Figure 3.13: Bar chart of ∆dT for each volunteer (Vol 1− 4) and algorithm. We use the algorithm
NAP f with a cutoff frequency of 3 Hz.

Table 3.12: Error ∆dS for squats exercise (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 5 24 63 22 29
fc=3Hz 20 4 6 19 12
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Figure 3.14: Bar chart of ∆dS for each volunteer (Vol 1− 4) and algorithm for the exercise squats.
We use the algorithm NAP f with a cutoff frequency of 3 Hz.

Table 3.13: Error ∆dS for pendulum exercise (mm).

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average
NAPω 10 23 63 40 32
fc=3Hz 28 11 15 18 18
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Figure 3.15: Bar chart of ∆dS for each volunteer (Vol 1 − 4) and algorithm for the exercise
pendulum. We use the algorithm NAP f with a cutoff frequency of 3 Hz.

algorithm improves the accuracy of the NAPω algorithm.

However, both NAPω and NAP f methods achieve precise estimations of the leg seg-
ment lengths. The average error ∆dS is 29 mm using NAPω and of 12 mm using NAP f

for the squat exercise. Likewise, the average error ∆dS is 32 mm using NAPω and of
18 mm using NAP f for the pendulum exercise.

As anticipated, the errors obtained with the NAPω algorithm are higher than reported
in [Cra17] and [Cra18] using our implementation of the algorithm. The main reason is
the slowness in the leg movements. Due to this slowness, we obtain the most accurate
results using a low-pass filter with the lowest evaluated cutoff frequency, which is 3 Hz.

3.3 Conclusions

We develop an accurate IMU-based method for leg characterization based on find-
ing of the location of the null acceleration point in joints. The proposal is adapted to
slow movements by a signal preprocessing based on low-pass filtering. The proposed
method solves the linear acceleration relationship in a rigid body equation using the
Moore-Penrose pseudo-inverse to adapt its use for rotation axes allowing us to obtain
the direction vector of AORs. In this way, the proposal is suitable for the determination
of spherical joints and the characterization of hinge joints in terms of joint location and
estimation of the orientation of the joint axis. The method shows the most accurate
results by using the lowest cutoff frequency tested (3 Hz) because of the slowness in
the evaluated leg movements. Our method achieves an average error of 8 % for the
leg joint centers and axis determination, and of 4 % for the leg length estimation. We
prove that the error in leg characterization depends on the performed exercises. The
circle, knee bending and pendulum exercises improve the method accuracy. Although
this work focuses on lower limbs, the results can be extrapolated to upper limbs where
the movements do not present these restrictions of slow speed or almost strict axes
of rotation such as the knee. Finally, results confirm that our proposal improves the
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performance of the state-of-the-art methods that use only one IMU in the lower-limbs
scenario.

The contents of this chapter has been published in two conference publications [Gar18,
Gar19].



Chapter 4

Adaptive IMU-Joint Center Estimator
Method

As derived from Chapter 3, we can obtain average vectors to determine the location
of CORs with respect to the IMUs. When we obtain these vectors, we assume that
the STA affecting the estimations are eliminated averaging over long tests. However,
this approach can lead to errors on scenarios with STA [Ols17, Fri18a] as exposed in
section 2.2.2. In order to overcome this limitation, we propose in this chapter a novel
estimator of direction vectors that adapts to variations in the relative positions of IMUs.
Since the distance to this center commonly varies during the joint motion due to STA,
our approach is aimed at adapting to these small variations when the COR is fixed, as
hip joints during some specific rehabilitation motions. The IMU-joint vector is named
OB in Chapter 3 because both points were assumed fixed, so we rename it r in this case
that the IMU is expected to suffer STA.

Our proposal is called ArVEd, that stands for Adaptive r Vector Estimator. This algo-
rithm is based on the method ArVE introduced in [Gar20a]. To the best of our know-
ledge, ArVE is the first real-time estimator of the IMU-joint center vector based on
one IMU. Previous works are off-line and require a complete measurement batch to be
solved and most of them are not tested on the real scenario.

Therefore, the main goal of this chapter is to introduce ArVEd and demonstrate its suit-
ability to estimate the location of CORs of fixed human joints with one IMU, assuming
that the IMU undergoes STA during motions. To evaluate its performance, we com-
pare ArVEd with the approach described in [Cra16], used as a reference to estimate an
average r, hereinafter MrVS, that stands for Mean r Vector least-Squares-based esti-
mator. We perform this evaluation through different experiments, including synthetic
and real data.

49
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4.1 Proposed Algorithm

The main goal of our proposal is to obtain the location of the COR as an adaptive
IMU-joint vector, r = [rx, ry, rz]>, defined from the accelerometer to this COR in the
sensor frame. We aim at estimating r with one IMU by using the measures of turn rate
ωI and specific force fA,I , that is the linear acceleration aA influenced by the gravity
acceleration g. Subindex I indicates the measurements obtained directly from the IMU
in its reference system. We obtain the IMU-joint vector r on the basis of the equation of
accelerations of a rigid-solid body moving in the 3D space (4.1).

ak
0 = ak

A + ω̇k × rk + ωk
I ×

(
ωk

I × rk
)

, (4.1)

Where ak
0 and ak

A are the linear accelerations in the COR and the IMU, respectively, ωk
I

is the turn rate of the rigid-solid body and ω̇k is its first-order derivative. As the aim
is to estimate the location of fixed CORs, we assume ak

0 negligible. All parameters are
expressed in the sensor frame. Superscript k denotes the time instant of parameters.
Rigid-solid bodies present a constant r vector, but in this study we focus on human
bodies in which STA modify rk at each time k. Besides, using (4.1) to estimate an
adaptive rk, we assume negligible the linear acceleration caused by STA.

Figure 4.1 depicts the relation of these magnitudes measured with one IMU and the
estimation of the COR. This figure shows the global frame with the subscript g and the
sensor frame, which is attached to the IMU.

IMU

COR

Figure 4.1: Scheme of the relationship between the magnitudes in (4.1). The rigid-solid body
moves with turn rate ωI and angular acceleration ω̇, whereas the IMU suffers a linear accelera-
tion aA, but it measures the specific force fA,I . The specific force fA,I is the result of aA− g both
expressed in the sensor frame. Conversely, the linear velocity of CORs is v0 = 0 by definition
and as it is fixed, its linear acceleration a0 is also equal to zero.

To obtain rk with (4.1), the linear acceleration ak
A is required. As IMUs provide the

specific force f k
A,I undergone by the accelerometer, we obtain ak

A correcting the effect
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of the gravity through the projection of the gravity vector g into the frame of IMUs as
follows:

ak
A = f k

A,I + (Ck)>g, (4.2)

where Ck is the Direction Cosine Matrix that relates the global frame with the sensor
frame and g is the gravity vector defined downwards in the global frame with a value
of 9.8 m/s2. We do not use the direct measures of orientation with respect to the global
frame in order to provide an algorithm usable with any generic IMU. We calculate the
transformation matrix C fusing the measures of turn rate ωk

I and specific force f k
A,I of

the IMU using the algorithm introduced in [Dia19]. This algorithm estimates through
an UKF (more details about UKFs are included in Appendix A.3.3) the Euler angles
of the IMU from the measures of turn rate ωk

I and updates these estimations with the
specific force f k

A,I measured in those moments when its norm is close to the gravity
vector norm.

In this chapter, we evaluate three different ways to estimate r: ArVEd estimates a dy-
namic rk at each time k and MrVS obtains, on the one hand, an averaged r for complete
tests and, on the other hand, a dynamic rk

n for a determined number of samples n with
an overlap of n − 1 samples between consecutive estimations of rk

n. These methods
are explained in the following two sub-sections: ArVEd in section 4.1.1 and MrVS in
section 4.1.2.

4.1.1 Proposed algorithm: ArVEd

We propose ArVEd to estimate rk at each time instant based on the assumption of fixed
CORs using an EKF (for more details about EKFs, see Appendix A.3.2). Figure 4.2
depicts the two stages of ArVEd at each time k: an initial stage to obtain the linear
acceleration ak

A followed by the second stage that consists in an EKF to determine rk.
The EKF fuses the measured turn rate ωk

I and the calculated linear acceleration ak
A.

Figure 4.2 shows also the two steps of this EKF. The proposed EKF minimizes the
prediction error of the state vector xk, composed of the searched oriented vector rk, its
first-order derivative ṙk, the turn rate ωk and the angular acceleration ω̇k, given the
measurements from the IMU.

In the estimation step of the EKF, we assume ˆ̇rk and ˆ̇ωk constant, whereas r̂k and ω̂k are
the integral at each time of these terms. Thus, the estate vector x̂k is estimated at each
time k as follows: 

r̂k = rk−1 + ˆ̇rk∆t

ˆ̇rk = ṙk−1

ω̂k = ωk−1 + ˆ̇ωk∆t

ˆ̇ωk = ω̇k−1

(4.3)
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Figure 4.2: Flowchart to obtain the adaptive rk at each time instant. In the initial stage, we
fuse the IMU measurements of turn rate ωk

I and specific force f k
A,I using the UKF introduced

in [Dia19] to obtain the linear acceleration ak
A. In the second stage, we obtain rk with this signal

of linear acceleration combined with the turn rate through the EKF.

The observations consist of the measured turn rate ωk
I and the linear acceleration ak

A
obtained in the initial stage of ArVEd. ArVEd then updates the estimations exploiting
the relationship between the estimations and the estimated linear acceleration âk

A, us-
ing (4.4), and the direct relation between the estimated turn rate ω̂k and the measured
one ωk

I .

âk
A = − ˆ̇ωk × r̂k − ω̂k × (ω̂k × r̂k) (4.4)

The linear acceleration ak
A and the turn rate ωk

I are then used to obtain the innovation
of the EKF to update the estimations at each time k.

Considering ωk and ω̇k in the state vector, we obtain an estimation of ω̇k using the raw
data from gyroscopes, facilitating the generalized use of the algorithm. Since EKFs
minimize the variance of the estimation error, noisy data from IMUs do not require
an initial signal filtering and avoid the post-processing suggested in [Fri18a]. Notice
also that ṙk is not related to any measured magnitude, so it is not directly updated, but
used as a parameter of adjustment of the EKF. The use of the derivative of r in the state
vector of the EKF is one of the main differences between ArVEd and ArVE, our initial
approach proposed in [Gar20a], differentiated with the subindex d.

The parameters of the covariance matrix of the process in the EKF are set according
to [Cer03]. We select a constant value of covariance for each kind of tests, with synthetic
and real data, indicated in section 4.2.3 and section 4.3.1, respectively, together with
the explanation of the estimation of the estimation-error covariance matrix and the
covariance matrix of the measurement noise.
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4.1.2 MrVS

The original approach of MrVS proposed in [Cra17] is previously introduced in Chap-
ter 3, but we summarize it in the following for clarity. MrVS uses the complete several-
second long signals of tests of the measured turn rate ωI and the linear acceleration
aA obtained from the measured specific force fA,I , and it also requires computing ω̇.
This parameter is obtained by discrete derivative of the turn rate ωI measured with
the IMU. Since a0 is negligible in fixed CORs, the only unknown term in (4.1) is r, so it
can be rearranged as follows:

aA = Mr, (4.5)

where

M =

 −ω2
y −ω2

z −ω̇z + ωxωy ω̇y + ωxωz

ω̇z + ωxωy −ω2
x −ω2

z −ω̇x + ωyωz

−ω̇y + ωxωz ω̇x + ωyωz −ω2
x −ω2

y

 , (4.6)

is the matrix introduced in [Cra16]. Variables ωx, ωy and ωz are the components of
the measured turn rate ωI . In both (4.5) and (4.6), the vector aA and the matrix M
symbolize a set of temporal measurements of the corresponding parameters, so no
superscript k is used. An averaged r is obtained solving (4.6) with least squares for
complete tests.

When we work with several-second long IMU signals to obtain an average r, the M
matrix from MrVS has full rank on the scenario of CORs of ball joints, as hips. How-
ever, when we look for an adaptive calculation of r, uncertainties appear in (4.5) when
ω is negligible. In these points, M becomes antisymmetric, so its determinant is zero
and the system is undetermined. Therefore, MrVS cannot be implemented in real-time
applications in a straightforward way to obtain one vector per sample. Thus, we test
two approaches of MrVS: obtaining an averaged r for the complete test as proposed
in [Cra17] and estimating an adaptive rk

n in a sliding window with an n number of
samples.

4.2 Experiments on synthetic data

We carry out two experiments with synthetic data to test the performance of ArVEd and
MrVS. The experiments simulate the motion of a pendulum moving in circles from a
fixed ball joint. This pendulum imitates a limb carrying out circles from a fixed COR,
as a leg moving from the hip. The first experiment consists in an IMU moving around
a fixed COR with a constant r vector to assess the accuracy of the evaluated systems in
the ideal case. The second experiment imitates the motion of an IMU around a fixed
COR with variations of r over the test caused by simulated STA that involve small
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translations of the IMU. In this experiment, we study the error caused by assuming a
constant r whereas it varies over time.

The experiments with synthetic data are presented in four sub-sections. We describe
the spherical pendulum simulated to obtain the synthetic data in section 4.2.1 and de-
tail the metrics used to evaluate the inertial-based methods in section 4.2.2. Then,
section 4.2.3 and section 4.2.4 introduce the results for these experiments carried out
on synthetic data.

4.2.1 Simulation of a spherical pendulum

We simulate the movement of a spherical pendulum rotating in the 3D space during
10 s, around a fixed COR and around the main axis of the pendulum. The pendulum
describes an ellipse with two main rotations around the x and y axes of the simulated
IMU, and a partial rotation around its z axis, combining the three motions around
the three IMU axes. The amplitudes of the movements around the x, y and z axes
are 17 °, 9 ° and 3 °, respectively, and the motion of the pendulum around the x and
y axes lasts 1 s; and 1.5 s around the z axis. The parameters of the simulated motions
are set according to the motions observed during the lower-limb calibration observed
in [Gar19], as we do in the simulations reported in [Gar20a]. Figure 4.3 depicts these
axes of the IMU together with a scheme of its motion.

IMU

Figure 4.3: Scheme of the pendulum designed for simulations. The IMU (orange box) moves
around the COR and its coordinate system moves with the device from positions of the initial x,
y and z to each corresponding x′, y′ and z′. The ry component would be parallel to the drawing.
In the first experiment, r remains constant and, in the second one, its coordinates change over
time.

We establish r considering the most likely configuration on the real scenario, where
the IMU is placed over the thigh and not in contact with the femur. In the simulation,
a displacement between the main axis of the pendulum and the origin of coordinates
of IMUs is taken into account and the IMU axes are misaligned with r, as shown in
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Figure 4.3. The rx, ry and rz components are −60, 20, and 200 mm, respectively, so the
norm of the vector is 209.8 mm.

The inertial data are simulated at a sampling rate of 100 Hz. In both experiments, we
add a Gaussian noise in the simulated turn rate ωI and specific force fA,I according to
the specifications of the MTw Awinda sensors from Xsens [Xse20], since we use these
sensors in the real data experiments. The standard deviation of noise in the meas-
urements of gyroscope of turn rate ω is 0.0017 °/s, and in the specific force fA from
the accelerometer is 0.02 m/s2. Bias is not considered since simulations and tests are
short enough in time to be affected by it, as done in [Fri18a] and because the esti-
mation of r does not include integration, so its estimations are insensitive to bias, ac-
cording to [See12]. In order to provide more significant results than in our previous
work [Gar20a], we carry out 100 tests for each experiment.

On both scenarios we set the observation noise, R, equally since it depends on the noise
of the simulated sensors, but we adjust the estimate covariance, P, and the process
covariance, Q, for each scenario.

4.2.2 Metrics and errors

We quantify the accuracy of the proposals using three different metrics:

1. The Euclidean norm of the vector difference between the reference rr vector and
the estimated r using the measurements from IMUs, noted with‖∆r‖. In order to
consider one method competitive for its use in orientation tracking, we define the
upper limit of‖∆r‖ in the 10 % of the Euclidean norm of rr, because in [Bon15] it is
reported that errors over this 10 % double errors in estimations of the orientation
of limbs.

2. The difference between the norms of rr and r, defined as ∆‖r‖.

3. The deviation angle, γ, between rr and r.

We consider these three metrics because each considered error has a source related
with the different parameters in (4.1). The difference of norms ∆‖r‖ is mainly caused
by errors in the determination of ω̇. The deviation angle γ is mostly affected by the
accuracy of the measured linear acceleration aA,I and turn rate ωI . Finally, ‖∆r‖ is
affected by both the difference between norms and the deviation angle.

4.2.3 Results on a constant IMU-joint vector

Using the experiments of a simulated 3D pendulum with a constant IMU-joint vector
detailed in section 4.2.1, we evaluate the accuracy of MrVS and ArVEd to obtain an r
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per window and per sample, respectively.

We assess the proposal of MrVS in a sliding window as an alternative to estimate a
variable r vector. We test different window sizes in order to study the accuracy ob-
tained with each considered number of samples n. The evaluated window sizes are
from n = 5 until n = 100 samples, increasing 5 samples between tests. We stop at
100 samples since it would average the STA of a complete cycle in the simulations.
Windows slide 1 sample to obtain each r, so they overlap n − 1 samples. Since the
norm of the reference vector is 209.8 mm, we define the upper limit in 20 mm, which
is the 10 % of the vector norm. The resulting average‖∆r‖ of each test is depicted in
Figure 4.4.

0 10 20 30 40 50 60 70 80 90 100

Window size (number of samples = )

0

50

100

150

(m
m

)

20

Figure 4.4: Average and maximum ‖∆r‖ of the 100 tests carried out with our proposal of
MrVS in a sliding window with the corresponding window size used to estimate r =

[200, 20,−60]>mm. The horizontal red line depicts the upper limit.

Results in Figure 4.4 show that the errors reduce as the number of samples increases,
reaching an error smaller than 10 mm from the window size of n = 80 samples. The
maximum errors also decrease when increasing of n, obtaining bearable error values
under the upper limit with n = 90 samples. However, using 95 samples, the informa-
tion of almost 1 s is averaged, which reduces the sensitivity to changes in r.

The use of n = 45 samples in each window is a trade-off solution between the n number
of samples and the averaged ‖∆r‖ error. In this case, the average error is 17.6 mm,
which is lower than the upper limit of 20 mm. Nevertheless, maximum errors are larger
than 100 mm.

Figure 4.5 a) shows the results of MrVS with a sliding window size of 45 samples over
the initial 2.5 s of the constant r test. The purple circles point out the intervals where
errors of MrVS increase when the norm of ω is negligible. The required number of
samples to obtain an accurate estimation of the IMU-joint vector is too long to estimate
a variable vector, so MrVS is not able to adapt to variations in the IMU-joint vector.

Conversely, we use ArVEd to combine the information of the IMU signals at each time
instant, avoiding the inversion of the system matrix and the calculation of ω̇. Fig-
ure 4.5 b) shows the resulting r vector when using ArVEd with an initial r0 composed
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Figure 4.5: Results on the fixed r scenario, in which the ground truth is depicted in black. a)
Vector rk

n obtained using MrVS in a sliding window of n = 45 samples. b) Resulting rk using
ArVEd and setting the initial r0 = [0 , 0 , 0]> in the EKF. During the first second the estimations
are inaccurate, until the filter convergence. After this transitory time, estimations, depicted in
blue, red and yellow, are similar to the ground truth.

of zeros. In this particular case, the EKF takes one second to converge. After this tran-
sitory time, the estimations do not suffer from miscalculations even when ω is close
to zero. We can conclude that ArVEd provides stable estimations even in the intervals
where MrVS was not able to provide an accurate result, highlighted with pink circles.

Apart from the parameters of covariance in the EKF, the performance of ArVEd de-
pends on the initial state vector, so we test the proposed method with different r0 vec-
tors. We calculate an r0 as an average vector similarly than in MrVS, by using (4.5)
with the initial samples of tests. We use from 20 until 140 samples to estimate this r0,
increasing 20 samples between tests. We repeat 100 times every test to evaluate the ac-
curacy of ArVEd with each initial vector through the metrics introduced in section 4.2.2.
Figure 4.6 depicts the average of errors, together with their maximum and minimum
errors.

Figure 4.6 shows the evaluated errors and their range of values decrease as the number
of samples considered to estimate r0 increases. These errors become stable when we
obtain r0 with 60 samples. From this number of samples, ‖∆r‖ is around 2 mm, so
using more than these 60 samples (that means 0.6 s of signals since fs = 100 Hz) does
not improve the accuracy of ArVEd since the EKF converges from the initial samples.
For that reason, on the following we use 60 samples to calculate r0 for the initialization
of the EKF of ArVEd.

According to the errors shown in Figure 4.6, ArVEd outperforms in the evaluated cases
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Figure 4.6: Errors with their corresponding ranges of values in the estimation of r with ArVEd

over the 10 second-experiment with the different r0 considered. The Euclidean norm of the
vector difference, ‖∆r‖, is depicted with blue bars, the difference between norms, ∆‖r‖, with
green bars and the deviation angle γ in orange bars. Each bar corresponds to the average error
of the 100 tests carried out with this number of initial samples and the vertical lines depict the
range of these errors.

our proposal of MrVS in a sliding window. This improvement in accuracy is due to
the fact that ArVEd has no problems with the singular points of the signal as happens
with MrVS. Despite the inaccurate estimations of MrVS near the instants when ω is
negligible, its estimations are accurate in the remaining time intervals.

4.2.4 Results on variable IMU-joint vectors

We simulate the STA of the real scenario as variations in r that imitate the translation
of the IMU with respect to the fixed COR. The variation of r over time is presented as
a sinusoidal signal of frequency 1 Hz and amplitude 20 mm in rx and rz, and 5 mm in
ry, components previously shown in Figure 4.3. We set this frequency of the transla-
tional STA to make it similar to the frequency of motion of the pendulum, as suggested
in [Cam13], and the amplitude values are also set according to the results in the same
work. Since IMUs are taped to the body, lateral motions over the y-axis are restricted,
whereas the muscle contractions entail translations in the x-and z-axis. In this case, we
compare ArVEd with ArVE to evaluate the influence of the new parameter of adjust-
ment introduced in ArVEd on the accuracy of this proposal. Figure 4.7 depicts in black
these components of the variable r vector used as ground truth over the test, together
with the components of the variable r using ArVE and ArVEd.

Figure 4.7 shows that ArVEd and ArVE adapt to most of changes of r over time. Thus,
both methods provide adaptability to a variable r. Besides, according to these results,
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Figure 4.7: Coordinates of r over the test. The ground truth is depicted in black and the esti-
mated rx, ry and rz in blue, red and yellow, respectively. We estimate r using ArVE and ArVEd,
and their results correspond to the images presented on the left and on the right, respectively.
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Figure 4.8: Bland-Altman plot with the comparison of ArVEd and ArVE. The dotted lines point
out the confidence interval in which the 95 % of the errors obtained with each methods are
contained, so these lines correspond with the value of 1.96 times the standard deviation (SD).

estimations using ArVEd are closer to the ground truth, with an improvement of 7 %
compared to the results obtained by using ArVE. In this way, ArVEd outperforms ArVE
through the adjustment of the noise parameters of ṙ in the EKF. Both methods are
also evaluated by means of a Bland-Altman plot compared with the ground truth in
Figure 4.8.

As shown in Figure 4.8, errors in the estimation of rx and rz are similar using ArVEd

and ArVE. They are in the approximate range of ±4 mm for rx and ±8 mm for rz. Con-
versely, there are differences in accuracy estimating ry. The improvement in this coor-
dinate is specially remarkable in the error dispersion, lowered 2 mm in each upper-and
lower-bounds. The results may not be as good with ry because its range of variation is
at the noise level in the filter, so none of these methods adapts to its variations.
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These simulations are closer to the real scenario, where r changes due to STA, so we use
the simulated data to evaluate the three methods, whose results are shown in Table 4.1.
In this case, MrVS estimates a unique r, constant for the complete test, whereas ArVEd

and ArVE adapt to the variable vector, obtaining an instantaneous vector per sample.

Table 4.1: Errors in the determination of r with inertial methods with an average r =

[200, 20,−60]>.

‖∆r‖mm ∆‖r‖mm γ °
ArVEd 6.8± 3.9 3.4± 2.4 1.6± 0.9
ArVE 7.3± 4.6 3.8± 2.8 1.7± 1.1
MrVS 14.4± 3.8 5.7± 4.9 3.5± 0.7

The‖∆r‖ error shows the highest improvement, from 14.4 mm using MrVS, to 6.8 mm
using ArVEd, lowering errors more than a 50 %. This error decreases more than the
difference of norms ∆‖r‖ and the angle γ because the distance vector is affected by
∆‖r‖ and γ, and both errors are smaller using ArVEd. According to these results,
ArVEd is the method that best adapts to a variable r, which justifies our proposal for
improvement by introducing the derivative of r in the estate vector.

It is noticeable that the errors of using ArVEd in simulations that include the simulated
effect of the translational STA are similar to those presented in [Fri18a], but they do not
consider the three components of the IMU-joint vector in the reported errors. So, even
if we cannot compare directly our results, we can conclude that our algorithm is at
least as accurate as the methods in the literature. Furthermore, ArVEd only needs the
initial data during 0.6 s to initialize the algorithm and we avoid the low-pass filtering
of the IMU signals and the analytic derivation of the measured turn rate ωI , used in
other works as [Cra16, Cra17, Fri18a, Fri18b].

Finally, Figure 4.9 depicts the estimated COR in the simulations of the variable r using
ArVEd and, drawn in red, its actual position in two different planes. According to
these results, the relative errors depend on the component of r, being larger for the
y-axis and the smallest variation on the x-axis. But it is worth highlighting that 93 %
of the COR estimated by ArVEd are in a sphere with a radius of 6 mm. This estimated
radius is approximately a fifth of the hip joint radius, commonly included in the range
of 25 mm to 30 mm according to [Cal16].

4.3 Experiments on the real scenario

We study now the performance of ArVEd on a real scenario. We obtain the COR of
the hip of five volunteers with respect to one IMU, using the inertial-based systems
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Figure 4.9: Projection of the points estimated by ArVEd in planes XZ, depicted in the image on
the left, and YZ, in the image on the right, over one second of the experiment. The estimated
points are depicted in blue and the ground truth in red.

and an optical system at the same time. We compare ArVEd and our implementation
of [Cra16], MrVS, with the optical method introduced in [De 14]. We use this method
because it aims to obtain a variable r.

4.3.1 Experimental setup

Five volunteers with a height of 165± 8 cm participate in this study. During the ex-
periments, they repeat 10 times the hip circles motion depicted in Figure 4.10 a), being
equipped with one IMU placed on the thigh and four optical markers located around
the IMU, as shown in Figure 4.10 b). We choose this motion to ensure the presence
of a unique COR at each time instant instead of an axis of rotation, so our system
has a unique solution, that is the searched COR. The concerns about estimations of
axes using (4.1) are more detailed in [Cra18]. The motion of hip circles is performed
maintaining both legs straightened, one foot is placed on the floor while the other leg
performs circles from the hip. To do this exercise, the stability of the volunteers is im-
portant to keep the hip still, so their backs rest on a stable surface and we ensure that
their motions are according to the requirements for these experiments. We eliminate
the first and last signal segments of 1.5 s long of tests to remove movements other than
hip circles.

As in the measurement campaign of Chapter 3, we recorded the real scenario data
in the DLR during the research stay. The inertial sensor is the MTw Awinda from
Xsens [Xse20] and the optical system consists in the Vicon equipment [Vic20] together
with the method proposed in [De 14] to estimate CORs. Section 1.3 includes more
details of the equipment. Both inertial and optical measurements are recorded at a
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Figure 4.10: Experimental setup. a) Illustration of the movement performed by the volunteer in
order to calibrate her/his hip. The COR, the IMU, its reference system and the global frame are
shown. b) Picture of the mounting board with the IMU together with the four optical markers
on the thigh of the volunteer.

sampling rate of 100 Hz. We synchronize both systems with an initial motion of flex-
extension of the hip and the following detection of the maximum position and null turn
rate measured with the optical system and the IMU, respectively, in the signals meas-
ured during calibration movement. In the definition of the mounting board, we ensure
that its axes are aligned with the axes of the IMU and its location center is placed at the
IMU accelerometer. Using the spatial location and position of the mounting board in
the reference system of the Vicon, we translate the estimations of our reference IMU-
joint vector v into the IMU system. We use the method proposed in [De 14] because
it is aimed at estimating an adaptive v, although we finally obtain an average vector
for the complete test to improve its accuracy and eliminate the dependence with the
number of samples considered for each estimation.

We obtain the location of the mounting board in which the IMU is placed, set at the
location of the accelerometer in the device, its orientation and the position of each
marker from the optical system. Since the IMU is aligned with the mounting board,
we consider the data from the mounting board as the orientation and location of the
IMU.

Besides, the covariance parameters are estimated as follows: we use the measurements
of a static IMU to calculate the standard deviation needed to obtain the covariance
matrix of the measurement noise; we estimate the estimation-error covariance matrix
and the covariance matrix of the process using the reference data of one subject and
adapting them to the best performance of ArVEd, and we use these parameters for all
the other subjects.



4.3. EXPERIMENTS ON THE REAL SCENARIO 63

4.3.2 Metrics and errors

As optical methods are commonly used as baseline because they provide a high ac-
curacy, we compare the outputs from both, ArVEd and our implementation of MrVS,
with the results obtained trough the measurements from the optical system. We eval-
uate those methods with the same metrics that we used in the experiments on simula-
tions to study the different sources of errors, described in section 4.2.2. In this case, our
reference to determine the errors of ArVEd and MrVS is the v vector, obtained with the
optical system and translated into the IMU system.

4.3.3 Evaluation of the adaptive r on human joints

On the real scenario of human hips, we have a reference v from the optical system,
depicted in gray in Figure 4.11. We use this reference to evaluate the estimations of the
variable r adapted to these changes caused by the STA using ArVEd and the average
r for the complete test with MrVS. Figure 4.11 shows that results from both adaptive
algorithms, ArVEd and the optical system, experience periodic changes caused by the
STA in legs during the experiment. This is coherent with the exercise since it consists
in repetitions of the circles performed from the hip.

Figure 4.11: IMU-joint vector obtained with ArVEd, depicted in blue, red and yellow dot-
ted lines; with MrVS, presented in cyan, red and mustard stripes; and with the visual-based
method, black and gray depicted in continuous lines.

Figure 4.12 depicts the norm of the difference vector‖∆r‖, the difference of norms ∆‖r‖
and the deviation angle γ of the estimations of ArVEd and MrVS with respect to v in
the case of each evaluated volunteer. According to this figure, the errors obtained with
ArVEd are similar for all volunteers and MrVS provides errors with great variability,
so the accuracy of MrVS depends more on the volunteer. Also, these results show the
decrement of‖∆r‖ and ∆‖r‖ errors using ArVEd versus using MrVS in all cases and the
deviation angle is similar in most cases around 5 ° with both methods, so the adaptive
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method is the most accurate. The differences in the average values of those errors are
also consistent with this affirmation.
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Figure 4.12: Errors obtained for each evaluated volunteer with MrVS and ArVEd compared
with v. The average values are also included with the label Avg.

Table 4.2 shows the values of the errors depicted in Figure 4.12 together with the norm
of their corresponding reference vector v. Differences exist between the metrics of both
methods, being specially noticeable with respect to the difference between modulus
∆‖r‖ that decreases from 62 mm (28.0 %) until 10 mm (4.5 %).

Table 4.2: Average differences between ArVEd and MrVS compared with the optical method
for the five volunteers, together with the average (Avg.) values.

Volunteer ‖v‖mm Method ‖∆r‖mm ∆‖r‖mm γ °

1 166± 1
ArVEd 17± 5 11± 6 4± 2
MrVS 38± 1 37± 1 4± 1

2 249± 4
ArVEd 12± 2 8± 4 2± 1
MrVS 126± 3 124± 4 9± 1

3 228± 1
ArVEd 23± 6 10± 7 5± 1
MrVS 40± 1 40± 1 1± 1

4 235± 2
ArVEd 31± 3 9± 6 7± 1
MrVS 68± 3 58± 2 10± 2

5 226± 2
ArVEd 22± 5 13± 7 4± 1
MrVS 55± 2 50± 2 6± 1

Avg. 221± 2
ArVEd 21± 2 10± 3 4± 1
MrVS 65± 1 62± 1 6± 1

The variation between the different errors used to evaluate MrVS is worth highlighting.
The average deviation angle γ versus v is only around 6 °, but the error in the estimated
norm ∆‖r‖ is 62 mm, that is a 30 % of the norm of v. This variation is a consequence of
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errors in the estimation of the angular acceleration ω̇, since these estimations contain
the propagation of errors in the measurements of turn rate ω. It only affects the norm
since during the derivation the direction of this vector does not change.

According to Table 4.2, we achieve a decrease in‖∆r‖ larger than a 60 % with ArVEd

compared to using MrVS. ArVEd outperforms MrVS also in experiments on the real
scenario. In addition, the ‖∆r‖ difference is in most of volunteers under the upper
limit, achieving accurate results, and the averaged accuracy is 9.5 % of the average
norm of v, which is lower than the upper limit.

Our adaptation of MrVS obtaining an average r for the complete test entails‖∆r‖ dif-
ferences of 65 mm, meaning a 29 % of relative error. Therefore, this method is not
accurate enough to be used in the estimation of CORs with a low speed in limbs with
STA. Differences are larger than the reported in the previous studies that use MrVS
because the conditions of the evaluated tests are different, as in [Cra17]. In particu-
lar, the authors evaluate the arm and the experiments are based on two perpendicular
linear motions, as crosses, with a maximum turn rate of 1.6 rad/s. However, our ex-
periments are based on circular trajectories of the evaluated leg with an average turn
rate of 0.8± 0.1 rad/s. This is worth highlighting since some of the leg exercises that
may be prescribed to improve hip mobility include circular components, while not as
many consider two perpendicular linear movements in a row. The speed difference is
important, as it is stated in [Cra16], because errors are larger in the experiments carried
out at a lower speed.

Furthermore, ArVEd is able to be implemented in real-time since it obtains one vector
r per sample and only requires of the first 0.6 s of tests for the initialization. The al-
gorithms are programmed in MATLAB R2019b, running in a personal computer (pro-
cessor i7-8700 at 3.2 GHz, RAM memory 16 GB). In this platform, the average time for
the execution of a sample with ArVEd is 0.03 ms. As the sampling rate is 100 Hz the
available time for processing a sample is 10 ms. Since the execution time of a sample,
i.e. the time to obtain one vector r, is far lower than the sampling period, we consider
that ArVEd is suitable for real-time applications, such as monitoring of rehabilitation
exercises where null acceleration points exist (as in the orientation estimation of lower
limbs presented in [Lin13] or [Bon15]). These results of accuracy prove the usability
of ArVEd as an alternative to the optical methods, being adapted to the human lower-
limb scenario when the joint is constraint to be fixed.

4.4 Conclusions

A novel adaptive method for IMU-joint vector determination is proposed and vali-
dated in this chapter using synthetic and real data from a hip. The method, called
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ArVEd, uses raw data from an IMU to determine in real-time the COR of fixed joints
with respect to the IMU location at each time instant.

With the synthetic data, ArVEd achieves an accuracy higher than 1 % of length and 1 °
of deviation when the IMU-joint vector is constant and shows adaptability to variable
vectors with an error around 3 % of length and 1 ° of deviation. This scenario of var-
iable vector is in which the IMU undergoes from translational movements caused by
STA apart from the main rotations. Besides, ArVEd has also been compared with our
implementation of one state-of-the-art algorithm that we have called MrVS [Cra16] in
this thesis. In all cases, the proposed ArVEd outperforms MrVS decreasing its errors
around 50 %. The accuracy of ArVEd is 10 % when is tested on real volunteers perform-
ing standardized and repetitive exercises. In this case, the reference has been obtained
with an optical system. Thus, ArVEd can be considered as an alternative to estimate
the IMU-joint vector, obtaining a precise COR, suitable for monitoring rehabilitation
therapies that imply the motion of ball joints, as shoulders or hips.

The initial results of this chapter are reported in two conference publications [Gar20a,
Gar20b] and the ArVEd model is published in a journal paper [Gar21c].



Chapter 5

Physical Therapy Monitoring Database

One of the main limitations in the development of inertial algorithms is the lack of
available data. In the proposal of new methods for human motion analysis, reference
values are crucial. Besides, for a human monitoring based on the recognition or evalu-
ation of exercises, the development of novel algorithms requires the information about
the performed activity. In this way, each study of this field has to complete an initial
step of a measurement campaign focused on its own particular objective. With the
generation of unique data, the comparison of methods gets more complicated than if
having a common database due to possible unfair situations. So the lack of publicly
available data of human motions properly labeled and with a reference from a highly
accurate system limits the development of new proposals and the comparison to find
the most suitable one.

This chapter introduces the PHYTMO (from PHYsical Therapy MOnitoring) database,
which aims to contribute to the research of the monitoring and evaluation of the per-
formance of prescribed physical therapy exercises through inertial wearable sensors.
The objective is to contribute in two areas: the analysis of techniques for the identific-
ation and evaluation of exercises using inertial sensors and the validation of inertial
sensor-based algorithms for human motion analysis. The database contains data from
physical therapies recorded with inertial sensors, including information from an op-
tical reference system. For the development of robust and generalizable algorithms,
a large amount of annotated data are required, and the subjects variability is also im-
portant. In this way, this database includes enough data for developing ML-based
algorithms, as those proposed in the literature [Bev18, Gig14].

PHYTMO includes data of the performance of 6 exercises and 3 gait variations com-
monly prescribed in physical therapies. Data are recorded with four IMUs placed
on arms or legs, according to the performed exercise. Data also include the position
and orientation of IMUs in the 3D-space during the performance of the 6 exercises
measured with an optical system. Data of each exercise are divided into two kind of

67
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series, which consist of correctly and wrongly performed exercises. A total amount of
30 volunteers with variability in age and morphology performed these exercises, what
makes it possible to study the differences between kinematic parameters that can occur
in the execution of exercises at different ages. The anonymous subjects can be easily
associated with their anthropometric information for this purpose. Furthermore, the
data are labeled for the identification of each exercise separately, annotating its correct
or incorrect performance.

In addition, this database can be very useful to train algorithms developed for hu-
man kinetic analysis. Using these data, IMU-based algorithms for kinetic parameter
estimation can be developed or analyzed, as different proposals found in the litera-
ture [Lin13, M B16, All17b, Mul17c]. This application is especially noteworthy because
PHYTMO includes data from IMUs together with reference data from an accurate op-
tical system, related to the 6 exercises based on repetitions of motions. Therefore, this
database can be used to check different proposals using the same data, facilitating a
fair comparison between algorithms. PHYTMO is already publicly available in Zen-
odo [Gar21a].

5.1 Methods

5.1.1 Participants and ethical requirements

Thirty volunteers enrolled in the study: 13 women and 17 men. Table 5.1 shows their
anthropometric information together with their age, sex (masculine, M, or feminine, F)
and their identifier (Id) in the database. Volunteers are separated by their age range
in order to ease the analysis of different aged population. These ranges are clustered
by decade, so range A includes volunteers aged between 20 and 29 years old, B be-
tween 30 and 39, C between 40 and 49, D between 50 and 59 and E between 60 and
69. Table 5.1 also includes the volunteers’ motor conditions that may have influenced
in their movements. All volunteers were healthy and robust and only three of them
reported pain during the motion, although they were able to perform all the evaluated
exercises.

The study was carried out in the framework of FrailCheck project (SBPLY/17/180501/
000392), following all the COVID-19 guidelines and recommendations. Volunteers
wore masks during the exercises performance, which should be taken into considera-
tion in the motion analysis because of possible early fatigue even in healthy volunteers.
Guadalajara University Hospital approved the study protocol (Institutional Review
Board No. 2018.22.PR, protocol version V.1. dated 21/12/2020, see Appendix B), and
all participants signed a written informed consent.
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Table 5.1: Anthropometric data, age and sex of volunteers. M and F stand for masculine and
feminine, respectively.

Range Id Age (years) Height (cm) Weight (kg) Sex (M/F) Motor condi-
tions

A

A01 22 165 58 F Not reported
A02 26 167 64 F Not reported
A03 25 166 56 F Not reported
A04 23 180 72 M Not reported
A05 22 185 71 M Not reported
A06 26 171 72 M Not reported
A07 25 175 78 M Not reported
A08 22 175 72 M Not reported
A09 23 175 60 M Not reported
A10 25 167 65 M Not reported

B

B01 30 179 76 M Not reported
B02 34 185 84 M Not reported
B03 39 161 51 F Not reported
B04 31 164 58 F Not reported
B05 38 176 59 M Not reported

C

C01 49 166 66 F Not reported
C02 46 178 69 M Not reported
C03 42 172 93 M Not reported
C04 44 170 75 F Not reported
C05 48 167 62 F Not reported

D

D01 50 168 72 M Not reported
D02 56 172 85 M Not reported
D03 51 154 67 F Not reported
D04 54 160 62 F Not reported
D05 55 165 75 M Pain in the

right shoulder

E

E01 63 186 87 M Not reported
E02 60 157 56 F Not reported
E03 60 158 76 F Pain in the

right shoulder
and right knee

E04 68 161 63 M Pain in the
right shoulder

E05 64 168 70 F Not reported
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5.1.2 Acquisition setup

The PHYTMO data set includes data recorded with four IMUs and an accurate optical
system. These data were recorded in the Motion Capture Laboratory of the University
of Alcala using the NGIMU [xio21] IMUs (X-io Technology, Bristol, UK) and the Opti-
Track [Opt20] system (NaturalPoint Inc). Wearable sensors include 3-axis gyroscope,
accelerometer and magnetometer, with a range of 2000 °/s, 16 g and 1300 µT, respec-
tively. These are common IMUs resolution values used for human motion monitoring,
such as the popular XSENS sensors [Luo20]. Their sample rate was set to 100 Hz for
the gyroscopes and accelerometers and to 20 Hz for the magnetometers in the reported
data. The IMUs stored the recorded data on an SD card and as each volunteer finished
performing the designed set of exercises, we downloaded the data to the computer
for further data processing. They have a size of 56× 39× 18 mm with a weight of 46 g,
what makes them practical for wearing during the performance of exercises. Each IMU
was mounted on an ad-hoc structure (mounting board) for its placing at the limbs.

Regarding the optical system, it is based on infrared light-emitting cameras situated in
the capture room that identify the position of reflective markers placed on the subject
anatomic landmarks and on the IMU structure. The optical system recorded the mo-
tions of the volunteers and the devices they wore along the data collection. We used
the OptiTrack system, which consisted of eight depth Prime 13 cameras with a resolu-
tion of 1.3 MP and a frame rate of 240 fps. We used this system with the Motive 2.2.0
software to calibrate it before each use, to set the cameras rate to 100 Hz and to define
the skeletons and objects corresponding to the IMU mounting boards to be recorded.

5.1.3 Acquisition protocol

The volunteer recordings were made in a continuous session on the day each volunteer
was available and the individual session lasted an average of two hours. At the begin-
ning of each day recordings, we set the coordinates origin of the optical system on the
floor and always in the same point, so optical measurements are always referred to the
same origin. We established the initial orientation of the IMU mounting board in the
optical system placing this board on the floor, so in this orientation the rotation angles
are equal to zero. The IMU YI-axis was parallel to the mounting board Z-axis and the
IMU ZI-axis was parallel to the board Y-axis, so the IMU XI-axis was anti-parallel to
the board X-axis, as depicted in Figure 5.1-left.

The four IMUs were placed at the upper-or lower-limbs, according to the performed
exercises, with their XI-axis pointing to the ceiling, as the reference systems shown
in Figure 5.1-right. On the volunteers’ lower-limbs, the IMUs were placed on the an-
terior surface, so when volunteers were standing, the ZI-axis was perpendicular to the
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Figure 5.1: Axes of the optical and inertial systems and location of the IMUs on the lower-and
upper-limbs. The picture on the left is a schema of the zenithal view of the IMU structure for
the definition of its original orientation. The axes of the IMU and the optical systems are also
depicted in the picture on the right, with the XI-axes pointing to the ceiling in this position of
the standing person. This picture also shows the axes of the optical system, where the XZ plane
is parallel to the floor plane and the Y-axis points to the ceiling. The approximate location of
IMUs (Lshin, Lthigh, Rshin, Rthigh, Larm, Lforearm, Rarm and Rforearm) are highlighted in blue
in the picture. The silhouette graphic is from Vecteezy [Vec22].

coronal plane of their bodies and the YI-axis was perpendicular to their sagittal plane
(Figure 5.1-right depicts these positions). On their upper-limbs, IMUs were placed on
the exterior lateral position. In this case, when the volunteers’ hands pointed to the
floor, the YI-axis was perpendicular to the volunteers’ coronal plane and the ZI-axis
was perpendicular to their sagittal plane. We chose these locations on the body for the
easiness of placing sensors. Each IMU has an identifier with format Xsegment, where X
refers to its position, left ("L") or right ("R"), being segment “thigh” or “shin”, referring
to the segment of the lower-limb the IMU was placed on, or “arm” or “forearm” for
the upper-limb.

We synchronized the four IMUs through the identification of significant events in spe-
cific motions at the beginning of each recording. For the synchronization of the leg
exercises, volunteers performed the three motions depicted in Figure 5.2, which con-
sisted in: keeping the leg straight, two hip flex-extensions with the right leg to syn-
chronize the two IMUs on this leg (Rshin and Rthigh), two hip flex-extensions with the
left leg to synchronize the other two IMUs (Lshin and Lthigh), and two knee bending
with both feet together in order to synchronize both legs by the detection of peaks in
the signals of turn rate recorded by Lshin and Rshin. Data of arm exercises included
two repetitions of straight arms elevation maintaining both hands together during the
motion.
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Figure 5.2: Data synchronization movements for the leg exercises. The labels under the pictures
refer to the IMUs that are synchronized with each specific motion. The volunteer in the pictures
has granted permission to publish.

After the synchronization phase, volunteers performed the different exercises or gait
variations, commonly prescribed in a specific way in physical therapies. These par-
ticular movements have been chosen as part of a physical exercise routine prescribed
for elderly people to maintain their functional capacity [Cas19]. The exercises can be
divided into two groups of three exercises: focused on the lower-limbs and on the
upper-limbs. Table 5.1.3 lists all the exercises and gait variations carried out by the
volunteers, and describes the correct way to perform them. Before the motion record-
ing, an initial description of the exercises set was explained by one of the authors of
the study, who also performed each motion as demonstration. Besides the correct per-
formance of the exercises, volunteers made them wrongly, receiving no instructions in
this case. However, most of volunteers performed the wrong repetitions of the exer-
cises in similar way, so we also report the most common deviations during the wrong
performances in Table 5.1.3. The quality of the performance was evaluated by an ex-
pert person, who indicated how the proper exercises had to be done and labeled the
exercises as correctly or wrongly performed. We only consider one kind of wrong gait
for the three variations (GAT, GIS and GHT) during which volunteers walk freely but
pretending to be tired, dragging their feet on the floor. Figure 5.3 shows pictures of all
these evaluated exercises properly performed.
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Table 5.2: Exercises included in the database together with the description of their correct and
wrong performance.

Exercise Correct execution Wrong execution

Knee flex-
extension
(KFE)

Sat on a stable surface, from the ini-
tial position of 90 º of knee flexion,
keeping the left leg still the right one
moves in the sagittal plane extend-
ing the knee until its maximum. This
variation is labeled as KFER. After
all repetitions moving the right leg,
this one remains still and the left
one moves (KFEL). Number of repe-
titions: 10− 20.

• Deviations from the sagittal
plane

• Focusing the motion on the
thigh

• Moving both legs instead of
only one of them

Squats
(SQT)

From standing position, volunteers
make the exercise sitting on a chair,
avoiding the lateral bending of knees
or hip, and when touching the chair
they stand up again. Number of re-
petitions: 8− 15.

• Seating on the chair

• Without touching the chair

• Supporting their weight
with their hands during the
sitting or standing

Hip ab-
duction
(HAA)

Standing up, keeping the left leg
still the right one moves upwards to
the exterior side in the volunteer’s
frontal plane, remaining straight.
This variation is labeled as HAAR.
After all repetitions moving the right
leg, the right leg remains still and the
left moves (HAAL). Number of repe-
titions: 10− 20.

• Deviations from the frontal
plane

• Bending the knee during the
execution

• Lack of motion control

Gait
(GAT)

Volunteers walk freely in the room.
Number of repetitions > 20.

• Dragging the feet

Gait de-
scribing
∞ (GIS)

Volunteers walk around two objects
on the floor, describing a trajectory
similar to the infinity symbol (∞).
Number of repetitions > 20.

• Dragging the feet

• Without following the tra-
jectory (GAT)
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Gait with
heel-
tiptoe
(GHT)

During walking, volunteers place
first the heel on the floor and then
they raise into their tiptoe. Keep-
ing their weight into their tiptoe, they
place the other heel on the floor and
repeat the motion. Number of repeti-
tions > 20.

• Walking without the heel-
tiptoe motion (GAT)

Elbow
flex-
extension
(EFE)

Both arms move from the straight po-
sition to the maximum flexion of el-
bows in the sagittal plane, keeping
the shoulders still. Number of repeti-
tions: 10− 20.

• Moving only one arm

• Focusing the force on the
back

• Deviating the motion from
the sagittal plane

Extension
of arms
over head
(EAH)

With both hands together, arms, as
straight as possible, make a arch until
reaching the maximum elevation of
hands. Number of repetitions: 10−
20.

• Making the force with only
one arm

• Not raising the arms over the
head

• Separating both hands

Squeezing
(SQZ)

Using a clothing and keeping arms
straight forward, wrists move anti-
symmetrically squeezing the cloth-
ing. Number of repetitions: 10− 20.

• Moving only one wrist

• Turning wrists in other direc-
tions

The number of repetitions varies according to the age of volunteers, being the vol-
unteers included in A and B ranges who performed the highest amount of repetitions.
Volunteers repeated each exercise series four times. Two of these series consisted in the
corresponding exercises properly performed and, in the other two series, the exercises
were wrongly done.

5.1.4 Calibration of legs

In the human motion analysis field, it is common to use the information of the joints
location or orientation [Lin13, M B16, All17b, Xu18]. Thus, PHYTMO also includes
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Leg exercises

Gait variations

Arm exercises

Figure 5.3: Exercises considered in this study performed by one of the volunteers. The first row
includes knee flex-extension (KFE), squats (SQT) and hip abduction (HAA). The middle row
contains natural gait (GAT), gait describing the infinity symbol (∞) in the trajectory (GIS) and
heel-tiptoe gait (GHT). The last row presents elbow flex-extension (EFE), extension of arms
over head (EAH) and squeezing (SQZ). PHYTMO includes the inertial data during all these
exercises and the reference from a three-dimensional optical system of the leg and arm exercises
(first and last rows). The volunteer in the pictures has granted permission to publish.

three motions for the calibration of joints. The volunteers performed the following
three motions in order to have information to calibrate their lower-limbs:

• Hip circles: standing, keeping the hip still and maintaining the legs completely
straight, the volunteers performed circles with one leg (see Hip COR in Fig-
ure 5.4). With this motion, the COR can be estimated using algorithms as dif-
ferent works propose [Cra17, Gar21c, Fri18a].
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• Hip frontal flex-extensions: standing, keeping the hip still and maintaining the
legs completely straight, the volunteers moved this leg in a forward-backwards
motion (see Hip axis ⊥ sagittal in Figure 5.4). With this motion, the axis perpen-
dicular to the sagittal plane can be determined using different methods in the
literature [See12, Cra18].

• Knee frontal flex-extensions: sat on a stable surface, the volunteers moved the
shin of one leg from its knee in a forward-backwards motion with a low range of
motion, around 30 °, keeping the knee still (see Knee axis in Figure 5.4). With this
motion, the location of the axis can be determined using some proposed meth-
ods [Cra18, Fri18a, See12].

Figure 5.4: Motions performed for the calibration of the sensors with respect to the location
and orientation of the CORs and AORs of leg joints. Hip COR is the motion performed in
order to determine the COR of hips, Hip axis ⊥ sagittal corresponds to the movements carried
out to calibrate the hip axis perpendicular to the sagittal plane of the body and Knee axis is the
motion that allows us to locate the knee axis and its orientation.

Similar motions were performed in order to calibrate the volunteers’ upper-limbs, so
the aforementioned methods, which are suggested for the inertial calibration of lower-
limbs, can also be applied in this scenario. In this case, volunteers performed the fol-
lowing three motions:

• Shoulder circles:keeping the shoulder still and one arm completely straight, the
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volunteers performed circles with this arm (see Shoulder COR in Figure 5.4).

• Shoulder frontal flex-extensions: keeping the shoulder still and maintaining one
arm completely straight, the volunteers moved it in a forward-backwards motion
(see Shoulder axis ⊥ sagittal in Figure 5.4).

• Elbow frontal flex-extensions: keeping the elbow still and the hand in the su-
pine position, the volunteers moved one forearm from its elbow in a forward-
backwards motion with a low range of motion, around 60 ° (see Elbow axis in
Figure 5.4).

5.1.5 Data processing

As previously mentioned, we synchronized the four IMUs through the identification
of significant events in the recorded signals during specific motions at the beginning of
each recording. We used MATLAB R2020b [Mat20] to manually select the time instants
of negligible turn rate recorded with each sensor in order to set the initial time of each
signal. We exported the data of each sensor separately in CSV format. More informa-
tion about the name and organization of data is provided in the following section.

With respect to the optical system data, we used the Motive 2.2.0 software [Nat20] to
fill gaps caused by occlusions during the data recording, so we provide the raw and
interpolated optical data. Firstly, we corrected the mislabeled markers in their current
location. Secondly, we interpolated using the Model based option, which uses the in-
formation of the visible markers of an object to infer the trajectory of the others. Finally,
we used the Cubic interpolation in order to fill the information of markers in which the
previous interpolation technique did not work because less than three markers of an
object were seen. This technique uses a cubic spline to fill the missing data.

5.2 Data Records

5.2.1 Raw data

All raw data files exported from both inertial and optical systems were stored as CSV
files and have been uploaded to Zenodo [Zen20]. A total of 7 076 files are available with
DOI 10.5281/zenodo.5052756. Files are called with the nomenclature GNNEEELP_S,
where G refers to the letter of the range of age, so it is “A”, “B”, “C”, “D” or “E” (see
Table 5.1); NN is number of identification of the volunteer, which is associated to the
ranges of age, varies from “01” to “10”; EEE indicates the type of exercise (KFE, HAA,
SQT, EAH, EFE or SQZ) or gait variation (GAT, GIS or GHT); L is the leg with the ex-

10.5281/zenodo.5052756
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ercise is performed, so this letter is only included in the KFE and HAA exercises and it
can be “L” or “R”; P is a label that indicates the evaluation of the exercise performance,
which takes the “0” value when the file contains the correctly performed exercise and
“1” when exercises are wrongly performed; and finally, S indicates the index of the
series, being “1” for the first recorded series and “2” for the second one. In this way,
if the third (03) recorded volunteer aged between 41 and 50 years old (C) performs the
knee flex-extension (KFE) of the right leg (R) following the prescriptions of the exercise
(0) in the first series (1), the corresponding file is called “C03KFER0_1.csv”.

The main directory includes three folders called “inertial”, “optical raw” and “optical
interp”, which contain the data recorded with the IMUs and with the optical system,
respectively. The “raw” and the “interp” folders contain the raw and interpolated data,
respectively. The data organization is different for the inertial and for the optical data,
so they are separately explained bellow.

On the one hand, the “inertial” folder is divided into two directories which refer to
the two possible group of limbs, that is “upper” or “lower”. The corresponding in-
ternal structure is schematized in Figure 5.5 and detailed in the following. Each limb
directory contains five folders (“A”, “B”, “C”, “D” and “E”), corresponding to each
age group of volunteers. The age group folders contain one directory for each limb
segment, which follows the names given to the IMUs. Thus, there are four directories
for the lower-limbs (“Lshin”, “Lthig”, “Rshin” and “Rthigh”) and other four for the
upper-limbs (“Lforearm”, “Larm”, “Rforearm” and “Rarm”).

inertial

Lshin

Lthigh

Rshin

Rthigh

upper

lower

A

B

C

D

E

Figure 5.5: Data organization at the inertial folders. The upper and lower folders are included
in the “inertial” directory. The “upper” and “lower” terms refer to the upper-and lower-limbs.
The five groups correspond to the five age groups in which volunteers are organized. The
segment folders are called according to the body side in which the IMUs are placed (left-L or
right-R), and the corresponding limb segment. Finally, the CSV files follow the GNNEEELP_S
nomenclature (G: range of age of the volunteer, NN: number of its identification, EEE: type
of exercise, L: leg that moves, only in KFE and HAA exercises, P: evaluation of the exercise
performance and S: index of the series).

On the other hand, the other two folders, “optical raw” and “optical interp”, con-
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tain two directories: “biomech_model” and “rigid_bodies”, whose internal structure is
schematized in Figure 5.6. The data of the markers placed directly on the body of each
subject are contained in the “biomech_model” folder and the data of the IMU mount-
ing boards are located in the “rigid_bodies” folder. Thus, “biomech_model” has only
one folder, called “lower” to indicate that it corresponds to the lower-limbs, and this
folder contains the five directories of each age group. Conversely, the “rigid_bodies”
folder is divided into the two directories “upper” and “lower”, with the correspond-
ing age group folders (see Figure 5.6). Since the optical system includes the orientation
and location of all the recorded objects in only one file, these data are not organized in
segment folders but are included directly in the age group directories.

optical

biomech_model

rigid_bodies

lower

A

B

C

D

E

upper

optical

interp

raw

Figure 5.6: Data organization at the optical folders. The upper and lower folders are included
in the “optical raw” and “optical interpolated” directories. The “upper” and “lower” terms
refer to the upper-and lower-limbs. The five groups correspond to the five age groups in which
volunteers are organized. Finally, the CSV files follow the GNNEEELP_S nomenclature (G:
range of age of the volunteer, NN: number of its identification, EEE: type of exercise, L: leg that
moves, only in KFE and HAA exercises, P: evaluation of the exercise performance and S: index
of the series). The names of the files with interpolated data follow the same nomenclature and
have “_interp” at the end.

Inertial systems, whose final CSV files organization is indicated in Figure 5.5, measure
the turn rate, linear acceleration and magnetic field with the timestamp. This inform-
ation is labeled in the inertial files as “Time (s)”, “GyroscopeA (deg/s)”, “Accelerom-
eterA (g)” and “MagnetometerA (uT)”, where “A” refers to the corresponding meas-
urement axis (X, Y or Z). The information given by each sensor is detailed in Table 5.3.

Additionally, we provide the reference data of the optical system during the six repet-
itive exercises, i.e. the orientation and location in the 3D space of the IMU mounting
boards. These files include three rows for the explanation of the recorded data. The
first row indicates if the information corresponds to an IMU mounting board (Rigid
Body) or to a marker (Rigid Body Marker). The second row contains the name of the
corresponding Rigid Body. We defined four rigid bodies, named “shin” and “thigh”
for the structures placed at the right side of the body and “shin2” and “thigh2” for
the ones on the left side. The same mounting structures were used on legs and arms,
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Table 5.3: Label of columns in the CSV files together with their units and description.

Column label Unit Description

In
er

ti
al

Time s
Time since the turn on of the
device until the recording of
each sample

Gyroscope º/s

Turn rate. Divided into three
coordinates: X, Y and Z,
which correspond to the ver-
tical, lateral and anterior di-
rections.

Accelerometer g

Linear acceleration with the
influence of the gravity force.
Divided into three coordin-
ates: X, Y and Z, which cor-
respond to the vertical, lateral
and anterior directions.

Magnetometer µT

3D magnetic field. Divided
into three coordinates: X, Y
and Z, which correspond to
the vertical, lateral and an-
terior directions.

O
pt

ic
al

OBJ/position m
Position in/into the 3D space
of the IMU object. Divided in
three columns: X, Y and Z

OBJ/orientation N/A

Components of the orienta-
tion quaternion of the IMU
object in the 3D space. Di-
vided in four columns: X, Y, Z
and W

SKT/position m
Position in the 3D space of the
skeleton segment. Divided in
three columns: X, Y and Z

SKT/orientation N/A

Components of the orienta-
tion quaternion of the joint in
the 3D space. Divided in four
columns: X, Y, Z and W

placing always the “shin” named structures on the shin or forearm, and the “thigh”
on the thigh or arm, according to the recorded exercise. In the Rigid Body Marker
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case, the second row indicates the number of marker as “Rigid Body: MarkerNum”,
e.g. “shin:Marker1” corresponds to the marker labeled as “1” by the optical system
that is part of the Rigid Body “shin”. Finally, the third row distinguishes between the
Rotation and Position information. The Rotation of the Rigid Bodies with respect to
their initial position (see Figure 5.1) is provided in quaternions (note that markers do
not have rotation information). The Position of the Rigid Bodies and the Rigid Body
Markers, referred to the coordinates origin of the optical system, have magnitude of
meters, as detailed in the “OBJ/position” and “OBJ/orientation” rows in Table 5.3.

PHYTMO also includes an extra file of the biomechanical model during the calibration
of the lower-limbs of volunteers. In this way, we provide relevant anthropometric
information that can be needed or used in the development of IMU-based algorithms
for motion monitoring, as previous works propose [Lin13, M B16, All17b, Xu18]. The
data of the lower-limb segments are indicated with the label “Bone” and when the data
are referred to the position of markers, the corresponding label is “Bone Marker” . We
use the Rizzoli Lower Body Markerset [Lea07], so the markers are called according to
its protocol. The position of the Bones and the Bone Markers is measured in meters, as
detailed in the “SKT/position” and “SKT/orientation” rows in Table 5.3. The names
of skeletons are the group and identifier of the volunteer, as GNN, following the rules
of the previously explained for the GNNEEELP_S nomenclature.

As an example, one representation of the inertial data during an exercise performed
by one of the volunteers is depicted in Figure 5.7. We show the signals obtained with
the tri-axial gyroscope, accelerometer and magnetometer of Lshin during the KFEL
exercise when it is correctly performed and when the volunteer performed it wrongly.
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Figure 5.7: Signals from the gyroscope, accelerometer and magnetometer of Lshin during the
KFEL exercise performed by volunteer A02. The corresponding files are “A02KFEL0_2.csv”
and “A02KFEL1_1.csv”, which are located at the “Lshin” folder.

Figure 5.7 shows that the correctly and wrongly performed exercises are alike, follow-
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ing approximately similar patterns. However, the former is regular, the nine signals
have similar amplitude in repetitions, whereas the latter shows changes between re-
petitions. Also, differences in the repetition duration and the magnitude of the signals
can be observed. The features of these signals are studied in the following section in
order to quantify these differences in performance.

5.2.2 Processed data

The files from the inertial system are provided in raw format, synchronized as pre-
viously explained. These signals contain relevant information for discerning the two
kinds of performance of exercises: correct and wrong. One possible approach to ex-
tract information from the inertial system signals is to split them into repetitions of the
exercises and analyze different features as the average, standard deviation, maximum
and minimum of these segments.

One example of this analysis is represented in Figure 5.8, which shows some features
of the three signals obtained with the accelerometer in Lshin through boxplots. Boxplots
are standardized for displaying features using five numbers: minimum, maximum
(both excluding the outliers), median, first quartile and third quartile. The outliers are
also commonly depicted beyond the maximum and minimum. Thus, the boxplots in
Figure 5.8 depict the quartiles and outliers of four features extracted from the accelera-
tion signal of each repetition of the KFEL exercise correctly and wrongly performed by
A02. The features analyzed with these boxplots are the average, standard deviation,
maximum and minimum.
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Figure 5.8: Boxplots of the mean, standard deviation, maximum and minimum of the acceler-
ation measured by Lshin during the KFEL exercise performed by volunteer A02.

Figure 5.8 also shows the features of the correct exercises and the wrong ones. In this
way, we can do not only a comparison between the two kinds of performance, but
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also study the dynamics during both performances. The correct exercises show a low
dispersion of data, with smaller boxes than those which correspond to the wrong per-
formance. That is consistent with the signals depicted in Figure 5.7, which have similar
amplitudes in the correct performance and high differences in its wrong performance.
Furthermore, the median commonly differs between the two kinds of performance.
Thus, the differences among these data make possible the classification between a cor-
rectly and wrongly performed exercise.

5.3 Technical Validation

5.3.1 Sensor placement

Volunteers wore tight and sporty clothing for the experiments in order to prevent
sensor movement and limitations in the exercises performance. As described in the
Methods (see Methods/Participants and Figure 5.3), the wearable sensors were placed
on the legs or arms, according to the recording of an upper-or lower-limb exercise,
and always with the XI-axis pointed to the ceiling when volunteers were standing
up. Sensors and optical markers were placed by the same two researchers to ensure
consistency. It is also worth highlighting that previous to each recording, the optical
system was calibrated, obtaining an error lower than 1 mm in all cases.

5.3.2 Missing data

Optical systems commonly loose data because of occlusions. We provide the raw and
the filled data, in which we interpolate the missing data, in order to ease its use. The
raw data include a 6.9 % of occlusions and we reduce until a 1.3 % of them when the
data were interpolated. The interpolated files still have some missing data due to oc-
clusions larger than 2 seconds in the raw data that were not accurately interpolated,
as happened during the performance of the SQT exercise by some subjects who acci-
dentally covered one or two IMUs during the exercise performance. We provide those
files in which the data of some mounting boards are recorded as Rigid Bodies and other
are missed. The recorded boards are given raw and interpolated along the complete
recording.

When there were recording problems with the inertial system, we removed the erro-
neous data in PHYTMO (5 %). As a consequence, some volunteers have less recorded
exercises.
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5.4 Usage Notes

Different studies in the literature show that IMUs are valid for human motion monito-
ring, for the description of movements and for their evaluation. To ensure the usability
of this database, the provided files are in CSV format, so they can be easily imported
into Python or MATLAB.

This work contributes to the human motion analysis field by overcoming the lack of
available data to compare algorithms. The validation of the proposals is so far per-
formed on different data obtained for each of the studies. This difference makes it
impossible to draw a fair comparison between them and, sometimes, not even the
same metrics are available to compare them. This database helps to the development
of new alternatives for motion analysis, by using the inertial data provided, and to
their validation by using the reference data from the optical system. In this way, these
data contribute to assess the strengths and limitations of various proposals. In addi-
tion, data are provided so that the research process does not require a previous step
of collecting volunteers and recording movements in motion capture laboratories, and
the data can be used directly.

Python tools are available, specifically for the analysis of the gait variations, which
can be processed with GaityPy, which are Python functions to read accelerometry data
and estimate gait features (https://pypi.org/project/gaitpy/). MATLAB also
have tools for human motion analysis: the Kinematic and Inverse Dynamics toolbox
(https://www.mathworks.com/matlabcentral/fileexchange/72863-forward-and-i
nverse-kinematics) can be used to study human kinematics and dynamics, and the
Inertial Measurement Unit position calculator (https://www.mathworks.com/matlab
central/fileexchange/25730-inertial-measurement-unit-position-calculator)
can be applied for calculating the body’s trajectory, velocity and attitude using data
from an IMU as input.

Additionally, the presented IMU data can be used in OpenSim [Ope20], a freely avail-
able tool for musculoskeletal modeling and dynamic simulation of motions. Specific-
ally, OpenSim has a workflow called OpenSense (https://simtk-confluence.sta
nford.edu/display/OpenSim/OpenSense+-+Kinematics+with+IMU+Data) that
details the corresponding data processing to simulate the kinematics of the body using
the measurements of IMUs.

This database contributes in other human monitoring fields different from the mo-
tion analysis. The data include different exercises and subject variability, which are
also labeled for different classification applications. Some of these classifications can
be human activity recognition, motion evaluation, or optimization of localization and
number of sensors.

https://pypi.org/project/gaitpy/
https://www.mathworks.com/matlabcentral/fileexchange/72863-forward-and-inverse-kinematics
https://www.mathworks.com/matlabcentral/fileexchange/72863-forward-and-inverse-kinematics
https://www.mathworks.com/matlabcentral/fileexchange/25730-inertial-measurement-unit-position-calculator
https://www.mathworks.com/matlabcentral/fileexchange/25730-inertial-measurement-unit-position-calculator
https://simtk-confluence.stanford.edu/display/OpenSim/OpenSense+-+Kinematics+with+IMU+Data
https://simtk-confluence.stanford.edu/display/OpenSim/OpenSense+-+Kinematics+with+IMU+Data
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Finally, we help to its usability with the publication of the features_extraction function,
developed for MATLAB in any of its version. This function splits signals using a slid-
ing window, returning its segments, and extract signal features, in the time and fre-
quency domain, based on prior studies of the literature [Zha20b, Pre20, Kia17, Bav19,
Per19]. This function needs at least three signals from one triaxial sensor to extract
their features, a window size in number of samples and a window shift that defines
the distance between consecutive windows. The returning features are divided into
the time and frequency domains. The time domain features are: mean of each signal,
maximum of each signal, minimum of each signal, mean of the absolute value of each
signal, standard deviation of each signal, variance of each signal, mean absolute de-
viation of each signal, root mean square of each signal, mean over the three axes of
each sensor, average standard deviation over each three axes, skewness of each signal,
average skewness over each three axes, kurtosis of each signal, average kurtosis over
each three axes, 25, 50 and 75 quartiles of each signal, power of each signal, correlation
between the three axes, correlation of each axis and the vector norm and entropy of
each signal. The frequency domain features are always for each signal and they are the
following: energy, absolute value of the maximum FFT coefficient, absolute value of
the minimum FFT coefficient, maximum FFT coefficient, mean FFT coefficient, median
FFT coefficient, discrete cosine transform and spectral entropy. Finally, a box plot of
the selected features and sensor is depicted to ease the analysis of data in PHYTMO.

5.5 Conclusions

This data descriptor contributes to the research of the monitoring and evaluation of
the performance of prescribed physical therapy exercises through inertial wearable
sensors. PHYTMO is created for its use in the development of novel algorithms for
human motion analysis, where is a lack of common data to validate and compare al-
gorithms. Using these data, IMU-based algorithms for kinetic parameter estimation
can be developed or analyzed, as different proposals found in the literature [Lin12,
M B16, All17b, Mul17c]. This application is feasible because PHYTMO include data
from IMUs together with reference data from an accurate optical system, related to
the 6 exercises based on repetitions of motions. Therefore, this database can be used
to check different proposals using the same data, facilitating a fair comparison among
algorithms.

Furthermore, PHYTMO can be used for human motion monitoring, including the iden-
tification and assessment of a known set of prescribed exercises. The database includes
enough variable data for developing ML-based algorithms, as those proposed in the
literature [Bev18, Gig14].

The database presented in this chapter, PHYTMO, as far as we know, is the first data-
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base with these characteristics. Its data are publicly available at Zenodo [Gar21a] to-
gether with a MATLAB function to increase its usability. In addition, the associated
data descriptor is currently under review [Gar22a].



Chapter 6

Prescribed Motions Recognition and
Evaluation

Motion analysis algorithms aim at estimating kinematic parameters of the motion. Al-
ternatively, if the aim is to obtain a qualitative description of the movement performed,
other algorithms are used, such as classifications based on ML methods.

The second research goal of this thesis is to investigate and implement ML algorithms
for the recognition and evaluation of prescribed motions. The main aim is that this
complete characterization of motions is based only on IMUs so we obtain objective
information about their performance without limitations associated to other technolo-
gical solutions.

Our approach is focused on home-based supervision systems, sometimes called virtual
coaches, which are becoming increasingly important. These virtual coaches contri-
bute to patients’ adherence to physical treatments based on exercises [Kyr20b, Pal16],
which is crucial to obtain the benefits of those long-term therapies. Inescapably, vir-
tual coaches rely on the development of technological solutions to achieve those three
objectives: to analyze the motions, to monitor the physical activity and to provide
feedback to patients. The technological solutions have to be portable and everywhere
usable in order to avoid the limitation of its use in controlled environments and in-
crease their availability. We consider that virtual coaches based on IMUs fulfill all
these requirements.

There are several proposals for the sport motion recognition using IMUs, most of them
based on ML algorithms. IMUs and ML algorithms have been jointly applied to re-
cognize fitness exercises [Pre20], swimming, tennis or basketball [Zha20b], among oth-
ers [Cus19]. However, fewer proposals exist for the recognition of motions during the
rehabilitation process. Besides the recognition, another problem related with the moni-
toring of physical routines is the evaluation of the exercises. This evaluation classifies
exercises between correct or wrong performances and, in some works, different errors

87
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in performance are evaluated. But these works use different ML algorithms for eval-
uating the performance of particular known exercises individually [Gig14, Hua16a,
Bev18, Whe16, Gar21b]. These individual evaluation implies the classifier knowledge
of the exercise to be evaluated, without requiring its previous recognition.

However, during a remote physical therapy, we do not have such information, and
from a practical point of view, not only different exercises are carried out, but also they
can be correctly and wrongly performed. Then, we have to consider both tasks (recog-
nition and evaluation), that can be carried out separately or as a single task including
the whole characterization of the performed exercises. As a consequence, both get
more complicated. On the one hand, including correct and wrong performances of the
exercises implies that their recognition entails a higher variability than if only accurate
performances are taken into account. On the other hand, the evaluation of exercises re-
lies on the correct recognition of motions. An error in the first stage will condition the
result of the evaluation. If we combine both stages it results in an increase of the num-
ber of data classes, since they do not only include the kind of motions, but also their
correctness. In conclusion, the complete characterization of exercises in prescribed rou-
tines is a complex task to study. To the best of our knowledge, no previous works deal
with the whole exercises characterization as a single classification problem.

In this chapter, we analyze the problem of exercises characterization, recognizing and
evaluating them, with the aim of establishing a first approach for its remote monito-
ring. We focus on eight upper-and lower-limb exercises included in a multidisciplinary
routine found in the literature [Cas19], although it can be extrapolated to any exercise
routine. The main objective is to characterize these exercises using inertial data from
four IMUs placed on the person upper-and lower-limbs, in order to determine which
one is being carried out and whether it is correctly or wrongly performed. The iner-
tial data used are the previously introduced in Chapter 5, which are publicly available
at Zenodo [Gar21a]. We evaluate several proposals by using the processed data from
IMUs as inputs for six different ML algorithms [Bis06]: SVM, DT, RF, KNN, Extreme
Learning Machines (ELM) and MLP.

Our main contribution is the proposal and validation of complete methods that cover
the recognition of physical exercises considering also the quality in their performance.
We evaluate the proposals with different ML algorithms and determine the most suit-
able one. In this way, we provide insights for the basis of exercises characterization by
using ML algorithms.
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6.1 Methods

The main goal of our proposal is to determine which exercise is carried out by a person
in a therapeutic session and whether it is being performed according to its prescription
(correct performance - C) or not (wrong performance - W). We refer to the process of
determining the exercise as recognition, whereas the evaluation corresponds to the per-
formance assessment, as correct (C) or wrong (W). Thus, our proposals both recognize
and evaluate the exercises by measuring the turn rate and acceleration with four IMUs
placed on the body of volunteers.

We detail three different approaches in section 6.1.1. We relate the formal classification
problem with the objective of exercises characterization in section 6.1.2 and we provide
a brief explanation of the ML algorithms used in this chapter in section 6.1.3.

6.1.1 Proposals for the exercises recognition and evaluation

Simultaneous exercise recognition and evaluation is a complex problem to solve. To
deal with this issue, we propose three different approaches with the only prior know-
ledge of the type of exercises included in the dataset. Since the applied ML approaches
are highly non-linear, the three proposals have to be characterized because they are not
expected to be equivalent. These proposals are explained in the following:

• The first proposal, called “ReEv”, makes the recognition and evaluation in one
single step providing as outputs the type of exercise and its correctness. Its
working scheme is shown in Figure 6.1. In this way, with one single classifica-
tion process we obtain the complete characterization of the performed exercise.
However, the number of classes doubles because we have the correct and wrong
performance of exercises. That increment of classes complicates the classification
task and, as a consequence, is expected to increase the error rates.

• From a practical point of view, we can assume that the recognition of exercises
is relevant only if they are correctly performed. Therefore, the characterization
of motions, i.e. determining the motion angles or the number of repetitions, is
specially interesting in the correct repetitions. On the contrary, the wrongly per-
formed exercises are required to be detected in order to get information about the
correct comprehension of the description of exercises. The wrongly performed
exercises of lower-or upper-limbs drive to quite similar features, easy to confuse
even by humans, what reduce the accuracy rates. Our second approach, called
“ReC-W”, tries to surpass this issue by eliminating of the recognition process the
wrongly performed exercises.
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The main difference of ReC-W with respect to the first proposal, ReEv, is that ReC-
W considers all wrongly performed exercises as two kind of motions, those per-
formed with the upper-limbs and those performed with the lower-limbs. So this
method only recognizes the correctly performed exercises, but assigns the gen-
eric labels, WU and WL (Wrong Upper-limbs, Wrong Low-limbs), to the wrong
performances, as depicted in Figure 6.1.

• The last proposal, called “1Re-2Ev”, divides the complete process of determin-
ing the kind of exercise and its performance quality into two different stages of
classification. It is based on the hypothesis that separating the recognition and
the evaluation into two different stages, both classifications would improve their
accuracy rates. This would be a consequence of three different facts: 1) the re-
duction of the number of classes; 2) the increase of variability of each class in the
recognition (by the mix of correct and wrong classes); and 3) the simplification of
the evaluation of each exercise separately after its previous recognition.

Then, we separate both classifications as follows: the initial stage consists in a
multi-class classification for the recognition of the exercise; and the second stage
evaluates the recognized exercise making a binary classification, as schematized
in Figure 6.1.

Figure 6.1: Scheme of the different classification approaches for the recognition and evaluation
of exercises used in this study: ReEv, ReC-W and 1Re-2Ev. The scheme shows three different
exercises, used as example: exercise A (EXA), exercise B (EXB) and exercise C (EXC); including
also their correct (-C) and wrong (-W) performance label. Labels correct (C) and wrong (W)
after the recognition of exercises are grey depicted, similar to the wrong label which specifies
the kind of limb moved, called WK. In this label, K changes according to the limbs moved
during the exercises, being WU when it refers to upper-limb exercises and WL when it does to
lower-limb exercises.
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6.1.2 Classification problem

Formally, we consider a set of input-output pairs D = {(xi, yi)}N
i=1 where xi ∈ Rn

are the N samples of the input feature space obtained from the IMU signals recorded
during the exercises and yi ∈ C = {Cj | 1 ≤ j ≤ J} are the class to which these features
correspond. The number of classes J ∈ N depend on each proposal. ML classifiers look
for a decision function f :

f : Rn → C
x 7→ y = f (x, ω)

(6.1)

which given a sample, that in this chapter contains features from IMU signals, deter-
mines the output class, i.e. the one that includes the kind of exercise and its perfor-
mance correctness.

The so-called parametric ML methods are characterized by a set of parameters ω. Du-
ring the training process, the ML classifier finds the parameters ω that best fit the given
training data set. The aim of these methods is to find a function f capable of general-
izing its good accuracy to the given new data, which corresponds in this study to a
person motion features recorded by the IMUs.

6.1.3 ML algorithms evaluated

We evaluate the performance of the following ML algorithms: SVM, RF, KNN, ELM,
MLP and DT, which are explained in depth in Appendix A.4. All of them are super-
vised methods which require a labeled data set to be trained. We choose SVM, RF,
KNN and the two neural networks, MPL and ELM, because they are the most prom-
ising algorithms for the sport monitoring and performance evaluation [Cam18] and
recognition [Cus19]. Besides, we include DT as baseline method which is expected to
present overfitting and be overcome, at least, by RF, an ensemble method of DT.

SVMs are classifiers which look for the maximum separation among different classes,
i.e. their decision function is a separation hyperplane that maximally separates samples
from different classes [Sch18]. Usually, SVMs apply appropriate non-linear maps to the
input space φ : RN → Rp in order to guarantee that the transformed samples are more
likely to be linearly separable in a higher-dimension feature space Rp. This is the so-
called kernel trick, which we employ to improve the performance of the classifier.

DTs are non-parametric methods based on simple decision rules inferred from data fea-
tures [Bre01], but their overfitting problem is widely known. RFs are ensemble learn-
ing methods that construct T classification decision trees to predict the outputs [Bre01].
They fix the characteristic overfitting problem of individual DT.

RF is one of the most accurate classification algorithms, with good scalable properties:
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it efficiently deals with large amount of data and multiple input variables without con-
suming lot of resources such as memory. RFs are trained by the bootstrap aggregating
technique [Bre96], selecting random feature trees during the training process.

KNN classification is a non-parametric ML method which finds a group of k objects in
the training set which are the closest to the test object [Sha08]. Frequently, it uses the
Euclidean distance, weighting the importance of each feature, which is the distance
used in this study. The assignment of a specific class is based on the predominance
of a particular class in its neighborhood. The k parameter specifies the size of the
neighborhood, which votes for labeling the input data.

MLPs are a kind of feed-forward Artificial Neural Network (ANN) organized as a set of
sequentially interconnected layers [Kub99, Bis95]. Each layer is fully connected, which
means that all neurons of a layer have links to the neurons in the previous one, through
which they receive information, emulating the synaptic links of the human brain. Links
have associated weights that adjust the propagation of the information to the output.
MLP has a high capacity of generalization, but suffers from overfitting if the number
of layers, or neurons in each layer, is not well chosen. During the training process, the
different algorithms search the best combination of link weights in order to optimize a
goodness-of-fit function. The sequential network topology benefits the efficiency of the
optimization methods. Optimization methods such as the backpropagation algorithm
combined with the Levenberg-Marquardt algorithm [Lev44, Mar63] are possible due
to this topology. In this thesis, both methods have been used for training the MLP.

ELM is a special kind of multi-layer perceptron, with one single hidden layer, characte-
rized by being trained with a method computationally faster than the traditional back-
propagation method [Hua06, Hua11]. The ELM training process randomly chooses
the link weights of the hidden neurons, that frequently follows a uniform probability
distribution. The weights of the links that connect the hidden layer to the output are
computed establishing a linear least-squares problem which is solved calculating a fast
pseudo-inverse, which considerably reduce the computation time during the training.
ELMs have less capacity of generalization than MLPs, but suffer less overfitting during
the training. The number of neurons of the hidden layer is the only hyperparameter to
be determined.

6.2 Experimental protocol

The data consist in the dataset PHYTMO, presented in Chapter 5, which is summarized
here for clarity. These data were recorded by inertial sensors placed on the volunteers’
bodies while they performed the exercises commonly found in physical therapies. In
this section, we detail the study population, the sensory system and the studied exer-
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cises.

6.2.1 Study Population

Thirty volunteers participated in this study, 13 of them were women and the other
17 were men, whose anthropometric details, age and sex are in Table 5.1. They were all
healthy people aged between 22 and 70 years old. In average, they were 169.1± 7.9 cm
tall and had a weight of 69.5± 10.3 kg. In this way, we evaluate the proposed meth-
ods in a set of volunteers with variability in their age and anthropometric measures.
Guadalajara University Hospital approved the study protocol (Institutional Review
Board No.2018.22.PR, protocol version V.1. dated 21/12/2020), and a written informed
consent was obtained from all participants. The approval from the Ethics Committee
is in Appendix B.

6.2.2 Sensory system

During the performance of the physical routine, volunteers’ motions were recorded
with four IMUs. We used the commercial IMUs called NGIMU, by X-io Technology
[xio21], which has a size of 56× 39× 18 mm, what makes them practical for wearing
during the performance of the studied motions. These IMUs include a 3-axis gyro-
scope, accelerometer and magnetometer, which have a range of 2000 °/s , 16 g and
1300 µT, respectively. In this work, we only use the gyroscope and the accelerometer
that have a 16-bit resolution, and a maximum sample rate of 400 Hz. For the experi-
ments, these devices measure the turn rate and specific force in each axis (six signals)
during the exercises performance at a sample rate of 100 Hz. The signals of each device
are stored into one micro SD card and processed off-line. However, the NGIMU has
wireless communication what would meet the requirements of virtual coaching.

The experiments were carried out in the MoCap laboratory of the University of Alcalá.
This environment is controlled and volunteers were recorded one at a time. IMUs
were placed on the volunteers’ thighs and shins during lower-limb exercises and on
arms and forearms during upper-limb exercises. We used Velcro straps to secure the
attachment of the sensors, while ensuring that their placement and tightness did not
affect their freedom of movement. On the lower-limbs, we placed IMUs in the anterior
surface of their limbs and, on the upper-limbs, IMUs were placed on the exterior lateral
location, as Figure 6.2 shows. In all cases, the orientation of IMUs is the same, with the
X-axis pointing to the ceiling when volunteers kept standing with their arms along
their bodies and their hands pointing to the floor, see Figure 5.1. We selected those
sensors location on the body because of the easiness of their placing.

Our proposals rely on maintaining this location of IMUs because the training data only
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covers this configuration. As a consequence, following applications of these methods
are limited to data obtained using the same IMU locations on the body.

Figure 6.2: IMUs placed at the right lower-limb and at the right upper-limb, marked with red
circles. On the left limbs, there are two more IMUs at similar placements than in the right
upper-and lower-limbs, respectively. Passive reflector sensors, which are commonly used to
obtain optical reference data in biomechanical studies as in [Gar21c], are also shown. However,
the optical data are not used in this study.

6.2.3 Experimental tests: exercises

A set of eight exercises were carried out by the volunteers, which are focused on the
lower-or upper-limbs. Since two of them divides into their performance with the cor-
responding side of the body, right (R) of left (L), we study 10 types of exercises. These
exercises consist in repetitive motions, commonly prescribed to older adults, that have
to be performed in a specific way. In this study, volunteers mimicked the instructions
found in [Cas19] in order to perform the exercises explained in the following. First,
they carried out a set of lower-limbs exercises:

• Knee flex-extension (KFL/R): seated on a stable surface, from the initial position
of 90 º of knee flexion, keeping the left leg still, the right one moved until its
extension and returned to knee flexion. After all repetitions moving the right leg,
the right leg remained still and the left one moved, as shown in Figure 6.3-KFL/R.

• Squats (SQT): from standing position, volunteers made the motion of sitting on
a chair and, when touching the chair with their back thighs, they stood up again.
This exercise is depicted in Figure 6.3-SQT.

• Hip abduction (HAL/R): standing up, keeping the left leg still, the right one
moved doing an abduction-abduction with the leg straight, as Figure 6.3 sche-
matizes. After all repetitions moving the right leg, the right leg remained still
and the left one moved.
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KFL/R SQT HAL/R

Figure 6.3: Exercises considered in this study, based on [Cas19]. The first row includes knee
flex-extension (KFL/R), squats (SQT) and hip abduction (HAL/R). The row below contains
natural gait (GAT) and heel-tiptoe gait (GHT). Finally, the column in the right shows squeezing
(SQZ), elbow flex-extension (EFE) and extension of arms over head (EAH).

Besides these exercises of legs, we studied different variations of gait (see second row
of Figure 6.3). We consider the gait variations as leg exercises because IMUs were
placed on the volunteers’ lower-limbs during their execution, even though they are
more complex. Volunteers performed two gait variations:

• Gait (GAT): volunteers walked freely in the room.

• Gait with heel-tiptoe (GHT): during walking, volunteers placed first the heel on
the floor and then they stood on tiptoe. Keeping their weight on their tiptoe, they
placed the other heel on the floor and repeated the motion.

Furthermore, volunteers performed the following exercises of the upper-limbs, which
are depicted in the third row of Figure 6.3:

• Squeezing (SQZ): using a clothing and keeping arms straight forward, wrists
moved anti-symmetrically squeezing the clothing.

• Elbow flex-extension (EFE): both arms moved from the straight position to the
maximum bending of elbows, keeping the shoulders still.

• Extension of arms over head (EAH): with both hands together, arms, as straight
as possible, made an arch until reaching the maximum elevation of hands.

Volunteers repeated each motion between 10 and 20 times, according to their age, ex-
cept for the squats. The squats were repeated only between 7 and 15 times to prevent
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a wrong performance of the exercises caused by physical fatigue, as observed during
the experiments with more repetitions. Volunteers performed four times each exercise
series. Two of these series consisted in the corresponding repetitions properly done;
and the other two series were wrongly performed, with a total motion freedom to
modify the original exercise. The last two series are the ones labeled as wrong. More
details about the exercises performance and their possible wrong executions are given
in Table 5.1.3. Since volunteers made various motions for the wrong performances,
data of this wrong exercises include a high variability. The gait exercises are an excep-
tion since we consider only one kind of wrongly gait variation, in which volunteers
walked freely mimicking a tired gait or joint locking. So, gait divides into three varia-
tions: correct GAT, wrong GAT and GHT.

6.3 Data analysis

Figure 6.4 depicts the overview of the data analysis for the exercises recognition and
evaluation using signals from four IMUs. The four dotted rectangles refer to the fol-
lowing sections: section 6.3.1 details the signal segmentation and feature extraction;
section 6.3.2 defines the classes for each proposed method; section 6.3.3 introduces the
optimization parameters or configuration for the ML algorithms; and section 6.3.4 de-
scribes the metrics used to evaluate the proposals.

Figure 6.4: Flowchart of the data analysis. Using the IMU signals, we split them in windows
and extract, from each one, its mean, average, minimum and maximum. Then, we label the
data according to the corresponding proposal. The labeled data are the inputs in the ML al-
gorithms, which are then assessed using five metrics. Each process box, squared with dashed
lines, indicates the corresponding section of this document in which this process is detailed.
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6.3.1 Signal processing

In this study, we use a sliding window to segment the raw IMU signals, as depicted
in the green rectangle of Figure 6.4. Three window sizes are analysed: 100, 200 and
300 samples, which correspond to windows of 1 s, 2 s and 3 s, respectively. We limit
the window size to 300 samples in order to find a balance between the algorithms’
performance and the possible motions included in one single window. The larger the
window, the more likely to mix different motions in them. Also, according to [Ban14b],
the interval 1 s-2 s was proved to provide the best trade-off between recognition speed
and accuracy when a high variety of features is employed. We limit the interval to 3 s
because we use simple features in our analysis and they proved a direct relation be-
tween the features and the window size. In all cases, the overlap between consecutive
windows is set to 50 % of the window size. We use four time-domain features com-
monly found in the literature: mean, standard deviation, maximum and minimum of
signals over each axis. Since motions were recorded with four IMUs that record six
signals each, the data set includes 96 features per window.

6.3.2 Data Labeling

The proposals are based on supervised algorithms, that require the labeling of samples
for their training. To achieve a proper implementation of ML algorithms, in this step
we ensure that labels are correctly associated to the corresponding classes and the num-
ber of data per label are balanced. We manually selected the beginning and the end of
each exercise series and we associated the corresponding label to each group of fea-
tures. We know the exercise performed and its quality by the design of the experi-
ments and their supervision, as explained in section 6.2.3. However, the separation
of the data between the different classes depends on the proposed method, since their
output labels differ. It implies that the data labeling depends on the proposal and, more
specifically, on the definitions of the classes into which the data are to be divided, as
shown in the yellow rectangle of Figure 6.4. In the following, we explain this labeling
process together with the labels assigned to each data class.

ReEv

In this proposal, labels include information of the kind of exercise and whether the
exercise is correctly or wrongly performed, e.g. the EAH exercise, divides into EAH-
C and EAH-W, which correspond to its correct and wrong performances. The only
exercise that does not include the performance information is GHT because its wrong
performance is included in the wrong performance of normal gait, so it is considered
as the wrong GAT exercise. We study eight exercises, and two of them are divided into
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the right or left sides of performance. As ReEv separately considers their correct and
wrong performances, this proposal includes 19 classes, 9 kinds of exercises with their
correct and wrong performance, and GHT.

ReC-W

The labels of the second proposal for the properly performed motions include the
information about which exercise is being carried out. On the contrary, the wrong
performances of the exercises are considered as only two kind of motions, those per-
formed with the upper-limbs, labeled as WU, and those performed with the lower-
limbs, labeled as WL. In this way, this proposal contains 12 classes (10 kinds of exerci-
ses, WU and WL).

Another main difference with the other two proposals is that in the design of ReC-W,
we establish the number of samples in WU and WL (it means that we do not use the
total number of samples, but we establish a quantity of them in order to ensure balance
and variability). The other two methods include in their wrong-labeled classes those
number of samples in which each exercise is wrongly performed because it is already
balanced with the correct-labeled classes. In ReC-W, the number of samples in WU and
WL has to ensure that the training set of the ML algorithms includes a high variability
of wrongly performed motions so the test set can be properly classified. To do so, we
separately double the number of samples in the largest class of the upper-and lower-
limb exercises to establish the number of samples in WU and WL.

1Re-2Ev

Since this proposal consists of two classification stages, we separate the labels depend-
ing on the objective of each stage. In the recognition stage, labels correspond to the
kind of exercise, so we have 10 classes, whereas in the evaluation stage, the two pos-
sible labels indicate only if the classification is correctly (C) or wrongly (W) performed.

6.3.3 Classifier Training and Validation

After the extraction of the features and the labeling of associated windows, we trained
the algorithms detailed in Section 6.1.3. For the optimization of hyperparameters, we
split data into training set and validation set. The training set includes the data of
twenty-four volunteers, the validation set includes the data of five volunteers. In this
way, we have one volunteer left in order to test the algorithms through a LOSO cross-
validation [Arl10], as explained in the following section. We study these algorithms
using the Matlab R2020b software as follows:



6.3. DATA ANALYSIS 99

• We evaluate SVMs with three different kernel mappings: linear (SVML), polyno-
mial (SVMP) and Gaussian (SVMG).

• We optimize the minimum leaf size of DT.

• We validate the number of neighbors in KNN, analyzing from 1 to 20 of them and
selecting the one that obtains the highest accuracy in the validation test.

• In MLP, we set the number of hidden layers to 1 since we do not observe any
improvement of performance using more than one. We set the number of neurons
as the average of the number of inputs (which is always 96 features), being the
outputs the number of classes identified by the proposals, according to [Muk18].

• Since ELM is a fast algorithm, we validate the number of neurons from 10 to
1000 neurons and select the number that reports the highest accuracy.

6.3.4 Proposals Assessment

The proposals are evaluated with a LOSO cross-validation, using the data of each vol-
unteer as test data set, so the training-test process is carried out 30 times, one for each
volunteer. This is the most robust type of cross-validation in studies that involve hu-
man subjects, because it allows the subject-to-subject variability and avoids the auto-
correlation in time series data obtained with one subject. It is also a more demanding
cross-validation method than k-fold or random cross validation, so its results are ex-
pected to be worse than with those last types of cross-validation.

The assessment of the proposals is carried out in terms of the average metrics for the
thirty volunteers. This is the final step, highlighted with a purple rectangle in Fig-
ure 6.4. The metrics considered operate separately for each class, which correspond to
the kind of exercise and its performance quality. In this way, the positives (P) of a class
are their number of sample, and the negatives (N) are the samples that correspond to
the rest of classes. Positives are divided into true positives (TP) and false positives
(FP) according to whether the samples really belong to the recognized class or they are
misclassified, respectively. Negatives are also divided intro true negatives (TN) and
false negatives (FN). TN are those samples which do not belong to the considered class
whereas FN refer to the samples which really are members of the considered class but
they are wrongly classified.

We study the proposals in terms of their accuracy (6.2), which measure the percentage
of cases that the model has correctly predicted, although it must be combined with
other different metrics for a meaningful analysis of the model. We also use the pre-
cision (6.3) to measure the quality in the detection of each class; sensitivity (6.4) to
determine the effectiveness in the identification of each class; the F1-score (6.5) that
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combines those two previous metrics assuming that both of them are equally impor-
tant; and finally the specificity (6.6) relates to the model’s ability to correctly classify
a sample that does not correspond to a class in this way, so it measures the ability to
detect negative labels.

acc (%) =
TP + TN

P + N
· 100 (6.2)

prec (%) =
TP

TP + FP
· 100 (6.3)

sens (%) =
TP

TP + FN
· 100 (6.4)

F1 (%) =
2 TP

2 TP + FP + FN
· 100 (6.5)

spec (%) =
TN

TN + FP
· 100 (6.6)

We study the average values for all classes and volunteers. In order to provide an
in-depth study on the results, including the differences in the identification quality of
each class, we also analyze the confusion matrices.

6.4 Experimental results

In this section, we describe and discuss the results of the proposals for the recogni-
tion and evaluation of exercises. We initially analyze the best window lengths and ML
algorithms for the proposals in section 6.4.1. Then, we separately provide a detailed
study of the three proposals. Section 6.4.2 contains the results obtained using ReEv,
combining both classifications in one single step. Section 6.4.3 includes the results of
ReC-W, which recognizes the correctly performed exercises and labels the wrong per-
formances as WU or WL, depending on whether the motions are performed with the
upper-or lower-limbs. Section 6.4.4 details the results of 1Re-2Ev, the two-stage method
that firstly recognizes the exercises and secondly evaluates them. Finally, section 6.4.5
provides a comparison of the three proposals.

6.4.1 Windows length analysis and ML algorithms performance

In order to analyze the most suitable window length for the proposals and the best
ML algorithm, we separately study the metrics with each proposal. For the case of
ReEv, we provide in Table 6.1 its resultant accuracy, F1-score, precision, sensitivity
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and specificity, using the three window sizes of 100, 200 and 300 samples. The first
column for each window size shows the accuracy of each method, which in most of
cases is about 80 %. As expected, the method that obtains the lowest metrics is DT,
which is used as baseline, resulting in an accuracy lower than the 80 % with all the
window sizes. This poor results are mainly caused by its common overfitting problem.
Conversely, the two best algorithms are SVML and RF.

Table 6.1: Classification results obtained with ReEv expressed in terms of accuracy, F1-score,
precision, sensitivity and specificity. The first row specifies the window size for the signals
cutting to obtain those metrics. The highest metrics of the two best methods are in bold and
green, and the lowest metrics are in red color.

Window size = 100 samples Window size = 200 samples Window size = 300 samples
acc (%) F1 (%) prec (%) sens (%) spec (%) acc (%) F1 (%) prec (%) sens (%) spec (%) acc (%) F1 (%) prec (%) sens (%) spec (%)

SVMG 82.0 82.0 81.8 82.6 99.0 85.8 86.2 85.3 86.2 99.2 87.4 87.9 86.8 88.4 99.3
SVML 83.5 84.0 83.9 83.9 99.1 87.4 88.1 87.7 88.6 99.3 88.3 89.8 88.6 89.2 99.4
SVMP 82.7 82.6 82.6 83.0 99.0 86.1 86.9 86.3 87.6 99.2 87.5 88.3 87.6 88.7 99.3
RF 83.6 83.1 83.7 83.6 99.1 86.3 86.5 86.7 87.0 99.2 88.4 88.8 88.7 89.4 99.4
KNN 77.1 77.2 77.5 76.6 98.7 80.6 81.3 81.4 80.8 98.9 84.1 85.1 84.9 84.8 99.1
ELM 82.1 81.5 82.2 80.4 99.0 85.0 84.5 85.2 85.0 99.2 88.0 88.2 87.8 88.5 99.3
MLP 81.2 81.1 81.7 80.1 99.0 81.7 83.0 81.0 82.7 99.0 81.9 84.2 81.6 83.5 99.0
DT 69.3 69.7 70.0 69.2 98.3 72.8 72.9 73.7 73.9 98.5 75.5 75.5 76.2 76.3 98.6

We focus on SVML to study the best window size because it gives the highest metrics in
most cases. All its metrics improve with the enlargement of the window size from 100
to 300 samples. The accuracy increases from 83.5 % to 88.3 %, the F1-score from 84.0 %
to 88.1 %, the precision from 83.9 % to 88.6 % and the sensitivity from 83.9 % to 89.2 %.
So the most suitable window size is 300 samples. Conversely, specificity is above 99 %
with all the ML methods and windows sizes, so this metric cannot be the criteria to
choose the best proposal. This specificity value is due to the fact that the number of
false positives of a single class is highly lower than its number of true negatives, which
are the addition of the other correctly labeled exercises.

For the case of ReC-W, Table 6.2 shows its metrics. The best algorithms are SVML and
RF, whose results are written in green bold, and the worst is DT, whose results are high-
lighted in red. As in the previous method, the algorithm that obtains the best metrics
is SVML, which range between 87.2 % and 99.2 %, improving with the window length-
ening. Using SVML the best metrics are obtained with a window size of 300 samples,
it reaches an accuracy of 91.4 %, being the rest metrics about 90.7 %.

Finally, we analyze the results of 1Re-2Ev. Since this method divides the recognition
and the evaluation of exercises into two different classifications, we study their re-
sults separately. Firstly, we evaluate the initial stage, the exercise recognition, in which
each class collects the correct and wrong performances of the corresponding exercises.
Secondly, we focus on the last stage, the exercise evaluation, whose inputs are the re-
cognized exercises of the previous stage and classifies these exercises between correct
or wrong.

Table 6.3 shows the resultant metrics of the recognition stage. The two best algorithms,
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Table 6.2: Classification results obtained with ReC-W expressed in terms of accuracy, F1-score,
precision, sensitivity and specificity. The first row specifies the window size for the signals
cutting to obtain those metrics. The highest metrics of the two best methods are in bold and
green, and the lowest metrics are in red color.

Window size = 100 samples Window size = 200 samples Window size = 300 samples
acc (%) F1 (%) prec (%) sens (%) spec (%) acc (%) F1 (%) prec (%) sens (%) spec (%) acc (%) F1 (%) prec (%) sens (%) spec (%)

SVMG 86.3 85.6 84.4 90.4 98.7 86.7 88.1 84.5 91.0 98.8 88.4 89.9 84.8 92.1 99.0
SVML 87.2 88.2 88.5 89.1 98.8 89.9 90.9 90.0 91.7 99.1 91.4 92.6 90.7 92.9 99.2
SVMP 85.8 85.9 84.8 88.6 98.7 88.1 89.6 87.5 91.6 98.9 89.3 89.9 87.4 92.4 99.1
RF 87.0 87.3 87.5 89.5 98.8 89.5 90.0 89.6 92.1 99.0 89.4 89.8 88.7 92.3 99.1
KNN 80.6 82.3 83.4 82.4 98.2 84.5 86.7 87.1 85.7 98.5 85.8 87.5 88.0 86.5 98.7
ELM 86.0 87.7 89.8 85.7 98.7 88.8 90.4 91.6 89.5 98.9 89.4 90.3 91.5 90.2 99.0
MLP 85.4 85.9 86.9 85.7 98.6 85.0 87.7 86.9 87.0 98.6 85.1 88.7 86.7 87.1 98.7
DT 75.7 77.0 76.4 79.5 97.7 79.1 80.1 79.6 82.1 98.0 77.2 77.6 76.6 80.5 98.0

printed its metrics in bold green, are SVM with the Gaussian and the polynomial ker-
nels. These configurations obtain results above 95.2 % with all the window sizes. The
kernel difference with respect to the previous methods is noteworthy. It means that
gathering the correct and wrong performance of each exercise into one class, what
implies an increment of variability in each class, the data distribution in the classes
changes and their best separation is no longer with a linear hyperplane. The increase
in variability also makes more difficult the generalization of the exercise recognition
with RF, whose metrics are no longer included between the best ones. The worst algo-
rithm is DT again, written in red in Table 6.3, as expected because of its results in the
previous proposals.

Table 6.3: Classification results obtained in the first stage of 1Re-2Ev expressed in terms of
accuracy, F1-score, precision, sensitivity and specificity. The first row specifies the window size
for the signals cutting to obtain those metrics. The highest metrics of the two best methods are
in bold green and the lowest metrics are in red.

Window size = 100 samples Window size = 200 samples Window size = 300 samples
acc (%) F1 (%) prec (%) sens (%) spec (%) acc (%) F1 (%) prec (%) sens (%) spec (%) acc (%) F1 (%) prec (%) sens (%) spec (%)

SVMG 95.4 95.6 95.1 92.1 99.5 95.9 96.1 95.6 96.2 99.5 96.2 96.4 96.0 95.7 99.6
SVML 94.8 94.8 94.7 92.0 99.4 95.8 95.8 95.7 95.5 99.5 96.0 96.0 95.9 95.8 99.6
SVMP 95.2 95.1 95.0 92.6 99.5 95.8 95.8 95.7 95.0 99.5 96.1 96.1 96.0 94.8 99.6
RF 93.8 93.8 93.6 91.5 99.3 94.6 94.6 94.4 93.3 99.4 95.1 95.2 94.8 94.4 99.5
KNN 92.0 92.2 92.2 88.5 99.1 92.8 92.9 93.0 90.9 99.2 94.4 94.9 94.7 92.7 99.4
ELM 93.4 93.2 93.0 90.3 99.3 95.4 95.5 95.2 93.8 99.5 95.8 95.6 95.5 95.1 99.5
MLP 94.3 94.4 94.3 90.5 99.4 94.9 94.9 94.8 93.9 99.4 95.5 95.7 95.3 94.9 99.5
DT 87.5 87.9 87.7 84.4 98.6 89.8 89.9 89.8 87.4 98.8 89.9 89.8 89.9 87.9 98.9

With regard to the windows length, even though 1Re-2Ev provides a high accuracy
with all the window sizes, using windows of 300 samples only improves 1 % the results
obtained with the smallest size. However, this method allows us to determine the
type of exercise being performed with good metrics by using the smallest window
(100 samples). In this way, the most appropriate window size of 1Re-2Ev will be given
either by the system requirements or by the second stage of the method.

In the exercises evaluation, carried out after their recognition, we focus on the accu-
racy as main metric and on the F1-score since it combines the precision and sensitivity.
Table 6.4 shows these metrics for each of the evaluated exercises with the considered
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ML algorithms.

Table 6.4: Classification results obtained in the second stage of 1Re-2Ev expressed in terms of
accuracy, F1-score, precision, sensitivity and specificity. The first row specifies the window size
for the signals cutting to obtain those metrics. The highest metrics of the two best methods are
in bold green and the lowest metrics are in red.

Window size = 100 samples
EAH EFE SQZ GAT HAL HAR KFL KFR SQT

acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%)

SVM G 94.8 94.7 94.2 94.3 87.3 85.8 87.7 82.9 93.4 92.8 88.2 87.9 95.9 95.8 93.7 93.5 81.2 78.9
SVM L 90.8 90.6 87.9 87.6 82.8 80.5 87.2 83.1 95.6 95.4 88.9 88.7 95.8 95.6 97.9 97.7 84.9 83.4
SVM P 91.9 91.7 93.6 93.5 83.8 83.3 86.3 80.6 92.5 91.8 86.5 85.5 97.2 97.1 95.2 95.0 80.1 78.7
RF 94.0 93.9 94.0 93.7 84.7 82.4 85.8 81.9 94.0 94.2 85.5 84.1 95.9 95.7 94.0 92.4 81.6 79.7
KNN 87.5 87.4 89.0 88.5 78.2 77.0 78.7 73.3 88.4 87.7 82.6 81.8 86.4 85.8 84.3 83.4 75.2 73.0
ELM 79.9 79.4 72.7 73.7 71.2 69.0 79.6 74.5 82.5 83.2 77.8 76.4 81.2 80.3 78.3 77.2 72.3 69.7
MLP 90.0 89.6 88.1 87.9 83.7 82.7 85.7 82.0 93.4 92.6 87.2 85.8 95.7 95.6 92.2 91.6 82.7 81.5
DT 84.9 84.6 87.4 88.4 74.3 72.1 79.5 74.5 87.2 86.3 75.7 74.6 85.2 84.6 82.5 80.6 70.5 68.3

Window size = 200 samples
EAH EFE SQZ GAT HAL HAR KFL KFR SQT

acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%)

SVM G 98.4 98.4 97.8 97.7 90.6 89.5 89.7 85.8 97.5 97.4 92.4 91.8 100.0 100.0 98.1 98.1 92.2 91.8
SVM L 96.6 96.5 94.2 93.9 87.8 7.5 91.4 89.0 95.0 95.1 94.0 94.3 100.0 100.0 98.7 98.7 88.2 87.0
SVM P 98.4 98.4 95.6 95.5 90.9 90.2 90.4 87.4 96.7 96.5 93.1 93.0 100.0 100.0 95.6 95.5 90.9 90.2
RF 98.7 98.7 96.0 95.9 87.1 86.5 90.0 86.9 95.9 95.8 93.6 92.3 99.1 99.0 95.5 94.7 86.8 86.7
KNN 93.0 92.8 94.6 94.3 83.4 83.4 82.7 78.3 95.3 95.1 90.6 89.1 94.8 94.6 88.6 88.2 79.6 78.5
ELM 84.2 84.1 79.6 78.6 71.0 71.4 84.8 80.4 88.8 88.6 79.4 80.3 87.7 87.5 80.2 78.7 76.1 74.7
MLP 95.8 95.7 93.2 93.4 83.9 82.6 87.6 84.1 98.7 98.6 89.8 88.5 98.8 98.7 95.5 95.3 85.8 84.2
DT 90.0 89.8 93.2 93.5 80.6 79.1 76.6 73.0 83.7 84.2 83.9 83.7 93.4 93.1 82.7 82.2 72.1 69.6

Window size = 300 samples
EAH EFE SQZ GAT HAL HAR KFL KFR SQT

acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%) acc (%) F1 (%)

SVMG 100.0 100.0 100.0 100.0 96.3 96.0 91.3 88.0 100.0 100.0 92.4 91.9 100.0 100.0 99.3 99.3 95.1 94.8
SVM L 100.0 100.0 99.1 99.0 90.1 88.8 92.5 90.5 96.8 96.6 95.6 95.5 100.0 100.0 100.0 100.0 97.0 97.3
SVM P 100.0 100.0 100.0 100.0 92.4 92.0 93.6 92.2 99.0 99.0 92.9 91.8 100.0 100.0 99.8 99.8 94.0 93.5
RF 100.0 100.0 100.0 100.0 94.4 94.0 89.0 86.3 98.8 98.8 93.5 92.8 99.3 99.3 98.2 98.4 92.1 91.5
KNN 96.9 96.8 97.6 97.4 82.9 82.9 84.4 80.4 95.1 95.2 82.4 83.4 98.4 98.3 96.7 96.6 87.9 87.2
ELM 86.1 86.0 81.0 80.5 73.9 74.6 85.2 81.5 85.0 84.3 78.5 78.4 86.9 86.2 78.2 77.1 76.6 74.9
MLP 100.0 100.0 98.1 98.0 86.9 87.2 90.3 86.7 100.0 100.0 90.9 89.9 98.3 98.2 99.4 99.3 93.0 92.6
DT 93.9 93.7 88.1 87.6 84.9 83.1 77.1 73.5 87.5 87.0 84.8 83.1 95.0 94.8 86.5 86.6 75.9 73.7

Contrary to the results in the exercises recognition, in the evaluation stage, the metrics
noticeably improve with the window lengthening. With the lowest windows, most al-
gorithms achieve an accuracy between 90 % and 95 %, whereas with the largest ones,
most algorithms show an accuracy above 95 %, reaching even some perfect classifica-
tions. Because of these results, the optimal window size for 1Re-2Ev is 300 samples,
despite of the stage can be performed with smallest windows.

The worst algorithm with this approach differs from the other two proposed approaches.
In this case, the ELM results in the poorest metrics, which are marked in red in Ta-
ble 6.4. As in the case of DT, the main reason is its limited capacity of generalization.

The best results obtained with the 300-sample windows, marked in green in Table 6.4,
are achieved with different variations of the SVM, whose results are shown in Fig-
ure 6.5 in order to ease their interpretation. Specifically, the Gaussian kernel, the one
presented in blue, is the most suitable for the three window sizes, overcoming the other
methods, in most of cases. However, this two-stage approach allows us to use a differ-
ent algorithm depending on the recognized exercise. It is interesting because SVMG is
in most cases the best algorithm, as seen in Figure 6.5, but there are three exercises in
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which another kernel overcomes its accuracy. It is the case of he GAT, HAR and SQT
exercises, whose evaluation is better with a linear kernel than with a Gaussian one.

100

95

90

85

80

SVM
G

SVM
L

SVM
P

Figure 6.5: Accuracy of the different variations of SVM with the 300-sample windows, sepa-
rated by the exercises. The interval zooms in the interesting area in order to ease the comparison
of the different algorithms performances. We depict SVMG in blue, SVML in red and SVMP in
yellow.

Although the larger the window size, the better results, it is convenient to analyze
whether a longer length could result in a significant improvement of the metrics. To
do so, we study the metrics improvement with each window size enlargement. Using
ReEv with SVML, its metrics improve around 4 % with the first lengthening, chan-
ging the window size from 100 samples to 200 samples, see Table 6.1. With the second
lengthening, from 200 samples to 300 samples, metrics improve only around 1 %. The
same differences in the improvement of metrics can be found in the results of the other
three methods, included in Table 6.2, Table 6.3 and Table 6.4. According to the meth-
ods’ metrics, enlarging the window size from 100 samples to 200 samples, we obtain
the highest improvement. Then, we can conclude that windows above 300 samples
will not significantly improve these results. In addition, we can consider 3 seconds (i.e.
300 samples) as the window size limit to avoid that several movements occur in the
same window or are performed differently. Although increasing the window may be
beneficial in terms of the evaluated metrics, temporal resolution of the execution of the
exercises can be lost.

In [Pre20], they propose the use of 6 s windows, obtaining a similar accuracy as this
thesis. Notice that the size of the window is the half. In this way, our signal processing
includes less data so it is simpler. Conversely, we use an overlap of 50 % instead of
10 %, so we analyze each 1.5 s, whereas they provide information each second.

6.4.2 ReEv: recognition and evaluation in a single step

ReEv is the method with the most complex classification because it combines in a single
step the complete characterization of the exercises. The best configuration of ReEv,
using SVML and windows of 300 samples, gives an accuracy, F1-score, precision and
sensitivity between 88.3 % and 89.8 %, see Table 6.1. These metrics imply that we obtain
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adequate results considering that we simplify the exercise characterization procedure
to a single classification of nineteen classes with high variability.

In order to analyze in-depth the origin of errors and which are eliminated with the
window lengthening, we study the average confusion matrix of the method that re-
ports the best metrics, SVML. Figure 6.6 shows these average confusion matrices using
a window size of 100 and 300 samples, respectively. The first quadrant of both matrices
includes the lowest amount of errors, so among the correct exercises properly evalu-
ated, the SVML rarely misrecognizes the exercises. The main error in this recognition is
between the two kinds of gait, GAT, the normal and GHT, the heel-toe gaits, as marked
with the green square in Figure 6.6. These errors are a consequence of that GAT and
GHT can seem similar exercises during some intervals of the motion.
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Figure 6.6: Average confusion matrix for the 30 volunteers using ReEv with SVML and a win-
dow size of 100 and 300 samples (left and right respectively). Columns include the predicted
classes, which are pointed out with a ˆ over their labels; and rows contain the actual classes.
Double lines divide the correctly and wrongly performed exercises. The blue highlighted cells
correspond to the average number of correct classifications and the cream colored ones indicate
the misclassifications.

The second and third quadrants with a window size of 100 samples contain the highest
number of errors. Their distribution is specially noteworthy since they form an almost
diagonal line with the cells of misclassifications that correspond to each kind of exer-
cise labeled as wrong whereas it is correct and the opposite. Again, the only exceptions
are the highly related kinds of gait, GAT and GHT, which are marked with two green
rectangles in Figure 6.6. In this way, errors by ReEv do not combine misrecognitions
of exercises with their incorrect evaluations, but they can be divided into these two
sources of error. Most of the errors of these quadrants are mainly caused by the incor-
rect evaluations of the exercises as correct or wrong. These errors are still present when
the window lengthens to 300 samples, however, they are diminished and some of them
are even eliminated. Thus, the evaluation of exercises requires a higher window size
than the recognition of the correctly performed exercises.
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It is worth highlighting that the errors from the evaluation as wrong of correctly per-
formed exercises (32 misclassifications) double the errors from the evaluation as correct
of wrongly performed exercises (17 misclassifications). It means that classifiers detect
as wrong performance those exercises that due to the variability of volunteers some
correctly exercises are labeled as wrong. The main reason of this error is the high
amount of classes considered in this classification with respect to the amount of data,
so each class includes so little variability that slight variations of the prescribed mo-
tions are classified as wrong performances.

The fourth quadrant using window sizes of 100 samples also has a great amount of
errors. As hypothesized, wrongly performed exercises with the upper-or lower-limbs
can be similar and, as consequence, they are misidentified. The errors distribution
shows that the misrecognitions are more common in the upper-limb exercises than in
the lower-limb ones. This difference occurs because during the execution of upper-
limb exercises, both arms can freely move in the 3D-space whereas in the lower-limb
exercises the volunteers posture does not allow as much freedom of movement. For
example, if they are seated for the KFL exercise, the posture is different if they are walk-
ing, so the accelerometer measurements are clearly different and even if both exercises
are wrongly performed, their measurements differ. This change in the posture is also
the reason why the methods do not mix up the wrong upper-and lower-limb exercises.
In this way, the errors in the recognition of wrong exercises can be divided accord-
ing to if they are lower-or upper-limb exercises, which are the orange squared cells in
Fig 6.6, fourth quadrant. These errors decreases using windows with 300 samples in-
stead of 100 samples, but they maintain a similar distribution. Increasing the window
size, wrongly performed exercises seem to be better identified. However, this reduc-
tion is mainly caused by the decrease of samples when increasing the window size,
so a solution to this source of error is still needed. Thus, these results justify the next
method, ReC-W, that groups the upper-and lower-limb wrongly performed exercises.

6.4.3 ReC-W: recognition of correct exercises and detection of the wrong
ones

ReC-W simplifies ReEv in the respect that the first one only recognizes the correctly
performed exercises or just distinguishes them from poorly executed ones. ReC-W
overcomes the limitation of ReEv in the recognition of wrong exercises by reducing
the number of classes that include wrong performance of motions to only two: WU
and WL. In this way, using SVML and a window size of 300 samples, ReC-W reaches
accuracy, F1-score, precision and sensitivity metrics between 90.7 % and 92.9 %, see
Table 6.2. According to these metrics, ReC-W proves to be a competitive method for
the combination of the exercises recognition and evaluation tasks although it loses the
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information related to which exercise has been wrongly performed.

Figure 6.7 depicts the confusion matrix obtained with the best method and configu-
ration: SVML and a window size of 300 samples. This confusion matrix shows that
the recognition of correctly performed exercises is almost perfect, remaining the pre-
vious errors in gait types recognition, whose classification is marked in green. The
division between upper-and lower-limb wrongly performed exercises, shown in the
fourth quadrant of Figure 6.7, has only one misrecognition out of 220 samples.
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Figure 6.7: Average confusion matrix for the 30 volunteers using ReC-W with SVML and a
window size of 300 samples. Columns divide the predicted classes, which are pointed out with
a ˆ over their labels; and rows divide the actual classes. Double lines divide the correctly and
wrongly performed exercises.

In this way, by gathering the wrong performed exercises in WU and WL, the only
source of error still present in ReC-W is the one from the performance evaluation. That
is the main reason why the metrics are improved with respect to the previous proposal,
ReEv, as we will discuss in-depth in section 6.4.5.

ReC-W is a promising approach with good metrics in the detection and evaluation of
exercises, but it comes at a cost. We cannot obtain information about how the different
wrong exercises are performed using ReC-W because all of them are gathered. As a
consequence, the potential feedback of a combination of recognition and evaluation
would be simpler than if we also knew which exercise is being performed wrongly.
However, for applications aimed to count and characterize only the correct perfor-
mances, this method has proven to be suitable.

6.4.4 1Re-2Ev: recognition of exercises, followed by their evaluation

1Re-2Ev simplifies the characterization of exercises by splitting it into two classifica-
tion stages, starting with the exercises recognition and ending with its subsequent
evaluation. We individually evaluate the results of each stage of this method: first,
the ones corresponding to the exercises recognition and then, those results obtained
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during the exercises evaluation. With regard to its metrics, with the exception of DT,
most algorithms achieve accuracy, F1-score, precision, sensitivity and specificity above
90 % even with the smallest window, see Table 6.3. It implies that the recognition of the
exercises, even combining their correct and wrong performance is highly accurate. The
main reason is that 1Re-2Ev considers a lower number of classes with a high number
of samples per class than the previous methods, so these data have a high variability
in the training data. In this way, the distribution of the test data set, that belongs to a
completely new volunteer, is more likely to be similar to the training data than when
using less data per class.

We use a window size of 300 samples with the SVMG to obtain the confusion matrix
shown in Figure 6.8. As in the results of the previous proposals, most errors of 1Re-2Ev
are located in the upper-limb exercises and in gait variations. It is consistent with the
previous statements about the influence of the posture in the recognition results.
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Figure 6.8: Average confusion matrix in the exercise recognition stage of 1Re-2Ev with SVMG

and a window size of 300 samples. Columns divide the predicted classes, which are pointed
out with a ˆ over their labels; and rows divide the actual classes.

The results of this recognition stage, shown in Table 6.3, are comparable to the state-
of-the-art methods for exercises recognition. For example, Zhao and Chen obtained an
average accuracy of 96 % in the recognition of four basketball motions using four IMUs
on the upper-limbs [Zha20b]. As in that reference, the best accuracy is obtained by us-
ing SVMs. Even if these motions are more complex than the one studied in this thesis,
they use a four-fold cross-validation method, which is expected to give higher metrics
than using a LOSO cross-validation, as the one used in this study. Similar accuracy
is reported in [Pre20], where four fitness exercises are recognized within a continuous
workout using five IMUs placed on the lower back, the upper-and lower-limbs of one
side of the body. They report an accuracy between 94 % and 99 %, a precision between
89 % and 94 %, and a sensitivity between 79 % and 97 %, which are specially interesting
because they recognize the transition intervals when no exercise is being performed.
However, the fourteen participants in that study correctly performed all the evaluated
motions. In our work we consider a higher motion variety. Finally, in [Bav19], they
use only one IMU placed on the arm for the motion monitoring. They obtain an ac-
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curacy about the 90 % using a ten-fold cross-validation that decreases to a maximum
of 80 % when they use a LOSO cross-validation and RF. In this way, our exercise rec-
ognition obtains better metrics, mainly because we use four IMUs instead of one. We
obtain competitive metrics in relation to the results in the literature, with an average
about 96 % in the exercises recognition. In addition, we study and recognize a higher
number of exercises, which include their correct and wrong performances.

For the exercises evaluation after their recognition, we initially analyze only the re-
sults of SVMG. This algorithm provides an average accuracy and F1-score of 97.17 %
and 96.67 %, respectively, see Table 6.4. Furthermore, adapting the most suitable ML
algorithm for each exercise, the average accuracy and F1-score increase around 1 %,
being 98.06 % and 97.89 %, respectively. It implies that the exercise evaluation obtains
excelent metrics, close to perfect classifications, even including the initial error in the
exercise recognition.

The results of the second stage, shown in Table 6.4, are comparable to the ones reported
in the literature about exercises evaluation. The 90 % accuracy, using RF for the lunge
evaluation in [Whe16] and the 89 % accuracy using SVM for the single-leg squats exer-
cises evaluation in [Kia17] are consistent with the results obtained in this chapter in the
squat exercise, which is the most similar motion evaluated. For this exercise, we obtain
slightly better accuracy, around 95 % with all SVMs configurations and 92 % with RF.

In the studies focused on the individual evaluation of multiple exercises, results are
similar. The logistic regression in [Gig14] achieved a maximum accuracy of 83 % on
binary exercise evaluation of seven lower-limb exercises. In the exercises evaluation
of [Hua16a], the reported maximum accuracy was 97 %. These results are clearly com-
parable to the obtained in the lower-limb exercises evaluation in this chapter, which
provide an accuracy above 95 %.

The results of the upper-limbs exercises are also comparable to those obtained in the
literature. In [Per19], the fusion of two IMUs and sEMG sensors obtain an accuracy
about 92 %. In this way, we obtain similar metrics in the exercises evaluation, although
our classification is binary between correct and wrong, but we use less types of sensors.
Similarly, in [Gar21b], the authors found an accuracy between 98− 99 % including both
upper-and lower-limb exercises. These results are slightly better than the ones repor-
ted in this chapter. However, the random cross-validation used in the previous work,
is less demanding and the exercise evaluation is simpler when we have a previous
knowledge about the exercise that is executed.

In order to compare the results of gait evaluation in [Alc17] and our results, we con-
sider that the wrongly performed gait is similar to an unhealthy gait. Therefore, our
results, with an accuracy of 94 %, are in the same range of the results shown in [Alc17].
However, they obtain an accuracy of 100 % with LDA and NB by using more than four
features to characterize the motions. Then, these results imply that the gait evaluation
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requires more features than the evaluation of other exercises to improve the obtained
metrics.

In previous works [Gar21b], we also evaluated two kinds of gait, classifying as correct
and wrong, with results around 98 %. However, in this chapter we obtain an accuracy
of 93.6 % and an accuracy of 92.2 %. The increment of errors in the evaluation of gait
can be derived from the including of GHT gait variation, which entails a higher varia-
bility of motions similar to gait. Also, in [Gar21b] we used a random cross-validation
with 10 iterations, whereas in this work we use LOSO cross-validation, so metrics are
expected to decrease.

Finally, the differences of methods’ performance between exercises are noteworthy.
The evaluation of the simplest exercises achieves the best metrics. That is the case of
EFE, EAH, HAL, KFL and KFR. The evaluation of these exercises produces an accuracy
and a F1-score above 99 %. HAR is not included between them probably because of
a bias generated by the order of the exercises in the experiments. During the firsts
wrong repetitions of HAR, volunteers performed motions close to GAT or SQT, which
were corrected by the time they did HAL. On the contrary, the evaluation of the most
complex exercises, SQZ, GAT and SQT, has an accuracy and a F1-score between the
93 % and the 97 %. That is related to the easiness of separating between the correct and
wrong performances of the simplest exercises, whose features clearly differ between a
correct and a wrong performance. In the complex motions, features are more diverse
and, as a consequence, they are closer in both performances than in simple motions.

6.4.5 Comparison between the proposed methods

One of the most noteworthy similarities between the proposals is that SVM is the ML
algorithm that provides the highest metrics in all of them, closely followed by RF. This
algorithm is the most suitable one for the recognition and evaluation of the exercises
studied in this chapter. The difference between the proposals is the kernel used. The
linear one is the most appropriate for ReEv, ReC-W and the first stage of 1Re-2Ev, see
Table 6.1, Table 6.2 and Table 6.3 whereas in the second stage of 1Re-2Ev the Gaussian
and polynomial kernels provide better results, see Table 6.4.

Another interesting similarity is that the optimal window size is also common for
all the proposals. The highest metrics are reported with the 3-second windows (300
samples).

Comparing the results of ReEv and ReC-W, shown in Table 6.1 and Table 6.2 respec-
tively, we can see that, as expected, ReC-W overcomes the initial proposal. Focusing
on the best algorithm, SMVL, with the largest window size, its accuracy, F1-score, pre-
cision and sensitivity increase a 3 % with this change of approach in the classification,
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exceeding all of them the 90 %. Conversely, the specificity remains almost similar but
decreases with ReC-W for two reasons that can be seen in the confusion matrix of this
method (see Figure 6.7). Firstly, the number of TN decreases for WU and WL, since
they are the largest classes. WU and WL correspond to the last rows and columns in
Figure 6.7, so their true negatives are the first quadrant and the other corresponding
class, i.e. WU for WL and the opposite. Secondly, their FP increase because these er-
rors correspond to the exercise evaluation, which correspond to the second and third
quadrants in Figure 6.7 and, as seen also in the results of ReEv, are the most frequent
errors. In this way, errors in the recognition of wrongly performed exercises are elim-
inated using ReC-W. Not only the recognition of wrong exercises improves, but also
the number of properly evaluated motions increases by decreasing the number of cor-
rect exercises labeled as wrong. We measure this improvement in terms of the F1-score
of the WU and WL classes in ReC-W, compared to those classes of wrongly performed
motions when using ReEv. Both the F1-scores of WU and WL are of 91 % versus the av-
erage F1-score of the upper-and lower-limb related motions, which are 84 % and 89 %,
respectively. So the increment of variability of motions in the WU and WL classes by
using ReC-W decrease the evaluation errors, compared to the results obtained when
identifying separately the wrongly performed exercises, as made with ReEv.

With regard to the comparison of ReEv and the first stage of 1Re-2Ev, we focus on the
misrecognition errors shown in Figure 6.6-right, resultant of ReEv using a window size
of 300 samples, and the one in Figure 6.8, that includes the results of the recognition
stage of 1Re-2Ev. In Figure 6.6-right, the misidentifiations of ReEv are in the first and
fourth quadrants and also in the second and third quadrants but only in these cells
which do not belong to the main diagonal, e.g. when in the third quadrant ˆGHT is re-
cognized instead of GAT. They sum a total of 20 misrecognitions by ReEv. Conversely,
the first stage of 1Re-2Ev confuse 19 samples. That means a slight reduction of errors
by the division of classifications caused by the aforementioned reduction of classes and
increment of data variability in each of them.

These results in exercises recognition are not comparable to those of ReC-W because
the recognition of ReC-W only includes the correctly performed motions so it is not
the same input data and neither the same output information. ReC-W overcomes the
errors of ReEv in the recognition of wrongly performed errors and improve its per-
formance in the exercises evaluation. However, ReC-W only allows us to know if an
exercise is wrongly performed, whereas ReEv and 1Re-2Ev give enough information
to relate the wrong exercises with their characterization.

With respect to the exercise evaluation, in the second stage of 1Re-2Ev, most metrics
are above 95 % (see Table 6.4), which implies that 1Re-2Ev presents the lowest errors in
the evaluation of exercises. This means that by separating both classifications, 1Re-2Ev
overcomes the limitations related to the exercise evaluation of ReEv and ReC-W. This
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improvement in comparison with ReEv is caused by lowering the number of classes,
whereas in comparison with ReC-W is a consequence of the reduction of variability in
the wrong classes of each exercise.

In this way, 1Re-2Ev overcomes ReEv and ReC-W because of two main reasons: 1)
the recognition metrics are better than ReEv and similar to ReC-W but gives more
information since it also recognizes the wrong exercises and 2) it provides the highest
metrics in the exercise evaluation. Also, this proposal includes the flexibility of tuning
the algorithm for the exercise evaluation in its second stage, in order to optimize its
results according to the recognized exercise.

One can argue that 4 features per signal and window (96 per window combining all
sensors) are not enough to obtain the best performance of the ML algorithms. In fact,
one of the alternatives to improve the obtained results is to increase the number of fea-
tures. However, the features used in this work allow us to compare the proposals for
the exercises recognition and evaluation, and to establish the most suitable approach
for this complex task. In addition, we obtain high metrics with an accuracy about
91.4 % with two of the proposed methods. These metrics prove that both proposals
are comparable with the state-of-the-art methods even when they combine both tasks,
recognition and evaluation of exercises, whereas in the literature these tasks are sepa-
rately addressed.

Furthermore, the high metrics given by the three methods with such a variability of
volunteers entail that the they adapt to different population. The main reason is that
the design of motions is similar for all ages, so their correct performance is similar
independently of the subject and they only show variations that are already in the
analyzed database. In this way, the proposals are robust to changes in the motions
caused by age.

6.5 Conclusions

This chapter proposes several approaches to automatically recognize and evaluate
exercises included in a physical routine aimed for maintaining older adults health
status, what can prevent the onset of frailty. Our work contributes to the development
of virtual coaches that help achieve healthy aging by supporting regular daily exercise,
improving adherence to the physical routine and monitoring it. With the proposals, we
demonstrate the feasibility of the characterization of this routine performance, which
may become a reality in the near future.

For this complex task, we have proposed three alternatives: 1) identifying and eval-
uating in a single stage (ReEv); 2) identifying only the correct exercises (ReC-W) in
a sigle stage, and 3) identifying in a first stage and then evaluating in a second one



6.5. CONCLUSIONS 113

whether the exercise is well or poorly performed (1Re-2Ev). These proposals have
been evaluated in a set of 30 volunteers between 20 and 70 years old, with different
ML algorithms. The metrics used to evaluate the proposals prove that the one-stage
classification approaches are less suitable than the two-stage one. Combining the rec-
ognition and evaluation in a single classification problem, ReEv and ReC-W obtain an
accuracy of 88 % and 91 %, depending on whether or not the classification of the wrong
executions is performed. Conversely, the initial recognition followed by the exercises
evaluation of 1Re-2Ev, gives an accuracy around 95 %, even with the error propagation
from the first stage. 1Re-2Ev is also interesting since we prove that different exercises
are evaluated better with different ML algorithms, and this approach allow us to assign
the most suitable classifier to each performed exercise, after it has been recognized.

Another main difference between the one-and two-stage methods is that, even SVM
is the most suitable algorithm in all the studied cases, the most suitable kernel differs
between proposals. In the ReEv and ReC-W, SVML overcomes the other methods,
whereas in 1Re-2Ev, SVMG and SVMP provide the best results.

We also find that the recognition of correct motions is less demanding than their evalu-
ation, i.e. in the evaluation, parameters as the window size are more relevant to obtain
better results than in the exercises recognition. These results are due to the differences
in posture of the volunteers and, as a consequence, of the sensors placed on their limbs.
It helps to recognize the exercises but not to evaluate them. The most complex exerci-
ses, as GAT and SQZ, reported the worst metrics in their recognition and evaluation,
so richer features should be used to improve their characterization.

The initial results of this chapter are reported in two conference papers [Gar21b, Gar21d]
and the final results are in a paper under review [Gar22b].





Chapter 7

Conclusions and Future Works

We close this work in this chapter in which we summarize the conclusions from the
thesis. First, we gather the main learnings from this thesis. Then, we finish our work
with different topics that may be of interest for future work in this inertial motion
monitoring field.

7.1 Conclusions

The main research objective of this thesis was human motion monitoring by using in-
ertial sensors. This work contributes to inertial monitoring systems by studying the
determination of the anatomical parameters using IMUs. In this way, we overcome the
previous limitation related to the need of external systems for this anatomical calibra-
tion and ensure that inertial kinematic analysis methods are based solely on IMUs.

This thesis proposes an IMU-based method for leg characterization based on the de-
termination of the null acceleration point in their rotation centers and axes. The method
uses just one IMU per joint to obtain a complete characterization of joints and is adapted
to slow movements by a signal processing method. Furthermore, since anatomical
joints can be related through trigonometric relationships, we can achieve a complete
leg characterization that includes the locations of joints and the segment lengths, param-
eters commonly required by motion capture analysis algorithms. The method provides
the highest accuracy by using the lowest cutoff frequency tested due to the slowness in
leg movements needed to ensure fixed joints. In average, our method shows an error
of 8 % in the determination of leg joint centers and axes, and of 4 % in the leg length
estimation. Moreover, it can be concluded that the characterization of the lower-limbs
depends on the performed exercises, being the circle, knee bending and pendulum
exercises the motions that provide the highest accuracy.

In this thesis, we also prove that IMU-based calibration of joints can adapt to soft tissue
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artifacts (STA) scenarios as an alternative approach to the common least squares or
gradient descent algorithms. To do so, we propose an algorithm called ArVEd based
on an extended Kalman filter that uses raw data from one IMU to estimate the location
of fixed joints. ArVEd determines the location of joints when STA occurs by assuming
a fixed center of rotation location in joints. This method adapts to the simulated STA
with errors around the 3 % in the estimation of varying IMU-joint vectors, with only a
1 ° of deviation with respect to the reference positioning vector. We validate the results
by ArVEd on the real scenario using an optical system. In this way, we prove that
ArVEd is also suitable for the real scenario since it decreases the error of assuming a
fixed IMU-joint vector around a 50 % compared with published works.

Furthermore, we identify and cover an important lack of public data for the compar-
ison of methods and the validation of new proposals. Also, since the tendency of the
new proposals is to be based on ML methods more than on the classical Kalman filters,
more public data are needed for training the algorithms. For that reason, we design
and provide a database with 30 volunteers performing 6 exercises and 3 gait variations
for the development of new motion monitoring proposals. The database include in-
ertial data and optical reference. Thus, we conclude that it meets the needs for the
development of new algorithms and the comparison of the existent ones. Moreover,
data are labeled according to the performed motion and its quality so it can also be
used to produce algorithms aimed at obtaining qualitative information about motions.

With regard to obtaining qualitative information about the exercises performed in a
physical therapy, IMUs also prove to be appropriate for their complete characteriza-
tion. We study and perform the recognition and evaluation of motions, considering
both of them as a unique complex task, since they appear combined in a remote mo-
nitoring of physical therapies. To do so, we propose three different methods based on
ML techniques that recognize and evaluate motions in a single stage or in two of them.
We prove that the three proposals are suitable with an accuracy, F1-score, precision
and sensitivity over 88.3 % in the worst scenario. It is noteworthy since we evaluate
30 people of different ages and anatomic dimensions, so the proposals are adequate
for the monitoring of diverse population. The method composed of an initial stage
of exercise recognition followed by its evaluation is the most promising, with metrics
over 95.7 % in recognition and over 92.2 % in evaluation. Our results show that the
recognition stage is less demanding than the evaluation one due to the influence of the
posture in the accelerometer data. It allows an easier recognition of motions between
the correct performances. Besides, the study of the source of errors shows that most
of the misclassifications occur in the distinction of the type of exercises when they are
wrongly performed as this classification requires the definition of too many classes.
The main reason is the high variability of classes and the similarity between wrongly
performances of different exercises. Finally, regarding the ML algorithms, SVM is the
most suitable algorithm in all the proposed methods.
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In conclusion, it is worth highlighting that the study carried out of the exercises moni-
toring results in the contribution for a future development of virtual coaches. In this
way, this thesis covers its initial objectives.

7.2 Future Works

As can be derived from the work developed and their contributions, there has been
progress in the motion monitoring field, but there is still room for improvement. We
now discuss some of the future lines that may be of interest in the research topic of this
work.

First of all, for the inertial personalized calibration of limbs, we think is necessary to
adapt the proposals to mobile CORs and AORs. One of the limitations of the proposal
is that we assume the existence of a COR with null acceleration, which occurs in some
physical exercises, but there are others that do not present this characteristic. That al-
gorithm generalization would make the algorithms suitable for a higher variability of
motions, such as gait or running analysis. We are working on the adaptation of ArVEd

to be applied to motions in which CORs do not show a negligible linear acceleration,
such as gait or running analysis. Nevertheless, ArVEd can be used in a previous cali-
bration step to obtain an average IMU-joint vector for off-line applications. Moreover,
the integration of these calibration algorithms with those algorithms aimed at obtain-
ing kinematic parameters should be studied. In this way, no specific prior motions
would be required and the algorithms would be more practical than the proposals for
their use in remote monitoring systems.

With regard to the recognition and evaluation of motions, the reduction of the number
of sensors should be studied in order to make a more user-friendly system. More
variability of motions and people could be included to adapt the algorithms to different
physical therapies. The evaluated algorithms should be assessed with that increment
of variability. It could be suitable to explore other algorithms already proposed in the
literature, such as deep learning algorithms, or increase the number of features used as
inputs in the ML algorithms.

Also related with the generalization of algorithms, more subjects should be studied.
We focus on a healthy variability of subjects, so we exclude people with motion related
diseases. An extension of this work is to assess whether it is necessary to adapt the
algorithms when a disease occurs. If the answer is affirmative, personalized algorithms
would be necessary to be evaluated. For example, semi-supervised ML algorithms for
the automatic learning of personal features.

The objective of this work is based only on inertial sensors for the motion monitoring.
In the future, physiological measurements as the muscle response by sEMG could be
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integrated in the monitoring system to provide more enlightening information about
the performance of motions. That information could be specially important for reha-
bilitation purposes.

Finally, the algorithms could be adapted for their use on portable systems, e.g. smart-
phones, wirelessly connected to IMUs. It would allow to provide real-time feedback in
rehabilitation therapies.



Appendix A

Mathematical Background

This section describes the notation and main mathematical background used in this
thesis.

A.1 Notation

We work with column vectors in the Euclidean vector space R3 with their components
ordered as (x, y, z). Cases where a column vector is required are indicated through
the transpose operator using the superscript (·)>, and the same operator is used for
transposed matrices. Vectors are presented with bold lower-scripts as ω. We use Latin
scripts for the linear magnitudes, as a to present the linear acceleration, and Greek
scripts for the angular ones, such as ω to notate the turn rate. Points are represented
with Latin upper-case scripts, such as O. Italic upper-case scripts denote matrices, as
C. Scalars are written with lower-case scripts, such as d, using upper-case subscripts
in case of it is needed an indication of the body that the scalar is related (dS). If scalars
are vector components, we use lower-case scripts with x, y or z subscripts, e.g., ωx.
We use “r” as subscript to note reference values, such as rr. When denotation of the
coordinate system in which a magnitude is presented is needed, we use the subscript

g for the global inertial system. Measurements obtained from IMUs in their coordinate
system are written using I as subscript, i.e. ωI . Since we use Bayesian filters with a
estimation step followed by an update step, we distinguish the estimated parameters
with a circumflex accent, as x̂. The circumflex accent also points out the estimated
classes by the ML-based classifiers. The temporal index is k, used as a superscript.
Thus, superscript k− 1 denotes that it corresponds to the previous state, i.e., xk−1. We
present differentiation respect to time of each parameter x as ẋ, and its second-order
derivative as ẍ, being x a scalar, vector or matrix, according to the case. The operator
‖ · ‖ refers to the Euclidean norm.

119



120 CHAPTER A. MATHEMATICAL BACKGROUND

A.2 Singular Value Decomposition

Let M ∈ Mm,n(R) be a m× n matrix in the real field. The matrix MT M is a positive
semi-definite symmetric squared matrix:

• As (MT M)T = MT(MT)T = MT M, the matrix MT M is symmetric.

• MT M is positive semi-definite:

xT MT Mx = (xT MT)(Mx) = (Mx)T Mx = ‖Mx‖2 ≥ 0 (A.1)

The matrix MT M is a diagonalizable matrix whose eigenvalues are all non-negative
real values {λi ≥ 0}. Ordering these eigenvalues {λ1 ≥ λ2 ≥ · · · λn ≥ 0}, the σi =

√
λi

is called the ith singular value of the matrix M. The matrix MT M and its eigenvalues
fulfill Theorem A.1, whose proof are in [Ban14a].

Theorem A.1. Let the {λ1 ≥ · · · ≥ λr > λr+1 = · · · λn = 0} be the eigenvalues of the
matrix MT M, where the first r eigenvalues are positive and the rest are null eigenvalues. Let
the set {vi ∈ Rn | 0 ≤ i ≤ n} be a basis of Rn where the vi are the eigenvectors of MT M.
Then:

• The set {Mv1, · · · , Mvr} is orthogonal and ‖Mvi‖ =
√

λi = σi.

• The set {Mv1
σ1

, · · · , Mvr
σr
} is orthonormal basis of the column space Col(M).

• The set {Mvr+1, · · · , Mvn} is an orthonormal basis of the null space Nul(M).

• rank(M) = r which means that the rank of M is equal to the number of positive singular
values.

According to Theorem A.1, matrix M can be factorized as follows:

M = USV>, (A.2)

where U ∈ Mm,m(R) and V ∈ Mn,n(R) are orthogonal matrices which contain the left
and right singular vectors of M. Matrix S ∈ Mn,n(R) is formed by the singular values
of M in descending order.

This decomposition can be applied to look for the linear subspace which best repre-
sents the variability of the inputs with the smallest amount of features, as in principal
component analysis (PCA). PCA computes the SVD and vanishes the less important
singular values. The vector spaces associated with the principal components are then
used for reducing the number of input variables.
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In some cases, SVD is applied with the contrary objective, selecting the smallest eigen-
value that determine the null space of M, where the uncertainty occurs. Since the ei-
genvalues are in descending order, the singular vector of our interest is the last column
of V, in the following called v. This singular vector v defines the direction of the sub-
space of solutions of M, that is the direction of the axis over the rotation is carried out.
This implies that v is the director vector of the axis of rotation.

A.3 Bayesian filters: the filtering problem

The problem formulation of Bayesian filters, such as KFs, consists in the identification
of the desirable estimations using a series of measurements observed over time con-
taining statistical noise and different inaccuracies [Sim06]. The common application
of these filters is depicted in Fig. A.1, in which a physical system is driven by a set of
external inputs or controls and its outputs are the external measurements or observa-
tions. These inputs and observations form the knowledge on the system’s behavior
and both convey errors and uncertainties, named the measurement and the system
errors.

Controls

System

errors

Measurement

errors

Observations

Optimal estimate

of system state

Figure A.1: Problem formulation for Bayesian filtering.

On the basis of the control inputs and observations, filters obtain an estimate of the
system’s state that optimizes a given criteria.

A.3.1 Kalman filter (KF)

The KF is a sensor fusion technique that estimates the states of a linear system through
the minimization of the variance of the estimation error [Sim06]. KFs use a series of
measurements observed over time and their statistical noise to produce estimates of
unknown variables. KFs are defined for processes that can be described as linear sys-
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tems by using the following equations of state (A.3) and observation (A.4):

xk = Axk−1 + Buk−1 + wk−1 (A.3)

zk = Cxk + vk, (A.4)

where A, B and C are matrices, k is the time index, x is the system state, u is the known
input to the system, z is the measured output and w and v are the noise associated
to the state and measurements, respectively. Noises are assumed to be Gaussian and
temporally uncorrelated. The quantities are notated as vectors since they usually con-
tain more than one element. The common problem is that x contains the state of the
system, but it cannot be directly measured. Instead, we measure z, which is a function
of x with the influence of noise v. The average value of the process noise w and the
measurement noise v are assumed to be zero. Then, the noise covariance matrices Q
and R are defined in each time k as:

Q = E[wk[wk]>]

R = E[vk[vk]>],
(A.5)

where E[·] denotes the expected operator.

KFs include two steps, estimation and correction, after the initialization. The initial
state x0 is a vector with known mean µ0 = E[x0] and covariance P0

x = E[(x0− µ0)(x0−
µ0)>]. After that, the first step includes the estimation of the state vector x̂k and the
a priori estimation error covariance P̂k. To do so, KFs rely on the estimation based on
the previous time step, working as an iterative algorithm. This step is defined by the
following equations:

x̂k = Axk−1 + Buk−1 (A.6)

and
P̂k

x = APk−1
x A> + Q (A.7)

Then, the update step is performed only when zk observations are available. The a
posteriori covariance matrix can be computed as:

Pk
x = P̂k

x − AxPk−1C>R−1CPk−1
x A>. (A.8)

Let be Kk the Kalman gain, that minimizes the error covariance P̂k
x for the a posteriori

state estimate x̂k, defined as follows:

Kk = P̂k
xC>

(
CP̂k

xC> + R
)−1

. (A.9)

Eventually, the corrected estimation can be calculated using (A.10).

xk = x̂k + Kk
(

zk − Cx̂k
)

(A.10)

The residual zk−Cx̂k is called innovation, which indicates the discrepancy between the
predicted state x̂k and the actual measurement zk. The closer it is to zero, the more
similar are the prediction and the measurement.
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A.3.2 Extended Kalman filter (EKF)

KFs are only applicable to linear systems. However, they have been generalized to
non-linear systems trough EKFs [Sim06].

In this case, we define the following nonlinear system:xk = f (xk−1) + wk−1

zk = h(xk) + vk
. (A.11)

Assuming the non-linearities in the dynamic and the observation model are smooth,
we can expand f and h in Taylor series and approximate in this way the next estimate
of the state vector xkas follows:

xk ≈ x̂k + A
(

xk−1 − x̂k−1
)
+ Q

zk ≈ ẑk + H
(

xk − x̂k
)
+ R

. (A.12)

Thus, the state prediction equations are:

xk = f
(

xk−1, w = 0
)

P̂k
x = APk−1

x A> + Q
, (A.13)

and the measurement update equations:

Py = HP̂kH> + R

Kk = P̂k
x H>

(
Py

)−1

xk = x̂k + Kk
(

zk + h
(

x̂k, v = 0
))

Pk
x =

(
I + KkC

)
P̂k

x

, (A.14)

where Py is an intermediate noise covariance matrix.

However, this approximation can introduce large errors in the true posterior mean and
covariance of the variable, which may lead even to the divergence of the filter. One of
the possible solutions is using the UKF, explained in the following section.

A.3.3 Unscented Kalman filter (UKF)

UKFs address the approximation issues of EKFs. In this case, the state vector distribu-
tion, still Gaussian, is represented as a set of sample points, called sigma points [Sim06].
Sigma points capture the actual mean and covariance of the Gaussian random varia-
bles and are obtained through the unscented transform (UT).
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The UT is a method for calculating the statistics of a random variable that suffers a non-
linear transformation. It considers the propagation of a random vector x of dimension
L with mean µx and covariance P through a non linear function z = h(x). To calculate
the statistics of z, UTs form a matrix X of 2L + 1 sigma vectors X i as follows:

X 0 = µx

X 1,L = µx +
√

L + λP

X L+1,2L = µx −
√

L + λP

, (A.15)

where λ = α2 (L + κ) − L is the scaling parameter that considers the spread of the
sigma points through α and a secondary scaling parameter κ, commonly set to 3− L,
obtained as α2 (L + κ)− L. These sigma points are propagated through the nonlinear
function h:

Zi = h (Xi) , (A.16)

where i denotes the ith column of matrices. The mean and covariance of z, µz, are then
approximated through a weighted sample mean and covariance of the posterior sigma
points Z as follows:

µz ≈
2L

∑
i=0

W(m)
i Zi

Pz ≈
2L

∑
i=0

W(c)
i
(
Zi − µz

) (
Zi − µz

)>, (A.17)

whose weights Wi are obtained as:

W(m)
0 =

λ

L + λ

W(c)
0 =

λ

L + λ
+ 1− α2β

W(m)
i = W(c)

i =
λ

2 (L + λ)
for i = 1, . . . , 2L,

, (A.18)

being β the parameter that incorporates prior knowledge of the distribution of x, set to
β = 2 for Gaussian distributions.

UKFs are an extension of UTs to the recursive estimation where the UT is applied to

the augmented state vector xk
a =

[
(xk)>(vk)>(nk)>

]>
that include the state and noise

variables. The UKF initialization is similar than in the general KFs but considering the
state and noise variables in the state vector:

x̂0
a = E

[
x0

a

]
=
[
(x0)> 0> 0>

]>
(A.19)

P0
xa = E

[(
x0

a − x̂0
a

) (
x0

a − x̂0
a

)>]
=

P0 0 0
0 Rv 0
0 0 Rn

 . (A.20)
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Then, the sigma points at each time k are calculated as:

X k−1
a =

[
x̂k−1

a x̂k−1
a +

√
L + λP x̂k−1

a −
√

L + λP
]

. (A.21)

The estimation stage equations are:

X k = f
(
X k−1

x , u,X k
v

)
µ̂x =

2L

∑
i=0

W(m)
i X

k
i

P̂k
x =

2L

∑
i=0

W(c)
i

(
X k

i − µ̂x

) (
X k

i − µ̂x

)>, (A.22)

and the update equations are:

Z k = h
(
X k

x ,X k
n

)
µk

z =
2L

∑
i=0

W(m)
i Z

k
i

Pk
z =

2L

∑
i=0

W(c)
i

(
Z k

i − µ̂z

) (
Z k

i − µ̂z

)>
Pk

xz =
2L

∑
i=0

W(c)
i

(
X k

i − µ̂x

) (
Z k

i − µ̂z

)>
Kk = Pk

xz

(
Pk

z

)−1

x̂k = µk
x + Kk

(
zk − µk

z

)
Pk

x = P̂k
x − KkPk

z

(
Kk
)>

, (A.23)

where Xa =
[
X>x X>v X>n

]>
and Rv is the process-noise covariance matrix and Rn is

the measurement-noise covariance matrix.

A.4 Data Science algorithms

Data science is a multidisciplinary field that aims to extract knowledge from data [Bis06].
It gathers methods and theoretical basis from mathematics, statistics, computer sci-
ence, domain knowledge and information science. One of the main methodologies in
data science is ML, which is the study of computer algorithms that improve through
their own experience. These algorithms include several proposals based on the cre-
ation of models from known data to infer information about it or new data. The main
key is to create generic models for a great amount of data from a smaller database.
These algorithms can be divided into three types according to their approach and the
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type of data they use as input and output: supervised, unsupervised and reinforce-
ment learning.

Supervised learning algorithms infer mathematical models from a set of data, called
training data, that include inputs and the searched outputs. Through iterative optimi-
zation of an objective function, these algorithms learn a function that models the data
in some extent. This function is then used to predict the outputs associated with the
new data whose outputs are unknown for the algorithm. Models can be used for active
learning, that is to label new data points with the desired outputs, classification, which
consist in finding the corresponding label between a small set of labels for some data,
or regression, where the set of labels include any numerical value within a range.

Unsupervised learning algorithms consider data which do not contain the outputs, so
only the inputs are known. These algorithms find the structure in the data, finding
similarities. One of the main applications of unsupervised learning is in the field of
statistics summarizing and explaining data features.

Semi-supervised learning combines both supervised and unsupervised learning, since
some of the training examples are not labeled.

Reinforcement learning works in environments to maximize some notion of cumu-
lative reward. These algorithms do not assume knowledge of an exact mathematical
model and are used when exact models are not feasible. Some autonomous vehicles
and machines that learn how to play a game against humans use these kind of learning.

In this work, we use the supervised learning algorithms because we work with labeled
data. In the following sections, we explain the different algorithms applied in this
work. For ease the exposition, in the following we assume just two classes y = 0, 1.

A.4.1 Support Vector Machines

The performance of SVM is based on optimizing the distance between samples from
different classes. The classification function for a linearly separable dataset is a sep-
arating hyperplane f (x) that passes through the middle of the two classes [Sch18].
The decision function of SVMs is the hyperplane that maximize the margin between
classes, which is the shortest distance between the closest data points of each class to
the hyperplane. Given a labeled training data set {(xi, yi)}N

i=1 where xi ∈ <N are the
features and yi ∈ C = {Cj | 1 ≤ j ≤ J} are its labels. Also given a non-linear mapping
ψ(·) : <N → <p where (N << p), SVMs:

minw,b,ε
1
2‖w‖+ C ∑N

i=1 εk

yj
(
w ψ(xi) + b

)
+ εi − 1 ≥ 0 i = 1, . . . , n

εi ≥ 0,
(A.24)
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where w and b define a separating hyperplane in<N and εk are positive slack variables
that ensure the optimal hyperplane despite of the permitted errors.

In this way, using the cost function (A.24) minimize the committed errors with the
term ∑N

i=1 εk, whereas minimizes the Euclidean norm of the model weights‖w‖, which
is equivalent to maximize the margin that separates classes. The regularization hy-
perparameter C controls the generalization capability of the classifier, which must be
usually tuned by the user.

A correct choice of the non-linear mapping ψ : <N → <p increases the likelihood of the
transformed samples to be linearly separable. The problem giving by (A.24) is solved
by the following decision function for any test sample x∗ ∈ <N:

f (x∗) = sgn

(
n

∑
k=1

yiαiK(xi, x∗) + b

)
(A.25)

where αi are the Lagrange multipliers corresponding to the constraints of the primal
problem (A.24). The support vectors (SVs) are those training samples xi with a non-zero
Lagrange multiplier. The function K(xi, x∗) is the scalar product of the higher-order
space <p. The bias term b is defined as:

b =
1
m

m

∑
k=1

(
yi −w ψ(xi)

)
, (A.26)

being m the number of unbounded Lagrange multipliers and w = ∑n
i=1 yiαiψ(xi).

SVMs offers the best generalization ability in classification performance in both train-
ing and new data.

A.4.2 Decision Trees and Random Forest

Random forests are an ensemble learning method that constructs T classification de-
cision trees at training time to predict the searched outputs. A decision tree is a bi-
nary recursive partitioning procedure [Wu09], constructed using a directed graph G =

(V, E), E ⊂ V2, with set of nodes V split into three disjoint sets V = D∪C∪ T decision
and terminal nodes [Kam18]. These algorithms base on choosing a variable at each
node that best splits the training data set.

Classification trees use Gini impurity to measure the likelihood of mislabel a sample if
this one is randomly labeled. The Gini rule measures impurity of a node V as

G(t) = 1− p(V)2 − (1− p(V))2 (A.27)

where p(V) is the relative frequency of class 1 in the node and the gain generated by a
split of the parent node P into left and right branches L and R is

I(P) = G(P)− qG(L)− (1− q)G(R), (A.28)
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being q the fraction of instances going left.

The best split is the one that provides the higher information gain I(P). Thus, the next
branch split is made with the variable which results into a higher I(P) and this process
is repeated for each node until the tree is completed.

Decision trees tend to learn highly irregular patterns, overfitting the training sets. Ran-
dom forests correct the problem of overfitting associated with decision trees through
bagging. Each tree t is grown on a different bootstrap sample (explain that is the subset
of samples) which contains a random set of points from the original training data set.
Besides, bagging at each node of the tree t, r features are selected from the R original
features. In this way, bagging increases stability of the original decision trees and the
random feature selection enhances the robustness of this algorithm. The class assigned
to each sample is the most voted by the T trees, as:

y′ = argmaxv ∑
(xi,yi)∈Dz

I(v = yi), (A.29)

where v is a class label, yi is the class label for the kth nearest neighbors, and I(·) is a
function that returns the value 1 if the argument is true and 0 otherwise.

A.4.3 K-Nearest Neighbor

KNN classification finds a group of k objects in the training set that are closest to the
test object [Sha08]. The assignment of a label bases on the predominance of a particular
class in this neighborhood. To classify new data, the distance of each sample to the
labeled objects from the training set is computed, its k nearest neighbors are identified
and their class labels are assigned to the test sample.

Once the nearest-neighbor list is obtained, the test sample is classified based on the
majority class of its nearest neighbors using (A.29).

A.4.4 Multi-Layer Perceptron

MLPs are a class of ANN that consists of an input layer, a number of hidden layers
and an output layer, all of which are composed by a number of processing units called
neurons[Hay98, Bis95]. All these neurons are connected to other neurons in the next
layer by means of weighted links. The values of the weights are related to the ability of
the MLP to learn about the problem from the training data, which has to be sufficiently
large. During the raining process, the values of these weights are assigned, which are
aimed at minimizing the error between the MLP output and the expected value of the
training set.
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The input data for the MLP consist of a number of samples {(xi ∈ <n)}N
i=1, where

the input vectors xi = [xi,1, . . . , xi,n]. Once a MLP is trained, it is able to generate an
estimated output ŷi ∈ C = {Cj | 1 ≤ j ≤ J}, where j are the possible labels of data.
The relationship between output ŷ and a generic input x = [x1, . . . , xn] of a neuron is:

ŷ = φ

 n

∑
j=1

wjxj − b

 , (A.30)

where xj are the input signals, wj is the weight associated with the jth input, b is the
bias term and φ is the transfer function, which is commonly the logistic function:

φ(x) =
1

1 + e−x . (A.31)

A.4.5 Extreme Learning Machines

ELMs are a fast training method for ANN that can be applied to feed-forward per-
ceptron structures [Hua11]. These are characterized for setting the network weights
of the first layer randomly, and then obtaining the pseudo-inverse of the hidden-layer
output matrix. This pseudo-inverse is used to obtain the weights of the output layer
that best fit the training data labels.

Considering a training set {(xi, yi)}N
i=1 where xi ∈ <N are the features and yi ∈ C =

{Cj | 1 ≤ j ≤ J}, an activation function g(x) and a given number of hidden nodes N̂,
which has to be set before the raining, ELM applies the following steps:

1. Random assignation of input weighs wi and bias bi, where i = 1, . . . , N̂, with a
uniform probability distribution in [−1, 1].

2. Calculation of the hidden-layer output matrix H, which is defined as:

H =


g(w1x1 + b1) · · · g(wN̂x1 + bN̂)

... . . . ...
g(w1xN + b1) · · · g(wN̂xN + bN̂)

 (A.32)

3. Obtaining the output weight vector β as:

β = BT, (A.33)

where B is the Moore-Penrose pseudo-inverse of the matrix H and T = [y1, . . . , yN]
>

is the training vector of labels.

This method present the great advantage of being extremely fast and their results are
competitive versus other approaches, such as SVM or multi-layer perceptrons.





Appendix B

Ethics committees approvals

This chapter includes the approvals by two different Ethics Committees of the experi-
ments carried out in order to develop this thesis. First, the report of the Ethics Commit-
tee for drug research of the Guadalajara health area, and second, the favorable report
of the animal experimentation research Ethics Committee of the University of Alcalá.
Both documents are written in Spanish because the evaluation committees are from
Spanish entities.
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[Cal16] D. Calin, D. Tarniţă, D. Popa, D. Calafeteanu, D. Tarnita. ‘Virtual Model and
Simulation of the Normal and Affected Human Hip Joint’. Applied Mechan-
ics and Materials. 823 (January), pp. 167–172, 2016.
doi:10.4028/www.scientific.net/amm.823.167

[Cam13] V. Camomilla, A. Cereatti, L. Chèze, A. Cappozzo. ‘A hip joint kinemat-
ics driven model for the generation of realistic thigh soft tissue artefacts’.
Journal of biomechanics. 46 (3), pp. 625–630, 2013.

[Cam18] V. Camomilla, E. Bergamini, S. Fantozzi, G. Vannozzi. ‘Trends supporting
the in-field use of wearable inertial sensors for sport performance evalua-
tion: A systematic review’. Sensors. 18 (3), p. 873, 2018.

https://www.scopus.com/inward/record.uri?eid=2-s2.0-85081786670&partnerID=40&md5=87eacff2db2c6f07efc23a4c71634453
https://www.scopus.com/inward/record.uri?eid=2-s2.0-85081786670&partnerID=40&md5=87eacff2db2c6f07efc23a4c71634453
http://dx.doi.org/10.1109/ACCESS.2021.3062545
http://dx.doi.org/10.4028/www.scientific.net/amm.823.167


138 BIBLIOGRAPHY

[Cas19] A. Casas-Herrero, I. Anton-Rodrigo, F. Zambom-Ferraresi, M.L.S. de As-
teasu, N. Martinez-Velilla, J. Elexpuru-Estomba, I. Marin-Epelde, F. Ramon-
Espinoza, R. Petidier-Torregrosa, J.L. Sanchez-Sanchez, et al. ‘Effect of a
multicomponent exercise programme (VIVIFRAIL) on functional capacity
in frail community elders with cognitive decline: study protocol for a ran-
domized multicentre control trial’. Trials. 20 (1), p. 362, 2019.

[Cer03] P. Cerveri, A. Pedotti, G. Ferrigno. ‘Robust recovery of human motion from
video using Kalman filters and virtual humans’. Human movement science.
22 (3), pp. 377–404, 2003.

[Che14] L. Chèze. Kinematic Analysis of Human Movement (2014).

[Che20] Y. Chen, C. Fu, W.S.W. Leung, L. Shi. ‘Drift-Free and Self-Aligned IMU-
Based Human Gait Tracking System with Augmented Precision and Ro-
bustness’. IEEE Robotics and Automation Letters. 5 (3), pp. 4671–4678, 2020.
doi:10.1109/LRA.2020.3002203

[Cho18] S. Choi, Y.B. Shin, S.Y. Kim, J. Kim. ‘A novel sensor-based assessment of
lower limb spasticity in children with cerebral palsy’. Journal of NeuroEn-
gineering and Rehabilitation. 15 (1), 2018.
doi:10.1186/s12984-018-0388-5

[Com15] P. Comfort, P.A. Jones, L.C. Smith, L. Herrington. ‘Joint kinetics and kine-
matics during common lower limb rehabilitation exercises’. Journal of Ath-
letic Training. 50 (10), pp. 1011–1018, 2015.
doi:10.4085/1062-6050-50.9.05

[Con21] J. Conte Alcaraz, S. Moghaddamnia, J. Peissig. ‘Efficiency of deep neural
networks for joint angle modeling in digital gait assessment’. Eurasip Journal
on Advances in Signal Processing. 2021 (1), 2021.
doi:10.1186/s13634-020-00715-1

[Cra16] M. Crabolu, D. Pani, L. Raffo, A. Cereatti. ‘Estimation of the center of
rotation using wearable magneto-inertial sensors’. Journal of Biomechanics.
49 (16), pp. 3928–3933, 2016.
doi:10.1016/j.jbiomech.2016.11.046

[Cra17] M. Crabolu, D. Pani, L. Raffo, M. Conti, P. Crivelli, A. Cereatti. ‘In vivo
estimation of the shoulder joint center of rotation using magneto-inertial
sensors: MRI-based accuracy and repeatability assessment’. BioMedical En-
gineering Online. 16 (1), pp. 1–18, 2017.
doi:10.1186/s12938-017-0324-0

http://dx.doi.org/10.1109/LRA.2020.3002203
http://dx.doi.org/10.1186/s12984-018-0388-5
http://dx.doi.org/10.4085/1062-6050-50.9.05
http://dx.doi.org/10.1186/s13634-020-00715-1
http://dx.doi.org/10.1016/j.jbiomech.2016.11.046
http://dx.doi.org/10.1186/s12938-017-0324-0


BIBLIOGRAPHY 139

[Cra18] M. Crabolu, D. Pani, L. Raffo, M. Conti, A. Cereatti. ‘Functional estimation
of bony segment lengths using magneto-inertial sensing: Application to the
humerus’. PLoS ONE. 13 (9), pp. 1–11, 2018.
doi:10.1371/journal.pone.0203861

[Cus19] E.E. Cust, A.J. Sweeting, K. Ball, S. Robertson. ‘Machine and deep learning
for sport-specific movement recognition: a systematic review of model de-
velopment and performance’. Journal of sports sciences. 37 (5), pp. 568–600,
2019.

[Cut08] A.G. Cutti, A. Giovanardi, L. Rocchi, A. Davalli, R. Sacchetti. ‘Ambula-
tory measurement of shoulder and elbow kinematics through inertial and
magnetic sensors’. Medical & biological engineering & computing. 46 (2), pp.
169–178, 2008.

[De 14] H. De Rosario, Á. Page, V. Mata. ‘Point of optimal kinematic error: Im-
provement of the instantaneous helical pivot method for locating centers of
rotation’. Journal of Biomechanics. 47 (7), pp. 1742–1747, 2014.
doi:10.1016/j.jbiomech.2014.02.003

[Dia19] E.M. Diaz, D.B. Ahmed, S. Kaiser. ‘A Review of Indoor Localization Meth-
ods Based on Inertial Sensors’. In Geographical and Fingerprinting Data to
Create Systems for Indoor Positioning and Indoor/Outdoor Navigationpp. 311–
333 (Elsevier, 2019).

[Din20] Z. Ding, C. Yang, J. Ma, J.G. Wei, F. Jiang. ‘The online estimation of the joint
angle based on the gravity acceleration using the accelerometer and gyro-
scope in the wireless networks’. Multimedia Tools and Applications. 79 (23-24),
pp. 16265–16279, 2020.
doi:10.1007/s11042-019-07911-8

[Dom19] M.F. Domingues, C. Tavares, V. Rosa, L. Pereira, N. Alberto, P. Andre, P. An-
tunes, A. Radwan. ‘Wearable eHealth System for Physical Rehabilitation:
Ankle Plantar-Dorsi-Flexion Monitoring’. In 2019 IEEE Global Communica-
tions Conference (GLOBECOM) (IEEE, 2019) pp. 1–6.
doi:10.1109/GLOBECOM38437.2019.9014293

[Dor19] E. Dorschky, M. Nitschke, A.K. Seifer, A.J. van den Bogert, B.M. Eskofier.
‘Estimation of gait kinematics and kinetics from inertial sensor data using
optimal control of musculoskeletal models’. Journal of Biomechanics. 95,
2019.
doi:10.1016/j.jbiomech.2019.07.022

http://dx.doi.org/10.1371/journal.pone.0203861
http://dx.doi.org/10.1016/j.jbiomech.2014.02.003
http://dx.doi.org/10.1007/s11042-019-07911-8
http://dx.doi.org/10.1109/GLOBECOM38437.2019.9014293
http://dx.doi.org/10.1016/j.jbiomech.2019.07.022


140 BIBLIOGRAPHY

[Dor20] E. Dorschky, M. Nitschke, C.F. Martindale, A.J. van den Bogert, A.D.
Koelewijn, B.M. Eskofier. ‘CNN-Based Estimation of Sagittal Plane Walking
and Running Biomechanics From Measured and Simulated Inertial Sensor
Data’. Frontiers in Bioengineering and Biotechnology. 8, 2020.
doi:10.3389/fbioe.2020.00604

[Dua20] Y. Duan, X. Zhang, Z. Li. ‘A new quaternion-based kalman filter for human
body motion tracking using the second estimator of the optimal quaternion
algorithm and the joint angle constraint method with inertial and magnetic
sensors’. Sensors (Switzerland). 20 (21), pp. 1–19, 2020.
doi:10.3390/s20216018

[Ehr06] R.M. Ehrig, W.R. Taylor, G.N. Duda, M.O. Heller. ‘A survey of formal meth-
ods for determining the centre of rotation of ball joints’. Journal of biomech-
anics. 39 (15), pp. 2798–2809, 2006.

[El 15] M. El-Gohary, J. McNames. ‘Human joint angle estimation with inertial
sensors and validation with a robot arm’. IEEE Transactions on Biomedical
Engineering. 62 (7), pp. 1759–1767, 2015.

[Fal20] M. Falbriard, F. Meyer, B. Mariani, G.P. Millet, K. Aminian. ‘Drift-Free Foot
Orientation Estimation in Running Using Wearable IMU’. Frontiers in Bioen-
gineering and Biotechnology. 8, 2020.
doi:10.3389/fbioe.2020.00065

[Fas18] B. Fasel, J. Sporri, J. Chardonnens, J. Kroll, E. Muller, K. Aminian. ‘Joint In-
ertial Sensor Orientation Drift Reduction for Highly Dynamic Movements’.
IEEE Journal of Biomedical and Health Informatics. 22 (1), pp. 77–86, 2018.
doi:10.1109/JBHI.2017.2659758

[Fav09] J. Favre, R. Aissaoui, B.M. Jolles, J.A. de Guise, K. Aminian. ‘Functional cali-
bration procedure for 3D knee joint angle description using inertial sensors’.
Journal of biomechanics. 42 (14), pp. 2330–2335, 2009.

[Fei21] F. Fei, S. Xian, X. Xie, C. Wu, D. Yang, K. Yin, G. Zhang. ‘Development of
a wearable glove system with multiple sensors for hand kinematics assess-
ment’. Micromachines. 12 (4), 2021.
doi:10.3390/mi12040362

[Fig20] J. Figueiredo, S.P. Carvalho, J.P. Vilas-Boas, L.M. Gonçalves, J.C. Moreno,
C.P. Santos. ‘Wearable inertial sensor system towards daily human kin-
ematic gait analysis: Benchmarking analysis to MVN BIOMECH’. Sensors
(Switzerland). 20 (8), 2020.
doi:10.3390/s20082185

http://dx.doi.org/10.3389/fbioe.2020.00604
http://dx.doi.org/10.3390/s20216018
http://dx.doi.org/10.3389/fbioe.2020.00065
http://dx.doi.org/10.1109/JBHI.2017.2659758
http://dx.doi.org/10.3390/mi12040362
http://dx.doi.org/10.3390/s20082185


BIBLIOGRAPHY 141

[Fin19] S. Finocchietti, M. Gori, A. Souza Oliveira. ‘Kinematic Profile of Visually
Impaired Football Players During Specific Sports Actions’. Scientific Reports.
9 (1), pp. 1–8, dec 2019.
doi:10.1038/s41598-019-47162-z

[Fou17] H. Fourati, N. Manamanni, L. Afilal, Y. Handrich. Rigid body motion cap-
turing by means of a wearable inertial and magnetic MEMS sensor assembly-from
reconstitution of the posture toward dead reckoning: An application in bio-logging
(2017).
doi:10.1201/b14970

[Fra19] M.S. Fragala, E.L. Cadore, S. Dorgo, M. Izquierdo, W.J. Kraemer, M.D.
Peterson, E.D. Ryan. ‘Resistance Training for Older Adults’. Journal of
Strength and Conditioning Research. 33 (8), pp. 2019–2052, aug 2019.
doi:10.1519/JSC.0000000000003230

[Fri14] N. Friedman, J.B. Rowe, D.J. Reinkensmeyer, M. Bachman. ‘The manu-
meter: A wearable device for monitoring daily use of the wrist and fingers’.
IEEE Journal of Biomedical and Health Informatics. 18 (6), pp. 2168–2194, 2014.
doi:10.1109/JBHI.2014.2329841

[Fri18a] E. Frick, S. Rahmatalla. ‘Joint center estimation using single-frame optimi-
zation: Part 1: Numerical simulation’. Sensors (Switzerland). 18 (4), pp. 1–17,
2018.
doi:10.3390/s18041089

[Fri18b] E. Frick, S. Rahmatalla. ‘Joint center estimation using single-frame optimi-
zation: Part 2: Experimentation’. Sensors (Switzerland). 18 (8), pp. 1–22, 2018.
doi:10.3390/s18082563

[Gar18] S. García de Villa, J.J. García Domínguez, A. Jiménez Martín, A. Page del
Pozo. ‘Estimación de centros y ejes de rotación mediante sensores iner-
ciales’. In XXV Annual Seminar on Automation, Industrial Electronics and In-
strumentation 2018 - Proceedings (2018) pp. 379–398.

[Gar19] S. García de Villa, E. Munoz Diaz, D. Bousdar Ahmed, A. Jiménez Martín,
J.J. García Domínguez. ‘IMU-based Characterization of the Leg for the Im-
plementation of Biomechanical Models’. In International Conference on Indoor
Positioning and Indoor Navigation - Proceedings (2019) .

[Gar20a] S. García de Villa, A. Jiménez Martín, J.J. García Domínguez. ‘Adaptive
IMU-based Calibration of the Center ofJoints for Movement Analysis: One
Case Study’. In IEEE International Symposium on Medical Measurements and
Applications (2020) pp. 1–10.

http://dx.doi.org/10.1038/s41598-019-47162-z
http://dx.doi.org/10.1201/b14970
http://dx.doi.org/10.1519/JSC.0000000000003230
http://dx.doi.org/10.1109/JBHI.2014.2329841
http://dx.doi.org/10.3390/s18041089
http://dx.doi.org/10.3390/s18082563


142 BIBLIOGRAPHY

[Gar20b] S. García de Villa, A. Jiménez Martín, J.J. García Domínguez. ‘Calibración
adaptativa de los centros articulares para el análisis de movimientos con
IMUs’. In 27 Seminario Anual de Automática, Electrónica Industrial e Instru-
mentación - Libro de actas (2020) .

[Gar21a] S. García-de-Villa, A. Jiménez-Martín, J.J. García-Domínguez. ‘A data-
base of physical therapy exercises with variability of execution collected
by wearable sensors’, 7 2021.
doi:10.5281/ZENODO.5052756

[Gar21b] S. García-de-Villa, A. Martínez Parra, A. Jiménez Martín, J.J. García Domín-
guez, D. Casillas-Perez. ‘ML algorithms for the assessment of prescribed
physical exercises’. In 2021 IEEE International Symposium on Medical Meas-
urements and Applications (MeMeA) (2021) pp. 1–6.
doi:10.1109/MeMeA52024.2021.9478725

[Gar21c] S. García-de-Villa, A. Jiménez-Martín, J.J. García-Domínguez. ‘Novel IMU-
based Adaptive Estimator of the Center of Rotation of Joints for Movement
Analysis’. IEEE Transactions on Instrumentation and Measurement, 2021.

[Gar21d] S. García de Villa, A. Martínez Parra, A. Jiménez Martín, J.J. García Domín-
guez, D. Casillas-Pérez. ‘Evaluación de ejercicios físicos pautados mediante
algoritmos de Machine Learning’. In 28 Seminario Anual de Automática, Elec-
trónica Industrial e Instrumentación - Libro de actas (2021) .

[Gar22a] S. García-de-Villa, A. Jiménez-Martín, J.J. García-Domínguez. ‘A data-
base of physical therapy exercises with variability of execution collected
by wearable sensors - Under review’. Scientific Data, 2022.

[Gar22b] S. García-de-Villa, A. Jiménez-Martín, J.J. García-Domínguez, D. Casillas-
Pérez. ‘Simultaneous Exercise Recognition and Evaluation in Prescribed
Routines: Approach to Virtual Coaches - Under review’. Expert Systems with
Applications, 2022.

[Gho20] M. Gholami, C. Napier, C. Menon. ‘Estimating lower extremity running gait
kinematics with a single accelerometer: A deep learning approach’. Sensors
(Switzerland). 20 (10), 2020.
doi:10.3390/s20102939

[Gig14] O.M. Giggins, K.T. Sweeney, B. Caulfield. ‘Rehabilitation exercise assess-
ment using inertial sensors: a cross-sectional analytical study’. Journal of
neuroengineering and rehabilitation. 11 (1), p. 158, 2014.

[Hay98] S. Haykin. ‘Neural Networks: A Comprehensive Foundation Subsequent
Edition. Prentice Hall PTR, Upper Saddle River, NJ, United States’, 1998.

http://dx.doi.org/10.5281/ZENODO.5052756
http://dx.doi.org/10.1109/MeMeA52024.2021.9478725
http://dx.doi.org/10.3390/s20102939


BIBLIOGRAPHY 143

[Her21] V. Hernandez, D. Dadkhah, V. Babakeshizadeh, D. Kulić. ‘Lower body kin-
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