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ABSTRACT Coronavirus disease (COVID-19) was confirmed as a pandemic disease on February 11, 2020.
The pandemic has already caused thousands of victims and infected several million people around the world.
The aim of this work is to provide a Covid-19 infection screening tool. Currently, the most widely used
clinical tool for detecting the presence of infection is the reverse transcription polymerase chain reaction
(RT-PCR), which is expensive, less sensitive and requires the resource of specialized medical personnel. The
use of X-ray images represents one of the latest challenges for the rapid diagnosis of the Covid-19 infection.
This work involves the use of advanced artificial intelligence techniques for diagnosis using algorithms for
classification purposes. The goal is to provide an automatic infection detection method while maximizing
detection accuracy. A public database was used which includes images of COVID-19 patients, patients with
viral pneumonia, patients with pulmonary opacity, and healthy patients. The methodology used in this study
is based on transfer learning of pre-trained networks to alleviate the complexity of calculation. In particular,
three different types of convolutional neural networks, namely, InceptionV3, ResNet50 andXception, and the
Vision Transformer are implemented. Experimental results show that the Vision Transformer outperforms
convolutional architectures with a test accuracy of 99.3% vs 85.58% for ResNet50 (best among CNNs).
Moreover, it is able to correctly distinguish among four different classes of chest X-ray images, whereas
similar works only stop at three categories at most. The high accuracy of this computer-assisted diagnostic
tool can significantly improve the speed and accuracy of COVID-19 diagnosis.

INDEX TERMS Biomedical imaging, COVID, deep learning, image classification, medical diagnostic
imaging, vision transformer.

I. INTRODUCTION
On December 31st, 2019, Chinese health authorities reported
an outbreak of pneumonia cases of unknown aetiology in the
city of Wuhan (Hubei Province, China). Shortly thereafter,
on January 9th, 2020, the China CDC (the Center for Disease
Control and Prevention of China) identified a new coro-
navirus (tentatively named 2019-nCoV) as the etiological
cause of these diseases. Chinese health authorities have also
confirmed the inter-human transmission of the virus. On 11th
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February, the World Health Organization (WHO) announced
that the disease transmitted since 2019-nCoV has been called
COVID-19 (Corona Virus Disease). The Coronavirus Study
Group (CSG) of the International Committee on Taxonomy of
Viruses has officially classified with the name of SARS-CoV-
2 the virus provisionally named by the international health
authorities 2019-nCoV and responsible of cases of COVID-
19 (Corona Virus Disease). The CSG - responsible for defin-
ing the official classification of viruses and the taxonomy
of the Corona viridae family, after evaluating the novelty of
the human pathogen and on the basis of phylogeny, taxon-
omy and established practice, has formally associated this
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virus with the coronavirus it causes severe acute respiratory
syndrome (SARS-CoVs, Severe acute respiratory syndrome
coronaviruses) classifying it as Severe Acute Respiratory
Syndrome CoronaVirus 2 (SARS-CoV-2) [1]. After assessing
the severity levels and global spread of the SARS-CoV-2
infection, WHO declared that the COVID-19 epidemic can
be considered a pandemic.

II. RELATED WORK
After the World Health Organization (WHO) declared the
rapid spread of the aggressive COVID-19 virus, the world of
scientific research went to great lengths to propose a solution
for the early diagnosis of the virus [2]. Indeed, the rapid
detection of COVID-19 can help control the spread of the
disease.

Nowadays, the most used and most reliable method of
diagnosing infection is the Reverse Transcription-Polymerase
Chain Reaction (RTPCR). A sample is taken by nose / mouth
and pharyngeal swab and analysed by real-time molecular
methods through the amplification of the viral genes most
expressed during the infection. This analysis can only be
carried out in highly specialized laboratories, identified by the
health authorities and requires on average from 2 to 6 hours
to return a result. Another category of tests that have a lower
sensitivity and specificity than the previous molecular tests,
are the antigen swabbing. This type of test is based on the
search for viral proteins (antigens) in respiratory samples.
The sampling methods are the same as for molecular tests
(nasal and throat swab) but the response time is shorter (about
15 minutes). Finally, the serological tests highlight the pres-
ence of antibodies against the virus and tests reveal that there
has been exposure to the virus; but only in a few cases can
they detect that an infection is in progress. In the current state
of scientific development, serological tests cannot replace
molecular tests based on the identification of viral RNA [3].

In recent times, the attention for the diagnosis of infec-
tion is focusing on imaging tests. Chest X-ray (CXR) and
computed tomography (CT) are the most popular imaging
techniques for diagnosing COVID-19 disease. The historical
conception of diagnostic imaging systems has been fully
explored through several approaches ranging from automa-
tion engineering to deep learning [4]. Although some studies
[5] show an increase in sensitivity when analyzing CT scans
as opposed to CXR, this study focuses on chest X-ray images
due to their readiness and wide availability, which is not
always the case for CT images [6].

The Convolutional Neural Network (CNN) is one of the
most popular and effective approaches in the diagnosis of
COVID-19 from digitized images. Several reviews have been
carried out to highlight recent contributions to COVID-19
detection [7]. Pre-trained CNN models were used for feature
extraction using SVM classifiers with various kernel func-
tions [8]. Then, several pre-trained CNNmodels were further
trained using chest X-ray images for COVID-19 detection.
The accuracy of the classification was used to evaluate the
performance of the proposed methods. The pre-trained deep

CNN models used in the study were ResNet18, ResNet50,
ResNet101, VGG16, and VGG19. Since testing the study,
the deep characteristics model (ResNet50) and SVM with
linear kernel function produced an accuracy score of 94.7%,
which was the highest of all results. Test results for fine-
tuning the ResNet50 model and end-to-end training of the
developed CNN model were 92.6% and 91.6% respectively.
Since the number of COVID-19 X-Ray samples is limited,
transfer learning (TL) appears as the reference method for
classifying disease data to develop accurate automated diag-
nosis models. In this context, networks are able to acquire
knowledge from pre-trained networks on large-scale image
datasets or alternative data-rich sources. The classification
algorithm based on transfer learning acquired results with an
accuracy of 97.66% and an F1-score of 97.61% [9].

The studies suggested that transfer learning can allow
the network to extract significant features related to the
COVID-19 disease diagnosis. In fact, several works have
applied this idea in order to rapidly develop a reliable tool
to assist medical experts in diagnosing COVID-19. The wide
popularity of convolutional neural networks made them the
first choice for a number of works, in which said archi-
tectures manage to identify COVID-struck lungs on X-ray
images. Shazia et al. [10] compared performances of several
CNNs, presenting a test accuracy of 99.48% obtained by
DenseNet121. However, the classification task only dealt
with the goal of distinguishing between COVID and viral
pneumonia, with the first (and most relevant) class being
represented in the test set with just 157 images, versus more
than 4000 images for pneumonia. Many other studies tackle
the problem of classifying COVID and non-COVID X-ray
images, typically viral/bacterial pneumonia, or they add nor-
mal lung CXR as a third category [11], [12].

The advent of the Vision Transformer has led many
researchers to perform the same kind of task with such recent
neural model, and assess its performance against CNNs.
ViT’s capability to connect local patches of information on
a single image and build up the picture context has led the
Vision Transformer to often surpass its convolutional com-
petitors. Thus, many other works have deployed the Vision
Transformer for COVID detection. Krishnan applied the ViT
to distinguish between COVID and non-COVID chest X-ray
images, assessing performance against some CNNs, reaching
a final accuracy of 97.6% [13]. D. Shome et al. applied the
model for both three and two classes, including pneumonia
as a third category. The study managed to achieve accuracies
of 92% and 98%, respectively [14]. Mondal et al. obtained
a 96% test accuracy when using the Vision Transformer for
classifying chest X-ray images into the same three categories,
namely COVID, pneumonia and normal lungs [15]. Park et al.
added a convolutional backbone for feature extraction, and
developed a system to assess COVID severity. However, their
work classified X-ray images over three categories – namely
COVID, normal and a generic class of ‘‘other infection’’.
Authors present test accuracy separately for the three classes
with a confidence interval of 95%, and its value never goes
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above 94.2% (which is the best result for the normal class)
[16]. All of the aforementioned papers present studies that
are mainly focused on distinguishing between COVID and
non-COVID patients, or they include viral pneumonia as a
third class when tackling multi-class classification. Almaki
et al. took into consideration both viral and bacterial pneu-
monia, thus working over four classes, and combined their
custom CNN with a few selected machine learning algo-
rithms. Yet, their method only reached a final test accuracy
of 97.29% [17].

The work presented in this document tackles classification
over four categories – including lung opacity as a fourth
class – and proves that the Vision Transformer is capable of
distinguishing an additional class of pulmonary diseases with
considerably high levels of accuracy and specificity. To the
best of our knowledge, no other similar methods were able
to reach such level of accuracy over four different classes
of chest X-ray images in the case of automatic COVID-19
detection.

III. DATABASE DESCRIPTION: CHEST X-RAY IMAGES
The dataset used in this work is a collection of chest X-ray
images that were (and still are) gathered by researchers from
different countries, with the specific purpose of creating a
publicly available database for COVID-related research. The
version used for this work was collected in October 2021,
and it consists of 3616 COVID-19 positive cases, 10,192
normal images, 6012 pulmonary opacity (non-COVID lung
infection), and 1345 viral pneumonia [18], [19]. All images
were downloaded as png-formatted RGB images with a size
of 299× 299× 3.

The lungs are the two organs responsible for supplying
oxygen to the body and for the elimination of carbon dioxide
from the blood, or the gaseous exchanges between air and
blood (a process known as hematosis). Located in the thoracic
cavity, they are surrounded by a serous membrane, the pleura,
which is essential for the performance of their functions.

The lungs are separated by a space between the spine
and the sternum, the mediastinum, which includes the heart,
esophagus, trachea, bronchi, thymus and great vessels.

Each of the two lungs has at the upper end, an apex that
extends upwards to the base of the neck and, at the lower
end, rests on the diaphragmatic muscle. Their main blood is to
receive the load of carbon dioxide and waste products from
the peripheral circulation and to clean it up: once cleansed
the blood is then sent to the heart, from where it is sent to
organs and tissues. An example of healthy lungs X-ray image
is shown in Fig. 1.

In general, in pneumonia, the lungs fill with fluid and
become inflamed, causing difficulty breathing. For some
cases, breathing problems can become severe and require
hospitalization with oxygen and ventilator treatments. Pneu-
monia caused by COVID-19 tends to take hold in both lungs.
The air sacs in the lungs fill with fluid, limiting their ability
to absorb oxygen and causing shortness of breath, cough,
and other symptoms. Even after the disease has passed, lung

FIGURE 1. Healthy lungs on a chest X-ray image.

FIGURE 2. COVID-19 lungs on a chest X-ray image.

lesions can cause breathing difficulties that could takemonths
to improve. An example can be observed in Fig. 2.

Pulmonary opacity is represented by spots that appear on
the lungs and usually do not exceed 3 cm in diameter. In most
cases they are benign, meaning they are not cancerous. A pul-
monary nodule is usually seen by means of chest X-ray
or computed tomography (CT). They may appear as single
nodules or there may be several. A cancerous lung lump is
usually larger than 3 cm and can be irregular in shape. Such
nodules can be seen in Fig. 3.

Viral pneumonia is defined as a pathological entity in
which there is the viral cause of abnormal oxygen and
carbon dioxide gas exchanges in the alveoli, secondary to
virus-mediated inflammation and / or immune response [20].
In X-ray images, areas of the chest are generally visible as
lighter, whitish spots in the regions affected by pneumonia,
as shown in Fig. 4.

IV. METHODOLOGY
A. DEEP LEARNING ARCHITECTURES: A CONCEPTUAL
FACE-OFF
Ever since their pioneering use [21], Convolutional Neural
Networks (CNNs) have proved themselves to be extremely
powerful tools when it comes to image classification. The
basic principle is the application of convolutional layers,
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FIGURE 3. Pulmonary opacity lungs on a chest X-ray images. A pulmonary
node is highlighted with a red circle.

FIGURE 4. Pulmonary opacity lungs on a chest X-ray images. A pulmonary
node is highlighted with a red circle.

FIGURE 5. Example of a convolutional neural network.

which are able to extract significant features from images by
means of a sequence of operations over a selected area of the
image itself.

A typical Convolutional Neural Network shall appear as
depicted in Fig. 5.

Each convolutional layer is generally followed by a pooling
layer, which basically modifies the size of the input in order
to make it suitable for the next one. At the very top, a fully-
connected or dense layer is present, with the purpose of
classifying the input image into one of the given categories,

FIGURE 6. Vision Transformer architecture. On the left side, the ‘‘0’’ item
indicates a classification token.

generally applying a softmax function to the input. As pow-
erful as they are, CNNs do exhibit some issues, such as
the inability to retain information about the composition and
position of specific elements within an image, and to pass
such information on to subsequent layers. For this reason,
several architectures were developed and presented in recent
years. Specifically, Transformers have aroused great interest,
especially in NLP applications [22]. In this work the focus
is centered on what is probably the most popular version
of the Transformer architecture for image classification, the
Vision Transformer, or ViT [23]. The peculiar structure and
basic working principles of this network are represented
in Fig. 6.

Input images are divided into patches, and the linear pro-
jection of flattened patches is embedded, in order to pre-
serve positional information. Embedded patches are arranged
into a sequence and then fed to the Encoder, which exploits
the multi-head attention technique to extract information,
patterns and relationships among image patches. Eventu-
ally, outputs are fed to a Multi-Layer Perceptron to perform
classification.

In order to better clarify the similarities and differences
between CNNs and ViT, a brief of the architectures of three
among the most relevant and popular Convolutional Net-
works will follow. InceptionV3 originated as a module for
GoogLeNet [24], with the purpose of allowing for deeper net-
workswithout increasing toomuch the number of parameters.

1 × 1 convolution blocks were introduced to reduce
dimensionality.

1× 1 convolutional layers act as rectified linear activators
as well, so their purpose is two-fold.

The next CNN chosen for analysis and comparison is
Xception [25], which was described as an ‘‘extreme’’ version
of InceptionV3 with the exploitation of the so-called depth-
wise separable convolution, and a subsequent redefinition of
the Inception module.

The basic underlying concept is the assumption that cross-
channel correlation and spatial correlation can be mapped
separately. This leads to the idea of using a 1×1 convolution
tomap cross-channel correlations at first, and apply 3×3 con-
volutions to map spatial correlations later on. This has been
proved to slightly outperform InceptionV3.
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Remarkably, the ‘‘middle flow’’ section of the network
presents a skip connection, which is indeed the key element
of the next CNN to be described, ResNet50.

First introduced by He et al. [26], ResNet had the peculiar-
ity of using skip connections to tackle the problem of vanish-
ing gradients. This approach was successful and resulted in a
number of variations of the original topology.

B. AN INSIGHT INTO MULTI-HEAD ATTENTION
For a better understanding of what the Vision Transformer
performs on images, it is worth to delve deeper into the
concept of self-attention. This idea is derived from the field
of Natural Language Processing. In fact, when it comes to
translating a text into another language, it is necessary to
be aware of the position of each word with respect to each
other, and to the context of the sentence in order to give the
proper meaning to each word. In this sense, self-attention
tries to mimic the thoughts and procedures behind a language
translation process.

The whole mechanism starts by assigning to each input
three vectors to represent it, namely key, query and value.
All of them are obtained by multiplying the input vector by
a set of weights (which need to be initialized). Subsequently,
each query is multiplied – through a dot product – by each
key, and the resulting output is scaled by a factor equal to
the square root of the dimension of the key vector. The result
goes through a softmax operator, and is later multiplied by the
value vector. The outcome of this sequence of operations is
the attention score of the given input. Each block performing
such sequence is called head.

Keys, queries and values can be linearly projected to dk, dq
and dv dimensions, where dk, dq and dv are the dimensions
of key, query and value vectors, respectively. Thus, attention
can be evaluated N times in parallel on each projected version
of keys, queries and values, in what is called multi-head
attention.

After creating image patches, the Vision Transformer
embeds the linear project of flattened patches and feeds
the embedding to the Encoder Transformer block, allowing
for multi-head attention to capture feature and relationships
among patches.

C. AN OVERVIEW OF THE VISION TRANSFORMER
ARCHITECTURE
Although the peculiar architecture of the Vision Transformer
revolves around heads and self-attention, it does not stop
at that. In fact, the inputs to each head are embedded both
linearly and then again by using sine and cosine functions
at different frequencies. This allows to capture information
about the position of the single patch with respect to the
entire image. A learnable classification token (indicated with
‘‘0’’ on the left side of Fig. 6) is prepended to the sequence
of embedded patches so that the network can perform the
classification task. In fact, the state of this token at the output
of the Multi-layer Perceptron shall represent the input image,
retaining significant information for classification.

Subsequently, embedded inputs go through a normaliza-
tion layer before actually being fed to the Encoder block, and
are combined to the Encoder output via a residual connection.
The result is once again normalized and then fed to a Multi-
Layer Perceptron, which consists of two fully-connected lay-
ers with a GELU activation function, reported in (1).

GELU (x) = xP (x ≤ X) = x8 (x) = x ·
1
2
[erf

(
x
/√

2
)
]

(1)

This section of the network is responsible for performing the
actual image classification on the basis of all the information
that was extracted and processed by the Transformer heads.

D. EXPERIMENTAL SETUP AND TESTS
The first step of the process consisted in training and testing
the three aforementioned CNNs over the chest X-ray dataset.
All of the networks were trained by exploiting the transfer
learning technique, which allows to retain and freeze network
weights derived from previous training sessions over specific
datasets. In this case, weights obtained over the ImageNet21k
database were used. Subsequently, only some of the top
layer weights were set to be trainable. Indeed, the differences
among the chosen architectures caused the number of train-
able layers to change from one neural network to another. The
reduced number of unfrozen layer weights were trained and
tested over the chest X-Ray database.

As far as the Vision Transformer is concerned, it is worth
noting that the fine tuning process for this architecture is
rather different with respect to CNNs: in fact, all of ViT’s
weights are subtly modified during this process, and no layers
are actually frozen.

The fine-tuning method allowed to significantly reduce the
overall amount of time and computational resources dedi-
cated to the training and testing phases for all convolutional
networks.

All networks were trained and tested on a PC with a
CPU@3.70GHz with TensorFlow 2.5.0 and Keras. Hyper-
parameters were configured in the very same fashion for all
architectures: initial learning rate was set to 0.0001; fine-
tuning learning rate to 0.00001; the chosen optimizer was
Adam; batch size was set to 32; dropout coefficient equal
to 0.5; loss function of choice was the Sparse Categorical
Cross Entropy function. This choice for the loss function is
motivated by the fact that the classes of our expression are
mutually exclusive, that is, each image belongs to exactly one
class. The same number of 60 epochs was set both for the
initial training epochs and for fine-tuning epochs, for a total
of 120 epochs.

A difference was set in the layer selected to start the fine-
tuning process, just as previously mentioned, as follows: the
fine-tune was set at layer 308 (over 311 total layers) for
InceptionV3; at layer 128 (over 132 total layers) for Xception;
at layer 172 (over 175 total layers) for ResNet50.

The next step was the deployment of the Vision Trans-
former architecture, or ViT, which can be seen as some kind
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TABLE 1. Performance comparison between vision transformer and
convolutional neural network architectures.

of equivalent of the BERT Transformer [27] applied to vision
and image classification. Once again, transfer learning was
exploited in order to reduce the total amount of time spent on
training, validating and testing.

The following hyperparameters were used: the base archi-
tecture is ViT-B_32, which is based on the ‘‘base’’ version
of BERT (12 layers, a hidden size set to 768, 12 heads and a
patch size of 32× 32 for the input); batch size was set to 32;
learning rate was set to 0.00001; the selected optimizer was
Rectified Adam; loss function of choice was the Categorical
Cross Entropy function; label smoothing was set to 0.2; over-
all number of epochs was 30. All settings and hyperparame-
ters were chosen in order to make a fair comparison against
CNNs, and to take into account the significant architectural
differences between CNNs and the Vision Transformer.

In order to contrast data imbalance among classes, data
augmentation with random horizontal flipping and random
rotation (set to 0.2), as well as Mitchell-Netravali [18] fil-
tering were applied to the database images before feeding
them to the CNNs. On the other hand, no operation of any
kind was performed before feeding the images to the Vision
Transformer, with the exception of resizing them from an
initial resolution of 299× 299× 3 to 224× 224× 3 in order
to fit the ViT input layer.

The dataset was split using 70% of data for training, 10%
for validation and 20% for testing. The split was kept identical
for each model.

V. RESULTS AND DISCUSSION
Table 1 shows a comparison of the results of the Vision
Transformer versus the convolutional networks.

ResNet50 exhibits the best performance among the con-
volutional neural networks of choice, with a test accuracy
of about 86%. However, the Vision Transformer architecture
clearly outperforms the selected CNNs on this specific image
classification task with an outstanding accuracy of 99.3%.

A few more indicators are shown in Table 2 and
Fig. 7, 8, 9 and 10 to further describe the performance of the
ViT architecture over the four classes of the database: preci-
sion, recall, F1-score, a visualization of the attention map and
the confusion matrix, all of which are metrics and parameters
commonly used to assess the performance of deep learning
architectures over given tasks – like image classification. The
Support column in Table 2 refers to the number of images per
category that were used to test the Vision Transformer ability
to assign images to each category.

TABLE 2. Precision, recall and f1-score for vision transformer.

FIGURE 7. Example of Vision Transformer attention maps on a COVID-19
chest X-ray image. Attention maps for layers 1 to 4 are shown.

These results show that the Vision Transformer is highly
capable to correctly classify images in each category. This is
further verified when evaluating metrics like precision, recall
and F1-score, which allow for a better insight of the Vision
Transformer performance. In fact, given the overall number
of images classified by the network into a given category,
precision expresses the ratio of how many of those images
have been correctly included by the Transformer into that cat-
egory. On the other hand, considering the number of images
that actually belong to a specific category, recall indicates the
proportion of those images that were correctly associated to
that class by the neural network. Typically, a high precision
score implies a poor recall value, and viceversa. For this
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FIGURE 8. Attention maps on the same COVID-19 chest X-ray image,
Maps for layers 5 to 8 are shown.

FIGURE 9. Attention maps on the same COVID-19 chest X-ray image, Last
maps, for layers 9 to 12, are displayed.

reason, F1-score is also taken into account, since it represents
a sort of combination of precision and recall into a single
metric. As it is possible to observe, all three parameters are

FIGURE 10. Vision Transformer confusion matrix.

remarkably high for the Vision Transformer architecture over
all four classes.

The attention map, which can be defined as a matrix that
represents the relative importance of layer activations at dif-
ferent spatial locations with respect to the given task, can be
observed in Fig. 7, 8 and 9 for all 12 layers of the Vision
Transformer. Even though it might not convey any particular
information to the human eye, the attention map can help to
analyze the behaviour of a network, since it visualizes some
aspects of the input image that are interpreted as relevant
features by the architecture, thus leading it to assign such
image into a specific class.

As a closing remark, it is worth highlighting that the Vision
Transformer is able to reach a significantly higher accuracy
with respect to Convolutional Neural Networks after iterating
for only 30 epochs, as opposed to 60 + 60 = 120 overall
epochs to train and fine tune the other architectures.

VI. CONCLUSION
Results presented so far have proved that a specific architec-
ture, the Vision Transformer, is able to achieve a significantly
better performance with respect to other network configura-
tions on this peculiar application. This paves the way to the
exploitation of the Vision Transformer, and attention-based
networks in general, for the purpose of assisting, accelerating
and automatizing clinical diagnosis. Indeed, a fast accurate
and reliable tool to promptly identify lung infections can
assume crucial relevance when the disease of interest is the
cause of the current pandemic situation. However, one of the
main characteristics of deep learning, and of neural networks
in general, is the lack of transparency, meaning that the mech-
anisms that lead such algorithms when making decisions are
often obscure. This often leads to situations in which the
network excels at performing its tasks on a given dataset but
is unable to generalize over different scenarios. This becomes
particularly significant when the primary purpose of the algo-
rithm is to provide a fast and reliable response when assisting
physicians in clinical diagnosis. For this reasons, future work
in this direction should be dedicated to shed some light on
what might lead a deep neural network into making a specific
choice when facing alternatives, trying to bring clarity into
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what has traditionally been perceived as a black box. For
instance, an interesting path to follow could be represented by
the kind of ideas described byHassani et al. [29], who tried to
exploit the convolutional networks’ capabilities to extract sig-
nificant features from images and feed those information to a
Transformer, as opposed to using the patching and embedding
method. Another way could be the analysis of how initial
data is divided into clusters, and a subsequent comparison
against the outcome of the classification task performed by
the transformer, in order to investigate the factors that push
the network to put a given image into a certain category.
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