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1. Introduction

Currently noncommutative (NC) theories are of manifest interest in a wide range
of areas such as geometry [1], condensed matter [2, 3, 4, 5] and quantum gravity
(both from the theoretical [6, 7] and phenomenological [8, 9, 10] point of view).
In this framework, one of the most important motivations for studying NC spaces
comes from string theory. In effect, in the works of Connes, Douglas & Schwarz
[11], Seiberg & Witten [6] and Douglas & Hull [12] it was shown that several low
energy limits of string theory and M -theory correspond to effective field theories
in NC spaces. Given the technical difficulties encountered in the ambitious unifica-
tion programme of gravity and quantum field theory [13, 14] and with the aim of
constraining and detecting beyond-the-standard-model effects, NC quantum field
theories and specially NC quantum mechanics (NCQM) have been subjects of in-
tense research in the last ten years.

Of course, singular effects of spatial noncommutativity, such as the generalized
Heisenberg uncertainty relation, are expected to become relevant only near Planck’s
scale. Nevertheless, it is also conjectured that some low energy relics of such effects
may be verified by current experiments. Needless to say, if it is possible to find
evidence of noncommutative physics it will be probably found in the most pre-
cise experiments. As a consequence, the exploration of some quantum mechanics
solvable models in NC space is of crucial phenomenological importance.

Several works have been devoted to this topic – in particular to establish bounds
for parameters of noncommutativity. Indeed, strong bounds of the order of Planck’s
energy can be obtained from astrophysics phenomena, such as gamma-ray bursts
[15, 16]. Some weaker bounds (E ∼ 102TeV) were computed in [17] analysing
the primordial nucleosynthesis and in [18], where the bound comes from Lorentz
invariance violation. Values slightly lower than these were found by considering NC
radiative corrections to the Lamb shift [19], the Aharonov-Bohm NC problem [20]
and NC Bose-Einstein condensates [21].

On the other side, one of the most precise experimental devices are SQUIDs –
magnetometers made of Josephson junctions capable of measuring fields as small as
1 aT, thanks to the smallness of the superconducting magnetic flux quantum Φ0 =
h
2e . Following our line of reasoning, we conclude that an analysis of magnetic fields
in noncommutative geometries should be performed. Therefore, we will analyse in
the present article the thermodynamics of a NC fermion gas in the presence of a
constant external magnetic field in d = 2 and 3 spatial dimensions. Our final goal
is to estimate the contributions to the magnetization and susceptibility of the gas
coming from the position and momenta NC parameters which is expected to be of
the order of Planck’s length, by considering spin 0 and 1/2 fermions. Afterwards, an
upper bound for the NC parameter θ is obtained in terms of the SQUID resolution.

Some systems including magnetic fields in NCQM have been previously studied
in [22] and in conjunction with an harmonic term in [23, 24, 25]. As far as we know
some thermodynamical quantities were only computed in [2] and [25] – however
we consider in addition the low temperature regime, Pauli’s paramagnetism and a
noncommutative parameter for the momenta operators.

This paper is organized as follows: we present in Section 2 a brief review re-
garding the spectra of a Schrödinger particle in a NC space subject to a constant
magnetic field[26]. Next, we compute the grand canonical partition function for a
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spinless NC fermion gas in the low and high temperature regimes. In particular,
explicit expressions for the magnetization and magnetic susceptibility are obtained.
In section 4 we explore the effects of Pauli paramagnetism by adding an interaction
term between the spin 1/2 fermions and the external field, and the new contribu-
tions for the magnetization and the susceptibility are computed. Finally we discuss
on the possibility of measuring this NC corrections. In appendix A and B we
present some technical details regarding the computation of the fugacity and the
grand canonical partition function in the low temperature regime.

2. Small review of the Landau Problem in the NC plane

Consider a Schrödinger particle with charge e and mass me, living on a 2D plane
and subject to a constant magnetic field B chosen to be perpendicular to the plane.
The Hamiltonian H of this system, in the symmetric gauge, can be expressed as

(2.1) H :=
1

2me

(

π̂i +
eB

2
ǫij q̂j

)2

,

where ǫij is the Levi-Civita symbol and for definiteness we take eB > 0. This
is usually called the Landau problem. Its 3D version is not harder to solve: if
we had chosen the particle to live in a 3D space, the Hamiltonian could have been
divided into this 2D Hamiltonian on a plane plus a free particle in the perpendicular
direction.

The extension of the 2D problem to the NC plane with nonvanishing commuta-
tors between both coordinates and momenta operators, q̂i and π̂i, is characterized
by the following commutation relations1:

(2.2) [q̂i, q̂j ] = ıθ ǫij , [π̂i, π̂j ] = ıκ ǫij , [q̂i, π̂j ] = ı δij .

In this expression θ and κ are the (real) noncommutativity parameters and without
loss of generality, we can take θ ≥ 0. For simplicity we will also consider κ > 0.

For the analogous NC 3D problem a remark is now in order. If the NC-matrix
Θij = [qi, qj ] is made of constants it can be shown that the space reduces to a NC-
plane times the perpendicular commuting direction. The same may be said about
the noncommutativity in the momenta. However, it may be the case that these
resulting noncommuting coordinates and momenta are not canonically conjugated
– if they are canonically conjugated, the problem reduces to a problem in the NC-
plane plus a free particle in the perpendicular direction. We will always consider
this to be the case and the field to be also perpendicular to the NC-plane.

An interesting way to obtain the spectrum of nonrelativistic rotationally invari-
ant Hamiltonians such as (2.1) is by finding conserved quantities. Of course, the
generator of rotations on the NC-plane is conserved and given by [27]

(2.3) L̂ :=
1

(1− θκ)

{

(q̂1π̂2 − q̂2π̂1) +
θ

2

(

π̂2
1 + π̂2

2

)

+
κ

2

(

q̂21 + q̂22
)

}

,

for κθ 6= 1. For the critical value κc = θ−1 (in which case L̂ has no sense), (2.2) can
be satisfied by a single pair of dynamical variables. Therefore, for this particular
value there occurs an effective dimensional reduction.

As it was demonstrated in [26], every Hamiltonian with a central potential in the
NC-plane has another conserved quantity corresponding to the quadratic Casimir

1From now on we will set ~ = 1.
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invariant, whose eigenvectors transforms according to irreducible representations
of SL(2,R)⊗ SO(2) or SU(2)⊗ SO(2) according to whether κ is lower or greater
than a critical value κc = θ−1. Under these conditions, the eigenvalue problem for
the Hamiltonian depends on the region we are considering and therefore we shall
study these two regions separately. Now on, we will refer to this regions as I or II
respectively.

2.1. Region I: κ < κc case. Here, the Hamiltonian shall be written (see [26])
in a space of the (infinite dimensional) unitary irreducible representations (irreps)
〈k, l〉 of SL(2,R)⊗ SO(2). Among these existent irreps, those compatible with our
problem involve only discrete classes of SL(2,R) and live in spaces generated by
the vectors |k, k+n, l〉. In this notation, l is a label for the angular momentum, k a
positive integer or half-integer and n ∈ N0. Then, it is straightforward to see that
the spectrum of the Hamiltonian in this NC-plane is equivalent to its commutative
counterpart with an effective magnetic field2

B := B +
(

B2e2θ + 4κ
)

/(4e).(2.4)

Indeed, the eigenvalues are given by

(2.5) E(|l|,s)
n = ωc

(

n+
|l|

2
(1− s) +

1

2

)

,

where ωc =
|eB|
me

is the effective cyclotron frequency and s = sgn(l .B) = ±1.
However, as it will be shown in section 2.3, the density of states is not the same

compared to the the commutative one. Notice also that κ plays a similar role to
a magnetic field – indeed if B = 0 for κ 6= 0, then B 6= 0. This has already been
pointed out in [27].

Another fact worth mentioning is the degeneracy of the levels. From one hand,
if s = 1 the eigenvalues are independent of |l| and this accounts for a countable
infinite degeneracy. From the other, if s = −1 we may redefine n′ = n + |l| and
therefore the states with negative l contribute to the characteristic subspace of the

Hamiltonian with energy E
(|l|,+1)
n with a finite number n′ of additional linearly

independent eigenvectors.

2.2. Region II: κ > κc case. Here, the eigenvalue problem for the Hamiltonian
operator is reduced to a finite-dimensional one in the 〈j, l〉 unitary irreducible repre-
sentation of SU(2)⊗SO(2) (see [26]). The states are also labeled with three indices
|j,m, l〉, where 2j ∈ N0, −j ≤ m ≤ j and the angular momentum is constrained to
be l = −(2j + 1). Furthermore, the eigenvalues of the Hamiltonian are given by

(2.6) E
(m)
l = ωc

(

m+ j +
1

2

)

.

Notice that these eigenvalues depends only on the nonnegative integer na = j+m.
Therefore, given na, each irreducible representation with j ≥ na/2 contains a state
with energy ωc

(

na +
1
2

)

– these states have therefore a countable infinite degeneracy
and will also be computed in section 2.3.

Once again, comparing this spectrum with the Landau problem on the usual
commutative plane, one can see that noncommutativity gives raise to the effective

2In the case κ = 0 this effective field equals the one computed using Seiberg-Witten map for
NC gauge field theories[28].
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external magnetic field B and a corresponding density of states. Recall that in this
region only negative integer values l ≤ −1 are available for the angular momenta.

2.3. Density of states. Since we are interested in analysing the thermodynamic
behaviour of a fermionic gas subject to a constant magnetic field we will compute
the logarithm of the grand-canonical partition function Z, defined as a sum over
all the available states n

logZ :=
∑

n

log
(

1 + ze−βEn
)

,(2.7)

where En is the energy of the n-th state and z = eβµc is the fugacity, being µc

the chemical potential. A problem arises when one tries to compute the sum when
the gas is contained in an infinite-volume container because of the energy levels
degeneracy. A way to surpass this obstacle is to consider a gas with N̄ mean
particles contained in a finite volume V . Then one can divide both sides of eq. (2.7)
by V – as a consequence a natural density of states arises in the thermodynamical

limit, i.e. in the V → ∞ limit as the mean density n̄ := N̄
V of particles remains

finite. Since the way to derive the density of states ρ in both regions I and II is
analogue, we shall perform the proof in region II, viz. the region with κ > κc.

As a first step, we begin by counting the number of eigenstates contained within
a circle of radius R2 and centered in the origin, having in mind that the thermo-
dynamical limit will be achieved by taking the R → ∞ limit. In order to do so, we
can compute the expectation value of the square X̂2 of the position operator – for
a given state |j, na − j,−(2j + 1)〉 it reads

〈X̂2〉IIj,na
= A−1j + C na + θ.(2.8)

In this equation we have introduced the coefficients

(2.9) A :=
eB

4 (θκ− 1)
, C := 2θ −A−1 .

This result allows us to determine the number of states concentrated in a circle
of radius R by imposing the restriction 〈X̂2〉j,na

≤ R2 on the states. In this case
we obtain for the grand canonical partition function the result

1

V
logZ =

1

π R2

∑′

j,na

log
(

1 + ze−βωc(na+
1

2
)
)

,(2.10)

where the prime on the sum means that the indices j and na are subject to the
restrictions

(2.11)

{

2j ≥ na

R2 ≥ A−1j + C na + θ
.

If we first perform the sum over the j index, we arrive at the result

1

V
logZ =

1

π R2

n0
∑

na=0

2
[

⌊A
(

R2 − C na + θ
)

⌋ −
na

2

]

log
(

1 + ze−βωc(na+
1

2
)
)

.

(2.12)

In this expression we have made use of the floor function ⌊x⌋ –which gives the biggest

integer number smaller than or equal to x– and we have defined n0 := 2A(R2−θ)
2CA+1 .
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In the R → ∞ limit we are left with the expression

−βφ0 := lim
V→∞

1

V
logZ =

∞
∑

na=0

2A

π
log
(

1 + ze−βωc(na+
1

2
)
)

(2.13)

for the grand potential density φ0, from which one may instantly recognize the
density of states

ρII =
eB

2 π (θκ− 1)
.(2.14)

As we have already stated, the density of states in the region I could be analo-
gously computed and in the thermodynamical limit only states with l = (2k − 1)
give a non vanishing contribution. The resulting expressions for the expectation
value of the square of the position operator –for a given state |j, na− j,−(2j+1)〉–
and the density of states can be found to be

〈X̂2〉Ik,na
=

4 (1− θκ)

eB
k + 2

e θB + 2(1− θκ)

eB
na + θ,

ρI =
eB

2 π (1− θκ)
.

(2.15)

It is worth to say that the results for the densities in both regions may be
concisely written as a unique result ρ = eB

2π |1−θκ| . This density coincides with the

ones obtained in [26] and is regular in the commutative limit.

3. Magnetic Properties of a NC spinless fermion’s gas

Let us first consider a gas consistent of spinless fermionic particles. Since a
closed expression for the grand-canonical potential is not easily obtained we will
consider in this section its low and high temperature limit. Our results show how the
commutative results known as Landau diamagnetism and de Hass- van Alphen effect
are modified by noncommutativity. Notice that the distinction between regions I
and II is no longer needed, since we have already shown that the spectra and the
density of states is the same.

3.1. The high temperature limit: Landau diamagnetism. In this section
it is our aim to calculate the magnetization in the classical domain, i.e. in the
high temperature limit. For that porpouse, let us now consider the grand potential
density

(3.1) − βφ0 = ρ

∞
∑

n=0

log
(

1 + ze−βωc(n+
1

2
)
)

.

Inasmuch as βωc ≪ 1 and average density n̄ satisfies n̄βωc

ρ ≪ 1 the fugacity z is

also small and we may use the Taylor expansion for the logarithm3

log(1 + x) ∼ x.

The resulting sum is easy to compute and we get, in terms of the dimensionless
quantity x := βωc

2 ,

(3.2) − βφ0 ∼
zρ

2
csch(x) .

3A detailed analysis of this assertion may be found in Appendix A.
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From now on, the magnetic properties of the gas will be computed as derivatives
of eq. (3.2) with respect to the magnetic field B, fixing the mean density n̄. Before
that, lets point out that –as happens in the commutative case– the fugacity z in
the high temperature limit is independent of the field strength. Indeed, we show in
Appendix A that in this regime the average density n̄ is given by

(3.3) n̄ = −
1

β

∂(βφ0)

∂µc

∣

∣

∣

∣

β,V

∼
ρz

βωc
.

Now, we can calculate the magnetization M of the system as a first order deriv-
ative of the grand-canonical potential logarithm. Indeed, performing a first order
expansion in the inverse temperature parameter β and retaining only the first cor-
rection in the NC parameters θ and κ we obtain,

M : = −
1

β
∂B(βφ0)

∣

∣

∣

∣

n̄,β

∼ −
µ2
Bn̄β

3

(

B +
κ

e
+

3

4
eB2θ +O(θ2)

)

.

(3.4)

In this expression we have defined the Bohr magneton µB = e
2me

.
The magnetic susceptibility is analogously obtained as a second order derivative

of eq. (3.2) with respect to the magnetic field B – its high temperature limit is

χ : =
∂M

∂B

∣

∣

∣

∣

n̄,β

∼−
µ2
B n̄ β

3

(

1 +
3

2
eBθ +O(θ2)

)

,

(3.5)

where it behaves –as dictates Curies’ Law in the usual commutative case– as the
inverse of the temperature.

Additionally, it can be straightforwardly shown that the corresponding expres-
sions for the magnetization and the magnetic susceptibility in the 3D case coincides
with the 2D ones, because the contribution from the perpendicular direction can
be factorized and is B-independent:

M3D ∼ −
µ2
Bn̄β

3

(

B +
κ

e
+

3

4
eB2θ +O(θ2)

)

,

χ3D ∼ −
µ2
B n̄ β

3

(

1 +
3

2
eBθ +O(θ2)

)

.

(3.6)

We should remark that all these results are well behaved in the commutative limit
(θ, κ) → 0. Moreover, in this limit the results coincide with the magnetization and
magnetic susceptibility obtained in the commutative case. An explicit computation
of eq. (3.6) shows that given a field B ∼ 105G the NC contribution is of order
10−50Oe for the magnetization and 10−56 for the susceptibility in gaussian units.

3.2. The low temperature regime: the de Haas-van Alphen effect. In 1930
de Haas and van Alphen were the first to observe a quasi periodic variation of χ with
the strength of the applied field B for bismouth’s crystals at low temperatures[29].
At T = 0 temperature this effect may be qualitatively understood by following
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Peierls [30] – recall that from the definition of the density n̄ we have

n̄ = ρ
∞
∑

n=0

z e−βωc(n+ 1

2 )

1 + z e−βωc(n+ 1

2 )
,(3.7)

and interpret each term in this sum as a level population.
Then, define B0 := n̄

ρ B and consider a temperature slightly higher than zero

and a field strength B which is bigger than B0. Then from eq. (3.7) it can be seen

that z ∼ B0

B e
βωc
2 , such that in the strict T = 0 case the only populated level is the

ground level. If the field strength B is decreased, from eqs. (2.14)-(2.15) it follows
that ρ decreases and the ground state has not enough available places to contain
all the fermions. As a result, the n = 1 state –i.e. the first excited state– begins

to be populated and therefore the fugacity should behave at least as z ∼ e
3βωc

2 . Of
course higher levels will begin to be populated as B keeps decreasing.

The consequence of this reasoning is that the partition function, the magnetiza-
tion and the susceptibility become piecewise functions of the strength field B – the
latter two can be casted in the form

(3.8)

M = −
en̄

4me
(2 + e θ B)

(

2
B

B0
j(j + 1)− (2j + 1)

)

,

χ = −
en̄

4meB0

[(

4 + 2eθ(B + B) + e2θ2 B2
)

j(j + 1)− eθB0(2j + 1)
]

,

for 1
j+1 < B

B0

< 1
j where j ∈ N0. Once more the commutative limit is regular.

Notice that for null magnetic field there is a constant κ−dependent remanent mag-
netization of the system. This would be a measurable quantity in a model where
its value were substance dependent.
In Figure 3.2 we have plotted eqn. 3.8 for the reduced magnetization 4meM/(en̄)
vs eθB, setting κ = 0 and θn̄ = 1. As may be seen from the zoom, the effects of
noncommutativity becomes increasingly important as j decreases.

Figure 1. Plot of the reduced magnetization 4meM/(en̄) vs eθB.
The graphic on the right is a zoom of the graphic on the left.

4. Magnetic properties of a NC spin-1/2 fermions’ gas

We now turn our attention to the case where fermions have spin 1/2 and its
Hamiltonian includes an interaction term ±µ0 Bspin between the spin of the parti-
cles and the external magnetic field Bspin. We shall then follow one of two paths: we
may either consider that our model comes from the generalization of a Schrödinger
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operator by replacing the usual product by the Moyal product, or propose that it is
nothing but an effective model of a NC quantum field theory. The difference is that
in the first case the interaction is through the magnetic field B, while in the second
one we should consider the effective magnetic field B, cf. eq. (2.4), computed using
the Seiberg-Witten’ map.

In either case, we need to compute the grand potential density

−βφ = ρ
∑

s=±1

∞
∑

n=0

log(1 + e−βωcn+αs),(4.1)

where we have included in the αs parameter the interaction of the spin with a field
Bspin that will be later appropriately chosen:

αs = βµc + βµ0sBspin −
βωc

2
.(4.2)

4.1. The high temperature regime. In the high temperature regime we may
employ an expansion of the logarithm similar to the one used in section 3. Indeed,
for high temperatures and low densities, i.e. β(ωc + µ0 Bspin) ≪ 1 and n̄β

ρ (ωc +

µ0 Bspin) ≪ 1, we obtain

−βφ0 ∼ ρ
∑

s=±1

∞
∑

n=0

e−βωcn+αs

= −2β cosh(βµ0B)φ0,

(4.3)

where we have defined φ0 as the logarithm of the partition function in absence of
the spin-field interaction. Of course the magnetization may be still computed in
terms of the partition function, leading to

M ∼ −2φ0
∂ cosh(βµ0B)

∂B
− 2

∂φ0

∂B
cosh(βµ0B).(4.4)

The RHS of eq. (4.4) tells us that the magnetization in the high temperature
limit consists of two terms – the first one corresponds to the Pauli paramagnetism
while the second one is nothing but the Landau diamagnetism we have already
studied in section4 3. The validity of this assertions rests in the first order approxi-
mation of β studied in Appendix A where z is B-independent. From the other side,
in a higher order expansion of β, there will be corrections due to the B dependence
in z. The expressions for MP and χP , the Pauli paramagnetism contributions to
the magnetization and magnetic susceptibility, finally are

MP = MP
3D ∼ µ2

0n̄Bβ

(

1−
3

4
Beθ

)

+
2µ2

0n̄

e
κβ,

χP = χP
3D ∼ µ2

0n̄β

(

1−
3

2
Beθ

)

.

(4.5)

As in the case of Landau’s diamagnetism, the expressions for the 3D problem coin-
cide with their 2D counterpart. These expressions show that Pauli’s paramagnetism
contributions is three times bigger than Landau’s diamagnetism contribution. It is
also important to notice from (4.5) that NC corrections are diamagnetic and of the
same order of magnitude as those obtained for Landau’s diamagnetism.

4Actually there is a factor two of difference which arises in eq. (4.4) because of the two possible
spin states.
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4.2. The low temperature regime. In the low temperature regime –i.e. when
the Fermi energy of the system ǫF is such that βǫF ≫ 1 – the partition function
may be computed by using Abel-Plana formula to rewrite the sum into integrals.
A detailed calculation may be found in Appendix B and yields

−βφ0 = ρ
∑

s=±

(

βωc

12
+

3α2
s + π2

6βωc
+ coth

(

βωc

2

)

e−αs +O(e−2αs)

)

.(4.6)

As we have already done before, we shall obtain an expression for the chemical
potential µc in terms of the mean density n̄ – this will aid us to compute the mag-
netization and the magnetic susceptibility as derivatives of the partition function.
Therefore we write

n̄ = ρ
∑

s=±

2µc + 2sµ0Bspin − ωc

2ωc
+ coth

(

βωc

2

)

e−β(µc+sµ0Bspin−
ωc
2
) +O(e−2αs).

(4.7)

In the strict T = 0 limit, it is clear from (4.7) that

µc(T = 0) =

(

n̄

ρ
+ 1

)

ωc

2
.(4.8)

One may also observe from eq. (4.7) that, as the temperature increases from zero,
the states with a spin component parallel to the direction of the field are populated
faster than the other ones. If we now consider a small variation in temperature,
assuming µc is a smooth function of temperature we may use eq. (4.7) once more
to obtain

µc(T ) = µc(T = 0)−
2

ρ
coth

(

βωc

2

)

cosh(βµ0ωc)e
−βωc

2 ( n̄
ρ
−1) + · · · .(4.9)

We thus see that energy states for the system other than µ(T = 0) are highly
supressed in the low temperature limit.

Finally, it may be shown using the definition (3.4) as the derivative of the grand
partition density w.r.t. the magnetic field B that the magnetization has the follow-
ing expression for T = 0:

M =
e2

6πme|1− θκ|
B∂BB +

2ρµ2
0

ωc
Bspin

∂Bspin

∂B

=
e2

6πme|1− θκ|
B

(

1 +
eθB

2

)

+
µ2
0 me

π|1− θκ|

{

(

1 + θeB
2

)

B, for Bspin = B

B, for Bspin = B
.

(4.10)

From this result it is clear that the NC Landau problem has two independent
corrections when it is compared with the commutative case: one coming from the
density of states and the other one introduced by the Seiberg-Witten map.

5. Discussion and Conclusions

In this paper we have studied the thermodynamical behaviour of a fermion gas
subject to an external constant magnetic field in 2D and 3D NC space. Indeed, we
have obtained the exact expressions in terms of the NC θ-κ parameters for the mag-
netization and the magnetic susceptibility for the diamagnetic and paramagnetic
contribution.
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These expressions turn out to be regular in θ so the analysis reduces to consider-
ing their first order contributions. Notably, they have the same sign and reinforce
each other. An explicit computation shows that, given an electronic gas subject
to a magnetic field of 105G, a typical density of n̄ ≈ 1029 m−3 for electrons in
metals and a NC parameter of order5 θ ∼ ℓ2P ∼ (1028 eV)−2, this contribution is
of order 10−50 emu

cm3 for the magnetization and 10−56 for the magnetic susceptibility.

Moreover, the magnetic field itself would be corrected by an amount of 10−49G.
Should these be the NC contributions they will be extremely hard to measure –
e.g. these contributions would be equivalent to the addition of the moment of a
free electron to a sample of 1029 cm3 of a metal.

Although in the last years there has been a great improvement in experimental
tecniques, these figures are beyond the current maximum attainable resolution of
10−13G for a SQUID magnetometer ([31]). Considering this resolution we may
obtain an upper bound for the NC parameter θ . (10Gev)−2. Notice that this
bound is obtained from the behaviour of a macroscopic body while bounds are
usually obtained either from particle’s experiments or astronomical data. Our result
is weak as the former – e.g., in [19] the bound θ . 10−6λ2

eα ∼ (1GeV)−2 is
obtained6.

Probably one of the best options to study the feasability of these predicted NC
effects are magnetars – neutron stars whose magnetic fields are expected to be as
big as 1014G and emit high energy electromagnetic radiation through GRB [32].
This analysis is work in progress.
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Appendix A. The fugacity in the β ∼ 0 regime

In the high temperature regime –i.e. in the inverse temperature β ∼ 0 regime–
we may obtain the asymptotic expansion of the fugacity z in terms of β and the
density of particles n̄. As a first step, we compute n̄ as the derivative of the partition
function with respect to µc as β remains constant:

n̄ = ρ z

∞
∑

n=0

e−βωc(n+ 1

2 )

1 + z e−βωc(n+ 1

2 )
.(A.1)

From this expression it can be seen that as the temperature becomes larger z
must tend to zero in order for n̄ to remain finite. Using this fact, one may expand
the denominator7 in (A.1) and then recast the density of particles by performing a

5Planck’s length is defined as ℓP =
√

~G/c3, where ~ is Planck’s reduced constant, G is the

gravitational constant and c is the speed of light in vacuum.
6λe ∼ 2 10−12 m is the electron Compton wavelength and α ∼

1
137

is the fine-structure

constant.
7Note that in order to keep n̄ finite the relation z exp−βωc(n+1/2) < 1 must hold.
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resummation:

n̄ = −ρ

∞
∑

r=1

(

−ze−βωc/2
)r

1− e−βωcr
.(A.2)

Now, it is known that every series like (A.2) may be inverted by using the
Lagrange inversion theorem. The final result is

z = −eβωc/2
∞
∑

n=1

1

n!

(

n−1
∑

k=1

(−1)k(n+ k − 1)!

(n− 1)!
Bn−1,k(f̂1, · · · , f̂n−k)

)

(

−
f n̄

ρ

)n

,

(A.3)

where we have made use of the Bell polynomials Bn,k, and defined the following
functions of β:

f̂k : =
1− e−βωc

(k + 1)(1− e−βωc(k+1))
,

f : = 1− e−βωc .

(A.4)

It should be noticed that expression (A.3) is well-behaved in the limit β → 0
and provides us with the following expansion for the fugacity z:

z ∼
n̄βωc

ρ
+O(β2).(A.5)

Appendix B. On using Abel-Plana formula to compute Pauli’s

paramagnetism in the low temperature regime

In this appendix we will show how to obtain an analytical result for the partition
function considered in section 4 for the Pauli paramagnetism’ problem,

−βφ = ρ
∑

s=±1

∞
∑

n=0

log(1 + e−βωcn+αs),(B.1)

where the parameter αs has been defined in eq. (4.2).
For a while we will forget about the index s which labels the spin up and down

components – if we just focus on the sum over the n index we can write according
to Abel-Plana Formula

(B.2) − βφ =

∫ ∞

0

dx log(1 + e−βωcx+αs) +
1

2
log(1 + eαs)

+ i

∫ ∞

0

1

e2πx − 1
log

(

1 + e−iβωcx+αs

1 + eiβωcx+αs

)

.

The first integral on the RHS of (B.2) may be splitted in the following two,
which may be easily computed for β ǫF ≫ 1:

∫ 1

0

dx
α

βωc
log(1 + e(1−x)α) =

6α2 + π2 + 12Li2(e
−α)

12βωc
,

∫ ∞

0

dx log(1 + e−βωcx) =
π2

12βωc
,

(B.3)

where Li2(·) is the polylogarithm function of order 2.
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On the other hand, the second integral in the RHS of (B.2) may be expanded
perturbatively in the low temperature regime, viz. when βǫF ≫ 1 or equivalently
αs ≫ 1. In effect, the argument of the logarithm can be recasted as

1 + e−iβωcx+α

1 + eiβωcx+α
= e−2ix 1 + eiβωcx−α

1 + e−iβωcx−α
.(B.4)

Thus, since the x-dependent part is oscillatory the Taylor expansion for log(1 + x)
around x = 0 may be used. The result is

i

∫ ∞

0

1

e2πx − 1
log

(

1 + e−iβωcx+α

1 + eiβωcx+α

)

=
βωc

12
+

1− βωccoth(βωc/2)

βωc
e−α +O(e−2α)

(B.5)

Adding expressions (B.2), (B.3) and (B.5), and reintroducing the spin’ index s, we
finally obtain for the partition function in the low temperature regime

−βφ =
∑

s=±

(

βωc

12
+

3α2
s + π2

6βωc
+ coth

(

βωc

2

)

e−αs +O(e−2αs)

)

.(B.6)
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