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Abstract. The pattern matching of strings in labeled graphs has been
widely studied lately due to its importance in genomics applications.
Unfortunately, even the simplest problem of deciding if a string ap-
pears as a subpath of a graph admits a quadratic lower bound un-
der the Orthogonal Vectors Hypothesis (Equi et al. ICALP 2019, SOF-
SEM 2021). To avoid this bottleneck, the research has shifted towards
more specific graph classes, e.g. those induced from multiple sequence
alignments (MSAs). Consider segmenting MSA[1..m,1..n] into b blocks
MSA[1l..m, 1..j1], MSA[l..m, j1 + 1..j2], ..., MSA[l..m, jps—1 + 1..n]. The
distinct strings in the rows of the blocks, after the removal of gap sym-
bols, form the nodes of an elastic founder graph (EFG) where the edges
represent the original connections observed in the MSA. An EFG is called
indexable if a node label occurs as a prefix of only those paths that start
from a node of the same block. Equi et al. (ISAAC 2021) showed that such
EFGs support fast pattern matching and gave an O(mnlogm)-time al-
gorithm for preprocessing the MSA in a way that allows the construction
of indexable EFGs maximizing the number of blocks and, alternatively,
minimizing the maximum length of a block, in O(n) and O(nloglogn)
time respectively. Using the suffix tree and solving a novel ancestor prob-
lem on trees, we improve the preprocessing to O(mn) time and the
O(nloglogn)-time EFG construction to O(n) time, thus showing that
both types of indexable EFGs can be constructed in time linear in the
input size.

Keywords: multiple sequence alignment - pattern matching - data struc-
tures - segmentation algorithms - dynamic programming - suffix tree
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1 Introduction

Searching strings in a graph has become a central problem along with the devel-
opment of high-throughput sequencing techniques. Namely, thousands of human
genomes are now available, forming a so-called pangenome of a species [20]. Such



pangenome can be used to enhance various analysis tasks that have previously
been conducted with a single reference genome [I3JI8TIBITTI3ITE]. The most
popular representation for a pangenome is a graph, whose paths spell the input
genomes. The basic primitive required on such pangenome graphs is to be able
to search occurrences of query strings (short reads) as subpaths of the graph.
Unfortunately, even finding exact matches of a query string of length ¢ in a graph
with e edges cannot be done significantly faster than O(ge) time, and no index
built in polynomial time allows for subquadratic-time string matching, unless the
Orthogonal Vectors Hypothesis (OVH) is false [5l4]. Therefore, practical tools
deploy various heuristics or use other pangenome representations as a basis.

AGCGEACTAEGATAC | AGCG [|— AcTA GATAC |
AGC_—ACTAG-TAG

AGCGATTAGTTADC AGC ATTAK).GTAG‘
AGC—:ACTA:GTTAC GTTAC

Fig. 1. An indexable elastic founder graph induced from a segmentation of an MSA.
The example is adapted from Equi et al. [6].

Due to the difficulty of string search in general graphs, Mékinen et al. [12]
and Equi et al. [6] studied graphs induced from multiple sequence alignments
(MSAs), as we describe in Section 2| Any segmentation of an MSA naturally in-
duces a graph consisting of nodes partitioned into blocks with edges connecting
consecutive blocks. Such elastic founder graph (EFG) is illustrated in Figure
The key observation is that if the resulting node labels do not appear as a pre-
fix of any other path than those starting at the same block, then there is an
index structure for the graph that supports fast pattern matching [1216]. Equi
et al. [6] also showed that such indexability property is required, as the OVH-
based lower bound holds for EFGs derived from MSAs. Mékinen et al. [I12] gave
an O(mn) time algorithm to construct an indexable EFG with minimum maxi-
mum block length, given a gapless MSA[1..m, 1..n]. Equi et al. [6] extended the
result to general MSAs. They obtained an O(mn logm)-time preprocessing algo-
rithm which allows the construction of indexable EFGs maximizing the number
of blocks and, alternatively, minimizing the maximum length of a block, in O(n)
and in O(nloglogn) time, respectively. We recall these results in Section

In this paper, we improve the preprocessing algorithm of Equi et al. to O(mn)
by performing an in-depth analysis of their solution based on the generalized
suffix tree GSTmsa built from the gaps-removed rows of the MSA (Section .
Although removing gaps constitutes a loss of essential information, this infor-
mation can be fed back into the structure by considering the right subsets of its
nodes or leaves. Then, the main step in preprocessing the MSA is solving a novel
ancestor problem on the tree structure of GSTysa that we call the exclusive
ancestor set problem, and as our main contribution, we identify such problem
and provide a linear-time solution. This directly improves the solution by Equi



et al. for constructing indexable EFGs maximizing the number of blocks from
O(mnlogm) to O(mn) time. Moreover, in Section |5 we give a new algorithm
that after the O(mn)-time preprocessing can construct indexable EFGs minimiz-
ing the maximum block length in O(n) time. In our subsequent work [16], we
extend these techniques to minimize the maximum block height.

2 Definitions
We follow the notation of Equi et al. [0].

Strings. We denote integer intervals by [z..y]. Let X' = [1..0] be an alphabet of
size |X| = 0. A string T[l..n] is a sequence of symbols from X, i.e. T € X",
where X" denotes the set of strings of length n over X. In this paper, we assume
that o is always smaller or equal to the length of the strings we are working
with. A suffiz (prefiz) of string T[1..n] is T[i..n] (T[1..d]) for 1 < i < n and
we say it is proper if @ > 1 (i < n). The length of a string T is denoted |T|
and the empty string ¢ is the string of length 0. In particular, substring Ti..j]
where j < 7 is the empty string. For convenience, we denote with X* and X+
the set of finite strings and finite non-empty strings over X, respectively. The
lexicographic order of two strings A and B is naturally defined by the order of
the alphabet: A < B iff A[1..49] = BJ[1..i] and A[i + 1] < B[i + 1] for some i > 0.
If i + 1 > min(|Al,|B]), then the shorter one is regarded as smaller. However,
we usually avoid this implicit comparison by adding an end marker $ to the
strings and we consider $ to be the smallest character lexicographically. The
concatenation of strings A and B is denoted as A - B, or just AB.

Elastic founder graphs. MSAs can be compactly represented by elastic founder
graphs, the vertex-labeled graphs that we formalize in this section.

A multiple sequence alignment MSA[l..m,1..n] is a matrix with m strings
drawn from X U {—}, each of length n, as its rows. Here, — ¢ X is the gap
symbol. For a string X € (X' U{-})", we denote spell(X) the string resulting
from removing the gap symbols from X. If an MSA does not contain gaps then we
say it is gapless, otherwise we say that it is a general MSA. Let P be a partitioning
of [1..n], that is, a sequence of subintervals P = [z1..y1],[T2..y2], ..., [Tb--Us)
where 1 = 1, y» = n, and for all j > 2, x; = y;—1 + 1. A segmentation
S of MSA[l..m,1..n] based on partitioning P is the sequence of b sets S¥ =
{spell(MSA[i, zk..yx]) | 1 < i < m} for 1 < k < b; in addition, we require for
a (proper) segmentation that spell(MSA[i, x..yx]) # € for any ¢ and k. We call
set S¥ a block, while MSA[1..m, z..yx] or just [xy..yx] is called a segment. The
length of block S* or its segment [zy..yx] is L(S*) = L([zg--yx]) = yx — 2 + 1.

Definition 1 (Block Graph). A block graph is a graph G = (V, E, () where
£:V — X7 is a function that assigns a string label to every node and for which
the following properties hold:

1. set V can be partitioned into a sequence of b blocks V', V2, ...,V that is,
V=VIuvV2u ..UVt and VinVI =0 for all i # j;



2. if (v,w) € E thenv € V¥ and w € V! for some 1 <i <b—1; and
3. ifv,w € V¥ then [£(v)| = [{(w)| for each 1 < i < b and if v # w, £(v) # {(w).

Definition 2 (Elastic block and founder graphs). We call a block graph
elastic if its third condition is relazed in the sense that each V' can contain
non-empty variable-length strings. An elastic founder graph (EFG) is an elastic
block graph G(S) = (V, E,¥) induced by a segmentation S as follows: for each
1 < k < b we have S¥ = {spel(MSA[i, zj..yx]) | 1 <i <m} = {{(v) : v € VF}.
It holds that (v,w) € E if and only if there exist k € [1.b — 1], i € [1..m] such
that v € V¥, w € VFL and spell(MSA[i, %..yx11]) = £(v){(w).

For example, in the general MSA[1..4,1..13] of Figure the segmentation based
on partitioning [1..4], [5..8],[9..13] induces an EFG G(S) = (VI UVZU V3 E,¢)
where the nodes in V! and V3 have labels of variable length.

By definition, (elastic) founder and block graphs are acyclic. For convention,
we interpret the direction of the edges as going from left to right. Consider a
path P in G(S) between any two nodes. The label £(P) of P is the concatenation
of the labels of the nodes in the path. Let @) be a query string. We say that @
occurs in G(S) if @ is a substring of ¢(P) for any path P of G(S).

Definition 3 ([12]). EFG G(S) is repeat-free if each £(v) for v € V occurs in
G(S) only as a prefiz of paths starting with v.

Definition 4 ([12]). EFG G(S) is semi-repeat-free if each {(v) for v € V
occurs in G(S) only as a prefix of paths starting with w € V', where w is from
the same block as v.

For example, the EFG of Figure[T]is not repeat-free, since AGC occurs as a prefix of
two distinct labels of nodes in the same block, but it is semi-repeat-free since all
node labels £(v) with v € V¥ occur in G(S) only starting from block V*, or they
do not occur at all elsewhere in the graph. We will discuss these two indexability
properties together as the (semi-)repeat-free property, when applicable.

Basic tools. A trie [2] of a set of strings is a rooted directed tree with outgoing
edges of each node labeled by distinct symbols such that there is a root-to-leaf
path spelling each string in the set; the shared part of the root-to-leaf paths of
two different leaves spell the common prefix of the corresponding strings. In a
compact trie, the maximal non-branching paths of a trie become edges labeled
with the concatenation of labels on the path. The suffix tree of T € X* is
the compact trie of all suffixes of string T'$. In this case, the edge labels are
substrings of 7" and can be represented in constant space as an interval. Such
tree takes linear space and can be constructed in linear time, assuming that
o < |T|, so that when reading the leaves from left to right the suffixes are listed
in their lexicographic order. [21I7] We say that two or more leaves of the suffix
tree are adjacent if they succeed one another when reading them left to right. A
generalized suffiz tree is one built on a set of strings. In this case, string T above
is the concatenation of the strings with symbol $ between each.



Let Q[1..m] be a query string. If @ occurs in T, then the locus or implicit
node of @ in the suffix tree of T is (v, k) such that Q = XY, where X is the
path spelled from the root to the parent of v and Y is the prefix of length k of
the edge from the parent of v to v. The leaves in the subtree rooted at v, or the
leaves covered by v, are then all the suffixes sharing the common prefix Q. Let
aX and X be the paths spelled from the root of a suffix tree to nodes v and w,
respectively. Then one can store a suffiz link from v to w.

String B[l..n] from a binary alphabet is called a bitvector. The operation
rank(B, ) returns the number of 1s in BJ[1..i], whereas the operation select(B, j)
returns the index ¢ containing the j-th 1 in B. Both queries can be answered
in constant time using an index requiring o(n) bits in addition to the bitvector
itself and computable in linear time [T0/9].

3 Overview of EFG construction algorithms

Equi et al. have shown that (semi-)repeat-free EFGs are easy to index for fast
pattern matching [6], and as we describe in Section they extended the previ-
ous research for the gapless and repeat-free setting showing that finding (semi-)
repeat-free elastic founder graphs is equivalent to finding (semi-)repeat-free MSA
segmentations. Moreover, to show that the (semi-)repeat-free property does not
hinder the flexibility in choosing the resulting EFGs, they considered the follow-
ing score functions for MSA segmentations: i. maximizing the number of blocks,
and 4¢. minimizing the maximum length of a block.

In the gapless and repeat-free setting, scores i. and ii. admit the construc-
tion of indexable founder graphs in O(mn) time, thanks to previous research on
founder graphs and MSA segmentations [I2/T5/1]. In the general and semi-repeat-
free setting, Equi et al. have given O(mnlogm) and O(mnlogm + nloglogn)-
time algorithms for scores i. and 4i., respectively, based on a common prepro-
cessing of the MSA that we review in Section [3.2

3.1 Segmentation characterization for indexable EFGs

Consider a segmentation S = S1,5% ..., 8% that induces a (semi-)repeat-free
EFG G(S) = (V, E,?), as per Deﬁnition The strings occurring in graph G(S5)
are a superset of the strings occurring in the original MSA rows because each node
label can represent multiple rows and each edge (v, w) € E means the existence
of some row spelling ¢(v)¢(w) in the corresponding consecutive segments. For
example, string GACTAGT occurs in the EFG of Figure [I] but it does not occur in
any row of the original MSA.

The (semi-)repeat-free property involves graph G(.5), but luckily it does not
depend on the new strings added in the founder graph and can be checked only
against the MSA and segmentation S. This simplifies choosing a segmentation
resulting in an indexable founder graph and it was initially proven by Mékinen
et al. in the gapless and repeat-free setting.



Lemma 1 (Characterization, gapless setting [12]). We say that a segment
[z..y] of a gapless MSA[1l..m, 1..n] is repeat-free if string MSA[i, x..y] occurs in
the MSA only at position x of some row, for all 1 < ¢ < m. Then G(S) is
repeat-free if and only if all segments defining S are repeat-free.

Equi et al. in [6] refined this property for MSAs with gaps, but did not provide
an explicit proof. Since it is essential for the correctness of the construction
algorithms, we provide such a proof in the full version of this paper [17].

Lemma 2 (Characterization [6]). We say that segment [x..y] of a general
MSA[1..m, 1..n] is semi-repeat-free if for any i,i’ €[1..m] string spel(MSA[i, z..y])
occurs in gaps-removed row spell(MSA[i',1..n]) only at position g(i',z), where
g(i',x) is equal to x minus the number of gaps in MSA[', 1..x]. Similarly, [x..y]
is repeat-free if the eventual occurrence of spell(MSA[i, z..y]) at position g(i', x)
in row i’ also ends at position g(i',y). Then G(S) is (semi-)repeat-free if and
only if all segments of S are (semi-)repeat-free.

3.2 EFG construction algorithms

Just as in the gapless and repeat-free setting, Lemma [2| implies that the opti-
mal score s(j) of a (semi-)repeat-free segmentation of the general MSA prefix
MSA[1..m, 1..j] can be computed recursively for a variety of scoring schemes:

s(j) = P E(s(j").5'.5) (1)
7 0<5'< s.t.
MSA[Ll..m,j’+1..5] is
(semi-)repeat-free

where operator @ and function E depend on the desired scoring scheme. Indeed:
i. for s(j) to be equal to the optimal score of a segmentation maximizing the
number of blocks, set @ = max and E(s(j'),5',7) = s(j') + 1; for a correct
initialization set s(0) = 0 and if there is no (semi-)repeat-free segmentation set
s(j) = —oo; @i. for minimizing the maximum block length, set @ = min and
B(s(7"),4', ) = max(s("), L([j' +1,])) = max(s(j"),j - 4'); set s(0) = 0 and if
there is no (semi-)repeat-free segmentation set s(j) = +oo.

Equi et al. studied the computation of semi-repeat-free segmentations opti-
mizing for these two scores [6]. The algorithms they developed—and that we will
improve in Sections [f] and [f}—are based on a common preprocessing of the valid
semi-repeat-free segmentation ranges, based on the following observation.

Observation 1 (Semi-repeat-free right extensions [6]). Given a general
MSA[Ll..m, 1..n], for any © < y we say that segment [x + 1..y] is an extension of
prefix MSA[1l..m, 1..x]. If extension [x + 1..y] is semi-repeat-free, then extension
[ + 1..4'] is semi-repeat-free for all y <y’ < n.

Note that in the presence of gaps Observation[I]does not hold if we swap the semi-
repeat-free notion with the repeat-free one, or if we swap the right extensions
with the symmetrically defined left extensions.



To compute s(j), Equation considers all semi-repeat-free right extensions
[7/ + 1..j] ending at column j. Equi et al. discovered that the computation of
values s(j) can be done efficiently by considering that each semi-repeat-free right
extension [j' + 1..j] has as prefix a minimal (semi-repeat-free) right extension
[7/+ 1..f(7)], with function f defined as follows.

Definition 5 (Minimal right extensions [6]). Given MSA[l..m,1..n], for
each 0 < x <n—1 we define value f(x) as the smallest integer greater than x
such that segment [x+1..f(x)] is semi-repeat-free, or, in other words, [x+1..f(x)]
is the minimal (semi-repeat-free) right extension of prefic MSA[l..m,1..z]. If
there is no semi-repeat-free extension, we define f(x) = co.

Indeed, Equi et al. in [6] developed an algorithm computing values f(z) in time
O(mnlogm). Using only these values, described by a list of pairs (z, f(z)) sorted
in increasing order by the second component, they developed two algorithms
computing the score of an optimal semi-repeat-free segmentation: in time O(n)
for the maximum number of blocks score and in time O(nloglogn) for the
maximum block length score. We will explain in detail how the latter works in
Section |5}, as we will improve its run time to O(n).

4 Preprocessing the MSA in linear time

In this section, we study the computation of the minimal right extensions f(z),
for 0 < # < n—1 (Definition[f]). Equi et al. in [6] proposed an O(nm logm)-time
solution using the following structure, built from the gaps-removed MSA rows.

Definition 6. Given MSA[l..m, 1..n] from alphabet X U{—}, we define GSTmsa
as the generalized suffiz tree of the set of strings {spell(MSA[i,1..n])-$;: 1 <i <
m}, with $1,...,8, m new distinct terminator symbols not in X

An example of GSTsa is given in Figure 2 From the suffix tree properties, it
follows that for any gaps-removed row «; := spell(MSA[¢, 1..n])$;, with 1 < i <
m: each suffix a;[z..|a;|] corresponds to a unique leaf ¢; , of GSTumsa and vice
versa, with 1 < z < |a4|; each substring a;[z..y] corresponds to an explicit or
implicit node of GSTmsa in the root-to-¢; , path; and each explicit or implicit
node corresponds to one or more such substrings, uniquely identifiable thanks
to the leaves covered by the node. Also, note that GSTysa does not contain
any information about the gap symbols of the MSA, as this information will be
added back into the structure thanks to the set of leaves and nodes considered.

In Section we perform an analysis of GSTysa similar to that of Equi et
al., showing that semi-repeat-free segments of the MSA correspond to a specific
set of nodes of GSTsa covering exactly m leaves. Then, in Section [£.2] we show

! We added the m new distinct terminators for simplicity, whereas Equi et al. used the
suffix tree of the concatenation of all gaps-removed rows with a single new symbol
$ between each. The suffix tree of this string, if a second unique terminator # is
concatenated to this string, is equivalent to GSTmsa for our purposes.
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Fig. 2. Example of an MSA[1..4,1..10] and its GSTwmsa, where the label to each leaf has
been moved inside the leaf itself. We have also highlighted the leaves corresponding to
suffixes spell(MSA[i, 1..n]) (black outline) and its exclusive ancestors (arrows).

that the novel resulting problem on the tree structure of GSTysa, that we call the
exclusive ancestor set problem, can be solved efficiently, resulting in an algorithm
computing the minimal right extensions in linear time, described in Section [£.3]

4.1 Semi-repeat-free segments in the generalized suffix tree
The following has been implicitly stated and exploited in [6].

Definition 7 (Semi-repeat-free substrings). Recall the definition of semi-
repeat-free segment (Lemmal[d). Given substring MSA[i, z..y] of MSA[1..m, 1..n]
such that spell(MSA[i,z..y]) € X, we say that MSA[i, z..y] is semi-repeat-free
if, for all 1 < ' < m, string spel(MSA[i,x..y]) occurs in gaps-removed row i’
only at position g(i',x) (or it does not occur at all).

Observation 2. Segment [x..y] is semi-repeat-free if and only if all substrings
MSA[i, z..y] are semi-repeat-free, for 1 < i < m. If MSA[i, z..y] is semi-repeat-
free, then MSA[i,x..y'] is semi-repeat-free for all y < y' < n. Let fi(z) be the
smallest integer greater than x such that substring MSA[i,x + 1..f%(z)] is semi-
repeat-free: it is easy to see that f(z) = max™, fi(x).

This translates into a specific set of implicit or explicit nodes of GSTysa.
The fact that we added a unique terminator symbol to each row is equivalent to
the addition of an MSA column spelling $; - - - $,,, at position n + 1, which means
that [z + 1..n + 1] is always semi-repeat-free and the minimal right extensions
such that f(z) = oo become f(z) =n+ 1.

Lemma 3. Given m row substrings MSA[i, z..y;] of MSA[Ll..m, 1..n] such that
spell(MSA[i, z..y;]) € T for 1 <i<m, let W = {wy,...,wi} be the set of im-
plicit or explicit nodes of GSTmsa corresponding to strings {spell(MSA[i, z..y;]) :



1 <i<m}. Then MSA[i,xz..y;] is semi-repeat-free for all 1 < i < m if and only
if W covers exactly m leaves in GSTmsa.

Proof. By construction of GSTmsa, W covers the m leaves 41 .., ..., 2, , With
z; = g(i,z), so we only need to prove that if some MSA[:, z..y;] is not semi-
repeat-free, or invalid, then W covers more than m leaves, and vice versa.

(<) Let MSA[i, z..y;] be invalid, i.e. spell(MSA[i, z..y;]) occurs in o, at some
position 2 other than z;, for some row 1 < i’ < m. Then the node of GSTpmsa
corresponding to string spell(MSA[i, z..y;]) covers leaf £; 5 # £y .., , thus W covers
more than m leaves.

(=) Let ¢, ; be a leaf of GSTmsa other than leaves ¢q ,,,..., 0y, 5, covered
by some node w € W. By construction, w corresponds to spell(MSA[i, z..y;])
for some 1 < i < m, so we have that spell(MSA[i, x..y;]) occurs in «; at some
position other than g(i’, ), since £; s # i ..,. Thus, MSA[/’, z..y;] is invalid.

Note that the correctness of Lemma [3| does not hold if we swap the semi-repeat-
free notion with the repeat-free one.

Lemma [3] combined with Observation [2} implies that the problem of com-
puting values f(z) for all i € [1..m] can be solved by analyzing the tree struc-
ture of GSTusa against the MSA suffixes. Indeed, let L, = {¢; ., : 1 < i <
m,z; = g(i,z + 1)} be the leaves of GSTmsa corresponding to the suffixes
spell(MSA[i, z + 1..n]). For each row 1 < i < m, the first semi-repeat-free prefix
of spell(MSA[i, z + 1..n]) corresponds to the first implicit or explicit node v of
GSTwmsa in the root-to-¢; ., path such that v covers only leaves in L,. The fact
that GSTysa is a compacted trie is not an issue: the parent of v in the suffix
trie is branching, since it covers more leaves than v, so the first explicit node of
GSTwusa in the root-to-¢; ., path covering only leaves in L, is the first explicit de-
scendant w of v, thus we can identify v by finding w. Finally, f¢(z) is computed
by retrieving the smallest column index y such that spell(MSA[i,z + 1..y]) =
string(parent(w)) - char(w), where string(u) is the concatenation of edge la-
bels of the root-to-u path, and char(u) is the first symbol of the edge label
from parent(u) to w. In other words, y corresponds to the k-th non-gap sym-
bol of MSA row 4, with k& = rank(MSA[¢, 1..n], ) + stringdepth(parent(w)) + 1,
where rank(MSA[i, 1..n], x) is the number of non-gap symbols in MSA[:, 1..x] and
stringdepth(u) = [string(u)|. For example, in Figure 2] the leaves of Ly have been
marked and so have the shallowest ancestors covering only leaves in Lg.

4.2 Exclusive ancestor set

The results of the previous section show that we can compute the minimal right
extensions by solving multiple instances of the following problem on the tree
structure of GSTysa.

Problem 1 (Exclusive ancestor set). Let T = (V, E,root) be a rooted ordered
tree, with LT C V the set of its leaves. Given T and a subset of leaves L C LT,
find the minimal set W of exclusive ancestors of L in T, i.e. the minimal set
W C V such that W covers all leaves in L and only leaves in L. Can T be
preprocessed to support the efficient solving of multiple instances of the problem?



As is the case for GSTysa, we can assume that each internal node of T has
at least two children, otherwise, a linear-time processing of 7' can be employed
to compact its unary paths. Indeed, after a linear-time preprocessing of T', any
instance of exclusive ancestor set can be solved in time O(|L|) by a careful
traversal of the tree with the following procedure, that we describe informally:

1. partition L in k maximal sets L1, ..., Ly of leaves contiguous in the ordered
traversal of T', to be processed independently (if two leaves belong to different
contiguous sets, any common ancestor cannot be part of the solution);

2. for each L;, with 1 < i < k, start from the leftmost leaf ¢; and ascend in the
tree until the closest ancestor of ¢; that covers some leaf not in L;;

3. upon failure in step 2., add the last safe ancestor to the solution W and if
there are still uncovered leaves in L; repeat steps 2. and 3. starting from the
leftmost uncovered leaf.

An example of the procedure is shown in Figure [3] The failure condition of step
2. can be evaluated by checking if both the leftmost leaf and the rightmost leaf
in the subtree of the candidate replacement are still in set L;, and step 2. always
terminates if we assume that L is a nontrivial instance: if L C LT, then the root
of T is not the solution to the problem.

Fig. 3. Example of an instance of exclusive ancestor set, where the set of leaves L
corresponds to the black leaves: the algorithm partitions L into sets of contiguous
leaves (shown as brown, blue, and purple leaves), and for each set it finds the exclusive
ancestors (marked with rectangles). Each arrow shows the ascent of step 2. up the tree
until the node corresponding to the failure condition, marked with a cross.

Assuming the leaves of T" are sorted, step 1. can be implemented efficiently: we
can partition L into sets of contiguous leaves by coloring leaves in L and finding
all the leaves with the preceding leaf not in L. We can easily preprocess T' to
support the required operations in constant time, leading to a time complexity
of O(|L]), since any forest built on top of leaves L has O(|L|) nodes.

Lemma 4. The exclusive ancestor set problem on a rooted ordered tree T =
(V,E,root) and a subset L of its leaves can be solved in time O(|L|), after a
O(|V|)-time preprocessing to support operations v.leftmostleaf, v.rightmostleaf
on any node v € V' and operations £.prevleaf, {.nextleaf, and the binary coloring
of any leaf ¢ € LT in constant time.



4.3 Computing the minimal right extensions

Returning to the problem of computing values f(x), the representation of GSTusa
needs to support the operations on its tree structure described by Lemma[4 plus
operations v. stringdepth, returning the length of the string corresponding to the
root-to-v path in GSTysa of an explicit node v, and /.suffixlink, implementing
the suffix links of the leaves. The final algorithm, described in the full version

of this paper [I7], computes leaf sets Lo, L1, ..., L,—1 corresponding to the
MSA suffixes starting at column 1,2, ..., n, respectively, and for each L, with
0<z<n:

1. it marks the leaves in L, and partitions them in sets of contiguous leaves,
by finding all their left boundaries ¢ such that ¢.prevleaf is not marked;

2. it solves the exclusive ancestor set problem on each set of contiguous leaves
and whenever it finds an exclusive ancestor, covering leaves ¢;,,...,¢;, , it
computes values f(z) for i € {iy,...,ix} (see the conclusion of Section;

3. after processing all leaves, it finally computes f(x) = max”; f(z) and trans-
forms L, into L,1; by taking the suffix linksﬂ of only leaves £; such that
MSA[i, z + 1] # —.

Theorem 1. Given MSA[l..m, 1..n], we can compute the minimal right exten-
sions f(x) for 0 <ax <n—1 in time O(mn).

Proof. The correctness is given by Observation [2] and Lemmas [3] and [ The
construction of GSTysa is equivalent to building the suffix tree of a string of
length smaller than or equal to (m + 1)n: a suffix tree supporting the required
operations in constant time can be constructed in O(mn) time, since we assume
|X| < mn. Also, we can preprocess the MSA rows to answer in constant time
rank and select queries on the position of gap and non-gap symbols. Thus, the
computation of each f(z) takes time O(|L,| + m) = O(m), so O(mn) time in
total.

Corollary 1. Given MSA[l..m,1..n] from X U {—}, with X = [1..0] and 0 <
mn, the construction of an optimal semi-repeat-free segmentation minimizing
the mazimum number of blocks can be done in time O(mn).

Proof. Algorithm [6l Algorithm 1] by Equi et al. solves the problem in O(n) time,
assuming it is given the minimal right extensions (z, f(z)) sorted in increasing

order by the second component, which we can now compute and sort in time
O(mn) thanks to Theorem

5 Minimizing the maximum block length

The improvement on the computation of the minimal right extensions in the
case of general MSAs from O(nmlogm) to O(nm) gives us the motivation to

2 As noted by an anonymous reviewer, the support for suffix links is not strictly
necessary, since we are exploring leaves only. Indeed, a traversal of the tree can
easily fill an m X n table containing Lo, ..., L,—1, that we then have to store.



improve the O(nloglogn)-time algorithm of Equi et al. [6l Algorithm 2] for an
optimal semi-repeat-free segmentation minimizing the maximum block length.
As mentioned in Section we can compute s(j) by processing the recursive
solutions corresponding to all right extensions (z, f(z)) with f(z) < j. For the
maximum block length there are two types of recursion for an optimal solution
of MSA[1..m, 1..j'] using semi-repeat-free [z + 1..5'] as its last segment:

non-leader recursion: if ;' < x + s(z) then the score of s(j') is equal to s(z),
because the length of segment [z + 1..5'] is less than or equal to s(z); in this
case, we say that [z + 1..5'] is a non-leader segment;

leader recursion: otherwise, if j/ > x + s(z), we say that [z + 1..j'] is a leader
segment, since it gives score j' — x to an optimal solution constrained to use
it as its last segment.

1 x f(x) x4+ Is(:lc) n

score s(x) score j' — x

non-leader recursion leader recursion

Fig.4. Scheme for the score of an optimal semi-repeat-free segmentation of
MSA[L..m,1..5'] constrained to use [z + 1..j'] as its last segment.

Note that if « 4+ s(z) < f(z) then the non-leader recursion does not occur for
(z, f(z)). Then, it is easy to see that

(z,f(x)): (z,f(2)):
f(x)<j<z+s(z) i>f(x) N j>x+s(x)

$(j) = min ( min s(x), min j- ac) (2)
so Equi et al. correctly solve the problem by keeping track of the two types of
recursions with two one-dimensional search trees: the first keeps track of ranges
[f(x)..x 4+ s(z)] with score s(x), the second tracks ranges [z + s(x) + 1..n] where
the leader recursion must be used, saving only the —z part of score 7' — z. With
two semi-infinite range minimum queries, for ranges [j + 1.. + oo] and [—00..]]
respectively, we can compute s(j) and solve the problem in time O(nloglogn).

Instead, we can reach a linear time complexity using simpler data structures,
thanks to the following observations: the data structure for the leader recursion
can be replaced by a single variable S holding value min{j —z : j > f(x) A j >
x + s(x)}, so that S is the best score of a segmentation ending with a leader
segment [x + 1..j]; for the non-leader recursion, we can swap the structure of
Equi et al. with an equivalent array C[1..n] such that C[k] counts the number of
available solutions with score k using the non-leader recursion so that a variable
K = min{k : C[k] > 0} is equal to the best score of a segmentation ending
with a non-leader segment [z + 1..j]. The final and crucial observation is that
the two types of recursion are closely related: when [z + 1..j] goes from being a



non-leader segment to a leader segment, that is, j = x + s(z) + 1, we decrease
C[s(z)] by one and update S with value s(x) + 1 = j — x if needed. Therefore,
when the best score of C[1..n] is removed in this way, we do not need to update
K to min{k : C[¢] > 0}, but it is sufficient to increment K by 1 to ensure that
s(j) = min(K, S), unless other updates of C and S result in a better score.

Theorem 2. Given the minimal right extensions (x, f(x)) of MSA[l..m, 1..n],
we can compute in time O(n) the score of an optimal semi-repeat-free segmen-
tation minimizing the maximum block length.

Proof. The correctness of the algorithm, described in the full version of this
paper [17], follows from that of [6, Algorithm 2] and from the fact that when
C[K] = 0 we have that C[j'] =0 for 1 < j < K and § < K + 1. Similarly, the
processing of minimal right extensions (z, f(x)) and the dynamic management
of intervals [f(z)..s(x) + j'] takes time O(n) in total, thus the algorithm takes
linear time.

Combined with Theorem |1} we get our second main result.

Corollary 2. Given MSA[l..m,1..n] from X U {=}, with X = [1..0] and 0 <
mn, the construction of an optimal semi-repeat-free segmentation minimizing
the maximum block length can be done in time O(mn).
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