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ABSTRACT

In software testing domain, different techniques and approaches are used to 

support the process of regression testing in an effective way. The main approaches 

include test case minimization, test case selection, and test case prioritization. Test 

case prioritization techniques improve the performance of regression testing by 

arranging test cases in such a way that maximize fault detection could be achieved in 

a shorter time. However, the problems for web testing are the timing for executing 

test cases and the number of fault detected. The aim of this study is to increase the 

effectiveness of test case prioritization by proposing an approach that could detect 

faults earlier at a shorter execution time. This research proposed an approach 

comprising two models: Hybrid Static Criteria Model (HSCM) and Dynamic 

Weighting Static Criteria Model (DWSCM). Each model applied three criteria: most 

common HTTP requests in pages, length of HTTP request chains, and dependency of 

HTTP requests. These criteria are used to prioritize test cases for web application 

regression testing. The proposed HSCM utilized clustering technique to group test 

cases. A hybridized technique was proposed to prioritize test cases by relying on 

assigned test case priorities from the combination of aforementioned criteria. A 

dynamic weighting scheme of criteria for prioritizing test cases was used to increase 

fault detection rate. The findings revealed that, the models comprising enhanced of 

Average Percentage Fault Detection (APFD), yielded the highest APFD of 98% in 

DWSCM and 87% in HSCM, which have led to improve effectiveness prioritization 

models. The findings confirmed the ability of the proposed techniques in improving 

web application regression testing.
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ABSTRAK

Dalam bidang ujian perisian, teknik dan pendekatan yang berbeza digunakan 

untuk menyokong proses ujian regresi dengan cara yang berkesan. Pendekatan utama 

adalah meminimumkan kes ujian, pemilihan kes ujian, dan mengutamakan kes ujian. 

Teknik mengutamakan kes ujian meningkatkan prestasi ujian regresi dengan 

mengatur kes-kes ujian sedemikian rupa sehingga memaksimumkan pengesanan 

kesalahan dalam masa yang lebih singkat. Walau bagaimanapun, masalah untuk 

ujian web terletak pada masa untuk melaksanakan kes ujian dan bilangan pengesanan 

kesalahan. Tujuan kajian ini adalah untuk meningkatkan keberkesanan 

mengutamakan kes ujian dengan mencadangkan suatu pendekatan yang dapat 

mengesan kesalahan terdahulu dalam masa pelaksanaan yang lebih singkat. Kajian 

ini mencadangkan pendekatan yang terdiri daripada dua model: Model Kriteria Statik 

Hibrid (HSCM) dan Model Kriteria Statik Berpemberat Dinamik (DWSCM). Setiap 

model menggunakan tiga kriteria: permintaan HTTP yang paling kerap di halaman, 

panjang rangkaian permintaan HTTP, dan kebergantungan permintaan HTTP. 

Kriteria ini digunakan bagi mengutamakan kes ujian untuk ujian regresi aplikasi 

web. HSCM yang dicadangkan menggunakan teknik kluster untuk mengumpulkan 

kes ujian. Teknik hibrid telah dicadangkan untuk mengutamakan kes-kes ujian yang 

bergantung kepada keutamaan ujian kes yang diberikan dari gabungan kriteria yang 

disebutkan di atas. Kriteria skima berpemberat dinamik yang mengutamakan kes 

ujian digunakan untuk meningkatkan kadar pengesanan kesalahan. Dapatan 

menunjukkan bahawa model yang terdiri daripada peningkatan Purata Peratus 

Pengesanan Kesalahan (APFD), menghasilkan APFD tertinggi sebanyak 98% bagi 

DWSCM dan 87% bagi HSCM, yang telah membawa kepada peningkatan 

keberkesanan model keutamaan. Dapatan itu mengesahkan keupayaan teknik yang 

dicadangkan untuk meningkatkan ujian regresi aplikasi web.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Across various businesses, web applications serve as critical tools. Failure of 

these critical tools means the loss of millions of dollars to the organizations that are 

using them. Web applications offer an organization a worldwide audience (Wang and 

Zeng, 2016). Most web applications are required to have reliable uptimes without 

any interruptions. This requires testers to isolate possible software bugs and software 

engineers to fix the aforementioned bugs immediately, which subsequently result in 

the release of new versions. Under such circumstances, regression testing is typically 

initiated to ensure newly released version does not affect other unaltered, working 

functionalities. Testing is a process which includes all software lifecycle activities 

comprising both static and dynamic activities; planning, preparation, and evaluation 

of software, to determine that the built software products are according to specified 

requirements, requirements of the built software are aligned with clients’ purpose, 

and above all, to detect defects (Sampath et al., 2008).

Test case is a set of input values, execution pre-conditions, expected results, 

and execution post-conditions, developed for a particular objective or test condition, 

such as, exercising a particular program path or verifying compliance with a specific 

requirement (Graham et al.,2008).
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Regression tests are executed when some changes are made to an existing 

application, in order to ensure that the impacts caused by the changes do not 

negatively affect the rest of the system or the expected behavior of unaltered parts of 

the software. Such testing is a complicated process for web applications that are built 

based on modern architectures and technologies. For example, service-oriented 

architecture introduces simplicities in software development and complexities in 

software testing process for services like components, which are black box entities 

generally developed by third parties (Laranjeiro et al., 2012). Any changes executed 

on those components may negatively affect the rest of the software. In addition, 

regression testing typically cannot access and verify the content of third-party 

components (Kumar et al., 2014). Moreover, today’s demand for rapid software 

development also imposes time constraints on testing process.

Software change impact analysis, offers considerable leverage in 

understanding and implementing change in the system because it provides a detailed 

examination of the consequences of changes in software. Impact analysis provides 

visibility into the potential effects of the proposed changes before the actual changes 

are implemented. The ability to identify the change impact or potential effect will 

greatly help a maintainer or management to determine appropriate actions to take 

with respect to change decision, cost, and resource estimates (Ibrahim et al.,2005).

Even with good planning and control, it is possible that the time and budget 

allocated for the total test, or for a certain test level, are insufficient for executing all 

planned test cases. In this case, it is necessary to arrange test cases in a way that 

could reveal faults earlier. This could subsequently inform testers on test cases that 

could be omitted upon determining test case arrangement that could successfully 

reveal all faults earlier without having to cover all test cases exhaustively. However, 

even with a reduced number of executable test cases determined by such 

arrangement, it must be assured that most critical faults are found. A common 

technique to arrange test cases is by utilizing test case prioritization. Ideally, test case 

prioritization allows best possible ordering of test cases to be achieved. In cases 

where testing ends prematurely, prioritization could enable best possible test case to
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be achieved, satisfying a certain level of test adequacy. Prioritization is also typically 

used to determine, as best as possible, that most important test cases are executed 

first.

1.2 Research Background

In simplest form, all existing test cases in a test suite can be executed without 

executing sophisticated approaches. However, cost is a concerned, especially when 

software size gradually expands due to modifications, causing the size the test suite 

to expand as well. For a significantly large test suite size, executing the entire test 

suite would be very expensive. Due to economic reasons, software engineers are in a 

constant pursuit to deploy efficient test techniques to reduce the effort required for 

regression testing.

New version of application is developed during the life cycle of an 

application in results of the bug fixes and requirement modification (Onoma et al., 

1998). There is potentially a high number of reusable test cases amassed from several 

application versions that may be applicable to test subsequent versions of the 

application. However, running all the test cases may involve a significant amount of 

time. For example, it may take weeks to execute all test cases of an earlier 

application version (Rothermel et al., 2001; Yoo and Harman, 2012).

Test Case Prioritization (TCP) helps in ordering an optimal sequence of test 

cases. While prioritization process is not associated with the selection process of test 

cases, it is assumed that all test cases must be executed. TCP attempts to arrange test 

cases in a way that if  the test process is interrupted or halted early at an arbitrary 

point, the best ordering, the one that finds more faults, is achieved. TCP was 

introduced by Wong et al. (1999) to arrange best possible sequence of test cases.
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General TCP criteria and techniques have been described by Sampath and 

Sprenkle (2016) in literature. Structural coverage is the most commonly used metric 

for prioritization (Elbaum et al., 2002; Malishevsky et al., 2002; Rothermel et al., 

2001). The logic of this criteria is that faster structural coverage of the whole 

software code leads to maximum detection of faults in a limited time. Therefore, the 

aim of this approach to achieve higher fault detection rates, via maximizing structural 

coverage. Although the most common prioritization technique is about structural 

coverage in different forms, some prioritization techniques have been presented 

consisting different criteria (Leon and Podgurski, 2003; Srikanth et al., 2005; Tonella 

et al., 2006; Yoo et al., 2009).

While several approaches exist for model-based web application test case 

generation (Andrews et al., 2005; Di Lucca et al., 2002; Kung et al., 2000; Ricca and 

Tonella, 2001). Modeling web applications is difficult due to their dynamic nature, 

since model-based techniques are difficult to implement for web application testing.

An approach is presented for TCP to test web applications with different user 

sessions of previous software versions that have been recorded. Criteria that could 

best be used to prioritize test cases for a web application is session-based due to the 

reflection of real user patterns, making the testing process quite realistic (Sampath et 

al., 2008). The comparison of different criteria is made to prioritize test cases. For 

instance, for a test case, the total HTTP requests are presented numerically, the 

values of parameters are covered, and the number of page visits is recorded, as well 

as, the number of values of parameters. It is shown that while the performance of 

prioritized test cases is better than those that are not prioritized or ordered properly, 

no single criterion is ideal (Qu et al., 2007).

User-Session based techniques are new lightweight mechanisms of testing 

that are applied only for web applications (Hao et al., 2014). In user-session 

approaches, user interactions with the server are collected and the test cases are 

extracted using a suitable strategy. Clients’ requests are data transported as URLs
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composing of page addresses while name value pairs are the captured data. These 

data can be found in log files stored in web servers or cookies left in clients’ 

machines. Captured data about user sessions can be used to generate a set of HTTP 

requests that can be turned into a real test case. The approach is advantageous as it 

generates test cases without requiring any awareness of web application’s internal 

structures. Test cases generated by user sessions are not dependent on different 

technologies that are required for web-based applications (Schwartz and Do, 2016).

1.3 Problem Statem ent

Different research has been done to improve the performance and the 

effectiveness of user-session approaches for prioritizing test cases in web 

applications. Researchers have also tried to reduce the size of generated test suites by 

utilizing user-session based approaches (Jones and Harrold, 2003). However, limited 

efforts have been done to prioritize test cases generated by user-session techniques 

(Leon and Podgurski, 2003; Dawson and Kerr, 2005; Elbaum et al., 2005; Miao et 

al., 2008).

Existing approaches in prioritization and reduction of test cases still struggle 

to obtain satisfactory fault detection rate and execution time. In Sampath et al. 

(2008), concept analysis was used such as full and spare lattice, in order to increase 

the effectiveness of finding faults. Reduction of test cases in web application testing 

poses a risk to testers in discovering faults as fault revealing test cases might be 

omitted from the final ordering of test cases.

Since the importance of effectiveness of web application regression testing on 

increase fault detection rate, prior studies have tried to define appropriate test case 

prioritization techniques so that the most fault detection rates are achieved. Although 

the proposed techniques have improved the effectiveness of web application
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regression testing, they are still confronted by the problem of prioritization and 

execution test cases. Indeed, effectiveness of web application regression testing is 

affected by prioritization techniques do not follow the dynamic and hybrid criteria of 

prioritization test cases.

1.4 Research Questions

This research aims to solve the above mentioned problem by considering the 

dynamic test case prioritization and effectiveness of web application regression 

testing. The following main research question is proposed:

How to increase the effectiveness o f current web application regression 

testing technique by dynamic prioritization o f test cases?”

In order to answer the main question, the following questions need to be 

answered:

Question 1: How can the new hybrid criteria and clustering model help to improve 

average percentage of fault detection rate?

Question 2: How effective is the new model utilizing dynamic weighting of static 

criteria in improving average percentage of fault detection rate?

Question 3: How to evaluate and analyze the performance of the proposed model?
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1.5 Research Goal and Objectives

Suitable prioritizing criteria needs to be determined to arrange test cases in a 

way that leads to a faster detection of maximum available faults in a regressed 

version of web application. This research proposes a new approach that merges two 

approaches that prioritize and cluster test suites, utilizing a dynamic weighting 

criteria to arrange test cases in web application regression testing. The research aims 

to improve the effectiveness of web application testing in terms of rate of fault 

detection and prioritization execution time.

In order to achieve aforementioned goal, the following objectives are 

constructed:

1. To develop a Hybrid Static Criteria Model (HSCM) using static criteria and 

clustering techniques.

2. To enhance the effectiveness of test case prioritization through dynamically 

assigning weights to a static criteria model.

3. To evaluate and analyze the performance of the proposed models and to 

provide a framework to facilitate the use of the models.

1.6 Research Justification

In this section, the research objectives on modern web application testing 

have been considered. Changing web application to dynamic type necessitates a 

speedier testing and a greater effectiveness in revealing faults, due to continuous 

modifications. Prioritization as one of the recent approaches for regression testing
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has been used for testing web applications, which aims to arrange test cases in a way 

that reveal faults in a lesser time. In this research, the authors propose test case 

clustering, followed by test case prioritization based on three criteria to increase the 

effectiveness of fault detection rate and optimize testing time. User session has been 

used for web application testing as this approach is independent of implementing 

web application and adequate for dynamic web application domain. Therefore, the 

authors conduct the research utilizing logged user session data in prioritizing test 

cases for web application testing. The lines of code of large web applications could 

reach up to millions, thus, object interactions would inevitably involve significant 

volumes of user interactions. Attributed to this, automated testing becomes an 

arduous and complicated task, especially, due to a continuous maintenance process 

and due to a change in user profiles (Kirda et al., 2001).

Many studies in the literature have highlighted two approaches for regression 

testing such as reduction and prioritization. Reduction of test suite size concerns with 

producing a smaller number of test cases, which may result in failure to detect faults, 

due to omission of test cases. Therefore, clustering is proposed instead of reduction 

as it ensures all test cases are considered, by organizing test cases according to 

clusters. Furthermore, clustered test cases may be prioritized based on dynamic 

weighting.

In Appendix A systematic mapping for TCP, only some of the papers related 

to test case prioritization addressed web applications (Catal and Mishra, 2012). 

Session-based technique is one of the useful approaches offered for web application 

testing that still has opportunities for improvement. Unlike other applications, web 

applications supply usage logs to testers. Test cases drawn from user data are called 

“user-session based testing” (Elbaum et al., 2005; Sampath et al., 2007). The 

contents of the test cases contain a series of base requests and pairs of parameter 

values. Logged user sessions provide knowledge about web interaction of the users. 

Commonly, cookies information and web server logs are used to generate user- 

session based test cases.
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1.7 Scope

In this thesis, the subject of web application regression testing has been 

reviewed. This study tries to increase the effectiveness of regression testing with 

prioritized test cases that have been produced and collected in server side application. 

Ordering test cases based on new criteria may offer an improved average of fault 

detection rate.

I. Web application regression testing:

This research estimates average percentage of fault detection rate, which is 

one of the most important web application testing metrics. This metric informs 

testers of the capability of an ordered sequence of test cases in revealing faults, often 

quantified into a single percentage value. Specifically, this metric is known as 

Average Percentage of Faults Detected (APFD). Further, the research also concerns 

with prioritization execution time.

II. Test case prioritization:

The proposed test case prioritization technique orders the execution of test 

cases according to some criterion to satisfy a performance metric considered. The 

development of the technique includes analysis, design, and implementation.

III. Soft computing techniques:

In order to increase the effectiveness of APFD rate, it is worthwhile to 

analyze and explore TCP techniques utilizing soft computing techniques. 

Evolutionary computing, clustering, imperialist competitive algorithm, optimization 

algorithm, and clustering are among soft computing techniques employed in this 

research.
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1.8 Thesis Outline

This thesis comprises of seven chapters as follows:

Chapter 1 gives an overview on the structure and the nature of the research. 

The background of the study is elaborated and the research problem is discussed and 

explained. Moreover, objectives and the main research questions are presented. 

Finally, the importance of research is justified in this chapter.

Chapter 2 investigates past studies that are related with the current research. 

Related studies are classified, explained, and analyzed to synthesize gaps and 

problems.

Chapter 3 describes proposed clustering and TCP techniques comprising 

static and dynamic techniques utilized in the current research. The structure and the 

flow of research steps are outlined in this chapter.

Chapter 4 explains the development of technique for prioritizing test cases by 

hybrid criteria and clustering based technique.

Chapter 5 describes design details, implementation, and experimental results 

related to the second proposed technique.

Chapter 6 evaluates the performance of the proposed techniques subjected 

under similar conditions. The chapter includes discussions on the strengths and 

weaknesses of each technique.

Chapter 7 includes recommendations to be considered prior to utilizing the 

proposed technique. Furthermore, internal and external threats to research validity 

are explained. Finally, the contributions of research and future work are elaborated.
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APPENDIX A

1. Systematic M apping

Our study was conducted according to the guidelines provided by (Petersen et 

al., 2008). Their five-step process, included here as Figure 1, can be described as 

follows:

2. Research Question

Research questions define the s c o p e  and focus of a systematic mapping. 

This study was motivated by three research questions:

I. What are the states of art and future works in testing web application?

II. What type of papers published on web application testing?

III. What techniques are used for web application testing?

This question was included specifically to find all the testing techniques that 

are used for web application testing and estimate which one is more effective 

based on popularity.




