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Abstract - In this study, the author wants to prove the 

combination of feature importance and support vector 

machine relevant to detecting distributed denial-of-service 

attacks. A distributed denial-of-service attack is a very 

dangerous type of attack because it causes enormous losses 

to the victim server. The study begins with determining 

network traffic features, followed by collecting datasets. 

The author uses 1000 randomly selected network traffic 

datasets for the purposes of feature selection and modeling. 

In the next stage, feature importance is used to select 

relevant features as modeling inputs based on support 

vector machine algorithms. The modeling results were 

evaluated using a confusion matrix table. Based on the 

evaluation using the confusion matrix, the score for the 

recall is 93 percent, precision is 95 percent, and accuracy 

is 92 percent. The author also compares the proposed 

method to several other methods. The comparison results 

show the performance of the proposed method is at a fairly 

good level in detecting distributed denial-of-service 

attacks. We realized this result was influenced by many 

factors, so further studies are needed in the future. 
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I. INTRODUCTION 

Distributed denial-of-service (DDoS) attack is a very 

dangerous type of attack because it causes enormous 

losses to the server that is the victim of the attack [1-2]. 

Since it first appeared, until today's modern era, the types 

and methods of DDoS attacks have developed very 

rapidly [3]. Commonly, when an attack method has a 

known attack pattern, the attacker will try to change, 

modify, or improve the attack pattern. Pattern 

modification is usually done in disguise. Attack patterns 

are made very naturally, such as service requests 

originating from legitimate users, so that they are not 

detected as packets or requests originating from zombies, 

which are controlled by the attacker [4]. In today's 

modern era, DDoS attacks take advantage of 

technological advances including artificial intelligence 

(AI), high-speed internet access, and high-performance 

computing [5-6]. With very abundant resources, DDoS 

attacks are carried out massively and become very 

difficult to detect [7-8].  

As DDoS attack methods are constantly evolving, 

DDoS attack detection methods are also developing very 

rapidly. The purpose of developing DDoS attack 

detection methods is to counter DDoS attack methods. 

Like the DDoS attack method, the DDoS attack detection 

method also utilizes AI technology. Through this study, 

the author wants to provide an alternative method to 

detect DDoS attacks. Machine learning (ML)-based 

methods, which are part of AI technology, have proven 

to be quite relevant in detecting DDoS attacks, as 

evidenced by the results of several studies conducted by 

Thorat, Parekh, and Mangrulkar [9], Manjula and Neha 

Mangla [10]. Based on previous related studies, the 

authors propose the detection of DDoS attacks based on 

feature importance [11], and the Support Vector 

Machine (SVM) algorithm [12-13]. The purpose of this 

study is to prove that the proposed method based on 

feature importance and SVM can be used to detect DDoS 

attacks. Deeply, the feature importance is used to select 

relevant features to detect DDoS attacks. Furthermore, 

the selected features are used as input for the SVM 

algorithm. SVM is used to model DDoS attack packets 

originating from the attacker. As an initial hypothesis, 

the combination of feature importance and SVM is 

relevant to distinguish between legitimate packets and 

packets from attackers. In other words, the proposed 

method uses feature importance, and SVM can detect 

DDoS attacks. This study is also a continuation of the 

previous study the author has done [14-15].  

II. METHOD 

The author performs a simulation to prove the 

performance of the proposed method in detecting DDoS 

attacks. This simulation consists of two major stages, 

feature selection, and modeling. For the purposes of 

feature selection and modeling, the author uses 1000 
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randomly selected network traffic datasets. Generally, 

the stages in this study are: 

1. Define network traffic features 

2. Collect datasets based on network traffic 

features 

3. Selecting relevant features using the feature 

importance approach 

4. Modeling using SVM algorithm based on 

selected features 

5. Evaluation of the results of the confusion 

matrix-based modeling. Outcome: recall, 

precision, accuracy 

6. Comparison of evaluation results with other 

detection methods.  

Determination of the dataset based on the features 

presented in Table I. 

To select relevant features from the network traffic 

features shown in Table I, the author uses the feature 

importance approach [16,17]. Feature importance is the 

influence that a feature has in predicting the 

classification results [18]. The greater the feature 

importance score to get the feature importance score, the 

entropy value must first be obtained [19,20]. The entropy 

value is obtained using (1): 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑ 𝑝𝑖
𝐶
𝑖=1 𝑙𝑜𝑔2(𝑝𝑖) (1) 

Where c is the number of unique classes and pi is the 

proportion of rows with the output class i. After the 

entropy value is obtained, then the feature information 

score is obtained using (2): 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒_𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −

 ∑
|𝑆𝑣|

|𝑆|𝑣𝑒𝑉𝑎𝑙𝑢𝑒𝑠(𝐴) 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣) (2) 

Where S is the set of instances, A is the attribute, Sv 

is the subset of S with A = v, and Values (A) is the set of 

all possible values of A. The next step is to model the 

dataset based on the selected features from the previous 

stage. This modeling aims to determine whether the 

packet comes from a legitimate user or a packet that 

comes from an attacker (DDoS attack). For modelling 

purposes, the author uses a support vector machine 

(SVM) algorithm, the SVM method was introduced by 

Cortes and Vapnik in 1995. SVM has many advantages 

such as being able to work very well for data sets with 

many attributes and small sample sizes [12-13]. 

Furthermore, the results of SVM modelling were 

evaluated using a confusion matrix to obtain recall, 

precision, and accuracy values [21-22]. Recall, 

precision, and accuracy scores were obtained using (3-

5): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
 (3) 

 

Accuracy shows the number of correct predictions of 

attack detection from the total number of DDoS attacks.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝑃)

(𝑇𝑃+𝐹𝑃)
              (4) 

Precision shows the accuracy between the requested 

data and the prediction results displayed by the model.  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                (5) 

For recall or sensitivity, it shows the success of the 

model in rediscovering relevant information. The last 

stage of this study is the comparison of the accuracy 

scores obtained with the accuracy scores of other 

detection methods. Based on the results of this 

comparison, it is known whether the proposed method is 

relevant enough to detect DDoS attacks.

TABLE I 

NETWORK TRAFFIC FEATURES 

Code  Feature Description 

f1  Src-Dest-Packets Number of packets from source to destination 

f2  Dest-Src-Packets Number of packets from destination to source 

f3  Src-Packet-Sz Sum of packet size from source to destination  

f4  Dst-Packet-Sz Sum of packet size from destination to source 

f5  Src-Frame Frame length from source to destination 

f6  Dst-Frame Frame length from destination to source 

f7  Src-Num-Fr Number of frames from source to destination 

f8  Dst-Num-Fr Number of frames from destination to source 

f9  Src-IP-Addr Number of source IP address 

f10  Dst-IP-Addr Number of destination IP address 

f11  Source-Ports Number of source host ports 

f12  Desti-Ports Number of destination host ports 
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III. RESULTS AND DISCUSSION 

Table II shows the results of feature importance-

based feature selection. The Src-Dest-Packets feature has 

the highest score compared to other features. This feature 

importance score shows the importance of a feature in 

detecting DDoS attacks. In other words, the higher the 

score of a feature, the greater its contribution to the 

DDoS attack detection process. 

The number of packets that correctly identified they 

were not a DDoS attack was 62.64 percent. The number 

of packets that were incorrectly identified as not being a 

DDoS attack was 3.30 percent. The number of packets 

correctly identified as being a DDoS attack was 29.67 

percent. The number of packets that were incorrectly 

identified as being a DDoS attack was 4.40 percent. 

Recall, precision, and accuracy of the evaluation 

results of SVM modeling are shown in Table III. 

Based on the results of the feature selection shown in 

Table II, the author will only take the top 6 features used 

as variables for the support vector machine modeling. 

The six selected features are Src-Dest-Packets, Dest-Src-

Packets, Src-Packet-Sz, Dst-Packet-Sz, Src-Num-Fr, and 

Dst-Num-Fr. To get the recall, precision, and accuracy 

from the modeling results, the authors use a confusion 

matrix shows in Fig. 1. 

The support vector machine classification resulted are 

90 percent of packets being correctly not DDoS attacks 

from all packets that were predicted not DDoS attacks 

(precision with target = legitimate). The support vector 

machine classification resulted are 93 percent of packets 

being correctly detected as DDoS attacks out of all 

packets predicted to be DDoS attacks (precision with 

target = DDoS). The support vector machine 

classification resulted in 87 percent of packets that were 

TABLE II 

FEATURE IMPORTANCE SCORES 

Code Score 

f1 0.34473703 

f2 0.26438539 

f3 0.15491770 

f4 0.05414120 

f7 0.04822908 

f8 0.04408499 

f5 0.03458260 

f6 0.02374232 

f9 0.02156291 

f10 0.00949233 

f11 0.00012439 

f12 0.00011343 

 

 

Fig. 1 SVM confusion matrix 

 
TABLE III 

RECALL, PRECISSION, AND ACCURACY SCORES 

Target Precision Recall f1-Score 

Legitimate 0.90 0.87 0.89 

DDoS 0.93 0.95 0.94 

Accuracy  0.92 

 

predicted not a DDoS attack compared to the whole 

packet which was actually not a DDoS attack (recall with 

target = legitimate). The support vector machine 

classification results are 95 percent of packets being 

predicted as DDoS attacks compared to all packets that 

are actually DDoS attacks (recall with target = DDoS). 

The support vector machine classification results in an 

average comparison of recall and precission for packets 

that are not DDoS attacks of 89 percent. support vector 

machine classification results in a comparison of the 

average precision and recall for packets originating from 

the attacker by 94 percent (f-measure). The support 

vector machine classification resulted are 92 percent of 

packets being correctly predicted as DDoS attacks and 

not DDoS attacks from the total packets. For alternative 

evaluations besides recall, precision, and accuracy from 

the confusion matrix table, the receiver operating 

characteristic (ROC) curve also be derived [23]. The 

resulting receiver operating characteristic curve is 

presented in Fig. 2. 

The SVM ROC curve with feature importance shows 

a very high true positive score and a very low false 

positive score. In the ROC curve, the most important part 

is the area under the curve (AUC), which is the total area 

under the ROC curve. The SVM ROC curve has an AUC 

score of 0.91, so the SVM modelling is proven to 

correctly predict packets that are DDoS attacks by 91 

percent. Based on classification results and continued 
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with ROC curve measurement, the combination of 

feature importance and the SVM algorithm is proven to 

be able to distinguish between legitimate packages and 

packets from attackers. The results of this test succeeded 

in providing answers to the initial hypothesis that had 

been submitted by the author. 

The author also compares the evaluation results 

(recall, precision, and accuracy) obtained with other 

related studies. The results of the comparison of accuracy 

scores are shown in Table IV. 

Table IV shows a comparison of the accuracy scores 

of each classification algorithm in the study related to 

DDoS attack detection. This comparison shows the 

performance of the detection method proposed is in a 

fairly good position, with the highest accuracy score. The 

selection based on feature importance is very influential 

on the final result of SVM modelling. Irrelevant features 

will cause bias, which in turn can reduce the accuracy of 

DDoS attack detection. Based on this evaluation, it is 

evident that the combination of feature importance and 

the SVM algorithm is very relevant to be used as a DDoS 

attack detection method. 

IV. CONCLUSION 

Based on this study, the combination of feature 

importance for feature selection and support vector 

machine for modeling is very relevant used in detecting 

DDoS attacks. This hypothesis is proven from a 

confusion matrix-based evaluation with a score for recall 

of 93 percent, precision of 95 percent, and accuracy of 

92 percent. The author also compares the proposed 

method to several other methods. The comparison results 

show the performance of the proposed method is at a 

fairly good level in detecting DDoS attacks. The novelty 

of this study is the combination of using feature 

importance for feature selection and SVM to distinguish 

between legitimate packages and packets from attackers. 

The contribution of this study is to provide an alternative 

to detecting DDoS attacks so that they can be 

implemented, developed, or optimized by other 

researchers in the future.

 

 
Fig. 2 SVM ROC curve 

 
TABEL IV 

ACCURACY COMPARISSON 

Feature Method Accuracy Score 

Src-Dest-Packets, Dest-Src-

Packets, Src-Packet-Sz, Dst-

Packet-Sz, Src-Num-Fr, and Dst-

Num-Fr 

SVM only 88% 

Univariate selection + Naive Bayes 86% 

Feature importance + SVM 92% 

Feature importance + Decision Tree 89% 
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