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Abstract: 

Cybercrime against critical infrastructure such as nuclear reactors, power plants, and dams has been increasing in 
frequency and severity. Recent literature regarding these types of attacks has been extensive but due to the sensitive 
nature of this field, there is very little empirical data. We address these issues by integrating Routine Activity Theory 
and Rational Choice Theory, and we create a classification tool called TRACI (Taxonomy for Risk Assessment of 
Cyberattacks on Critical Infrastructure). We take a Design Science Research approach to develop, evaluate, and 
refine the proposed artifact. We use mix methods to demonstrate that our taxonomy can successfully capture the 
characteristics of various cyberattacks against critical infrastructure. TRACI consists of three dimensions, and each 
dimension contains its own subdimensions. The first dimension comprises of hacker motivation, which can be 
financial, socio-cultural, thrill-seeking, and/or economic. The second dimension represents the assets such as cyber, 
physical, and/or cyber-physical components. The third dimension is related to threats, vulnerabilities, and controls that 
are fundamental to establishing and maintaining an information security posture and overall cyber resilience. Our work 
is among the first to utilize criminological theories and Design Science to create an empirically validated artifact for 
improving critical infrastructure risk management. 

Keywords: Cybercrime, Cyberterrorism, Cybersecurity, Critical Infrastructure, Routine Activity Theory, Rational 
Choice Theory, Design Science Research. 
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1 Introduction 

Recently, there has been a global surge in cybercrime committed against critical infrastructures which are 
essential for a modern society to function. In spite of their importance, such facilities are easy targets for 
cybercriminals, because for the most part, they were built predominantly prior to—therefore in absence 
of—modern cybersecurity standards (Pandey & Misra, 2016). While technology is rapidly developing, 
legislature on cybercrimes and cyberterrorism is lagging behind (Decker, 2007), which is due to the 
complexity of the topic and the lack of understanding among policymakers (Farion & Panasyuk, 2018). In 
spite of previous attempts, many still do not believe that entire critical infrastructures can be compromised 
with little effort.  

Critical infrastructure attacks can cause significant damage on a large scale, yet we do not have a solid 
understanding of their common characteristics to develop more comprehensive risk management 
strategies. Due to its sensitivity and criticality, attacks against critical infrastructures could disrupt and 
paralyze national resources (Cordesman et al., 2002). In spite of these growing threats, there is not a 
unified framework that is both grounded in theory and empirically examined to identify and classify such 
attacks. One possible reason for this is the diversity of critical infrastructure facilities which can range from 
hospitals to nuclear plants. Another explanation is the inability to share information on these attacks due 
to the sensitive nature of the targets, making it difficult to categorize the threats and respond to them in a 
more consistent manner. Our study fills this gap by proposing a taxonomy to classify the different types of 
cyberattacks against critical infrastructure. 

We relied on the Design Science Research (DSR) methodology for the creation and the evaluation of our 
artifact, a Taxonomy for Risk Assessment of Cyberattacks on Critical Infrastructure (TRACI). TRACI is 
rooted in theory via the criminological lens by integrating both Routine Activity Theory (RAT) and Rational 
Choice Theory (RCT). TRACI also undergoes refinement through empirical assessment with security 
professionals. Once TRACI is built, we demonstrated the utility of TRACI by incorporating two different 
evaluating procedures – one using anonymous reviewers and one using expert evaluations.  

TRACI can be used to classify and measure different dimensions of cyberattacks on any of the 16 critical 
infrastructure sectors as defined by the US Cybersecurity and Infrastructure Security Agency (CISA, 
2022). There are three dimensions in our taxonomy: (1) Assets, (2) Risk Management, and (3) Attacker 
Motivation, and each dimension further divides into specific characteristics. With TRACI, academicians 
and professionals can capture the attributes of any cybercrime event in a straightforward and easy-to-
share manner. Classifying such attacks can improve the risk management process by providing more 
guidance for security professionals to conduct assessments and identify new threats that have not been 
addressed previously, thus improving the security posture of their organizations. Therefore, TRACI can 
assist in shifting the security approach from reactive to proactive.  

The rest of the paper is organized as follows. In the Background, we present the research gap between 
RAT and RCT and the need for classifying cyberattacks. In Artifact Development, we introduce Design 
Science Research (DSR) as our methodological lens and detail the process of constructing TRACI, first by 
providing the theoretical underpinnings, then by delineating the steps in refining the taxonomy. Afterward, 
we evaluate TRACI’s usability and utility, and we compare our artifact to others in this field to demonstrate 
its superiority. In the Discussion section, we solidify our contributions by presenting its significance to 
research the implications to cybersecurity professionals. We also offer a vignette to demonstrate how the 
taxonomy can be applied in a real-world cyberattack event. Finally, we present the limitations and 
conclude our research. 

2 Background 

2.1 Cybercrime and Cyberwarfare 

Currently, there is no official and agreed-upon definition of the terms “cybercrime” and “cyberattack,” 
leading to a lack of unified approach to address these issues more holistically and the inability to create 
more effective policies to deter offenders. Cybercrimes often cross state and national borders, making it 
extremely difficult to identify and prosecute the attackers (Speer, 2000). International extradition laws and 
restrictions prevent criminals to be brought to justice in certain cases (Hui et al., 2017). Identifying the 
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hackers who commit cybercrimes is equally challenging: the growing ubiquity of technology and the easier 
access to exploit strategies on the Darknet allow even those with limited technical skills to commit crimes.  

The existing classifications are too broad and provide numerous challenges not just to researchers but 
also to practitioners, making it difficult to compare information and prevent future attacks. The perpetrators 
of cyberattacks can be state or non-state actors, the damage caused by the attack can be extensive or 
minuscule, and the attack’s purpose may be to achieve almost any economic, political, social, or 
psychological objective (Kenney, 2015). Quantifying the socioeconomic impact of cyberattacks could be 
difficult because they may cause reputational damage, distrust, or loss of loyal customers that have 
intangible value to an organization (Hovav & D'Arcy, 2004), or lead to political and economic instability 
such as the Arab Spring in the Middle East (Allagui & Kuebler, 2011). These unique challenges motivate 
us to study this phenomenon further. We argue that having a better understanding of the depth and 
dimensions of cyberattacks can lead to more extensive security controls and a more encompassing risk 
management approach.  

Cyberterrorism, or cyberwarfare, is a subset of cybercrime. Cyberwarfare refers to offensive computer 
assaults that seek to damage or destroy adversaries’ networks and infrastructures or deter them from 
waging cyberattacks of their own (Janczewski & Colarik, 2007). These cyberattacks are typically carried 
out by countries who launch repeated computer attacks against their adversaries to deny them the ability 
to use cyberspace effectively, while safeguarding their own ability to do the same. Such attacks are known 
as Advanced Persistent Threats (APTs), and they usually rely on multiple attack techniques and vectors 
that remain undetected, so that hackers can retain control over target systems unnoticed for long periods 
of time (Tankard, 2011). APTs are largely, but not exclusively, the domain of states. States, and private 
hackers that act on their behalf, view cyberwarfare as a tool through which they can advance their national 
interests.  

There have already been instances of cyberterrorism by nation-state actors against critical infrastructure. 
Even though it is difficult to prove with certainty that a cyberattack was financed by a particular state, there 
is visible information about state-funded cyberarmies (Haggard & Lindsay, 2015; Hvistendahl, 2010). 
Some cases such as Stuxnet in Iran (Langner, 2011) or the virus against the power grid in Ukraine (Lee et 
al., 2016) demonstrate the potentially devastating damages of cyberterrorism. In 2010, the Federal 
Bureau of Investigation (FBI) chief, Robert Mueller, stated that “the cyberterrorism threat is real and 
rapidly expanding” (Hua & Bapna, 2013, p. 176). He indicated that terrorists have shown a clear interest in 
developing hacking skills and combining physical attacks with cyberattacks. As these threats are 
becoming more and more common, it is important to consider new methods to classify them. Such 
classification could increase security professionals’ awareness of the attack profiles and lead to better risk 
management and threat mitigation strategies. 

2.2 Attacker Motivation 

To develop adequate defenses against critical infrastructure cybercrimes, it is vital to understand who the 
threat actors are and what lead them to commit crimes. Generally, cyberterrorists are considered a 
subgroup of hackers. What differentiates them from hackers is their motivation. Typically, cyberterrorists 
are politically or religiously motivated, and their goal is to create fear and panic among civilians and 
disrupt or destroy public and private infrastructure (Hua & Bapna, 2013). Cyberterrorists may also try to 
coerce a targeted government to negotiate with them, show their existence to their community, or 
demonstrate their capabilities to their political and financial supporters (Embar-Seddon, 2002; Verton & 
Brownlow, 2003). Increasingly, their motivation is to make money through ransomware (Galinkin, 2021). 
Generally, a skilled hacker may attack the same target as a cyberterrorist; however, a cyberterrorist would 
typically have more resources than the hacker to support long-term uninterrupted attacks or APTs 
(Quigley, 2007). Based on these differentiating factors, Gandhi et al. (2011) created a classification of 
hacker motivation, which we extended for the purposes of this study.  

Despite its importance, security professionals rarely consider the root cause of the attacks and more often 
focus on the target and the various tools and techniques to mitigate threats against valuable assets. 
However, we argue that attacker motivation is essential and should be considered as one of the key 
factors of risk management for critical infrastructures. Early detection of security incidents and the ability 
to accurately forecast attack development is critical when responding to cyber threats. Understanding the 
attack source and attacker profile (a set of attributes—both internal, such as motives and skills, and 
external, such as existing financial support and tools used) can help determine the threat severity and 
appropriate countermeasures (Doynikova et al., 2020). The different levels of resources, skill, access, and 
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risk tolerance determine the probability of an attack occurring (Abomhara & Køien, 2015). Attackers with 
different motivations will react differently to the same countermeasures and knowing the specific attackers’ 
motivations can help respond to the threat more efficiently (Rounds & Pendgraft, 2009). To create the 
attacker profile, first we need to classify prior attacks, study, and unveil trends and patterns in attackers’ 
behaviors. Building such a repository of historical data can be crucial in forecasting and mitigating future 
threats and can help organizations shift from a reactive to a proactive approach when it comes to 
cybersecurity. Without proper understanding of the attacker’s motivation, the trends and patterns of 
behaviors are obfuscated, leading to less predictive power in identifying future attacks (Marin et al., 2019; 
Zarreh et al., 2018). Therefore, having the attacker’s motivation is the foundation of any cybersecurity 
assessment. 

2.3 Risk Management 

To safeguard against cyberattacks, information security places a premium on risk management. Risk 
occurs when a threat (e.g., malware) is exploiting an existing vulnerability (e.g., an outdated legacy 
system) in the organization. Fundamental to the risk management process is creating an inventory of 
existing assets and evaluating their significance to the organization. Due to budgetary constraints, risks 
have to be prioritized and risk controls are typically selected as a result of a cost-benefit analysis (Blakley 
et al., 2001). However, poor risk management could pose a threat to project performance and outcome 
(Baharuddin & Yusof, 2018). Through our study, we build upon existing practices and add more depth to 
provide a more extensive view of the risk management process.  

As many critical infrastructure facilities were built decades ago, they often rely on legacy Supervisory 
Control and Data Acquisition (SCADA) systems, making them an easy target for attackers. SCADA is a 
category of software application program for process control, which gathers data in real time from remote 
locations to control equipment and conditions. SCADA is used in power plants as well as in oil and gas 
refining, telecommunications, transportation, and water and waste control (Boyer, 2009; Stouffer & Falco, 
2006). Thus, it is important to evaluate risks on a regular basis and ensure that the most valuable 
organizational assets are protected with appropriate controls.  

We apply the principles of risk management to the current study by evaluating the threats, vulnerabilities, 
and controls in the context of critical infrastructure. With regards to threats, Osei–Kyei et al. (2021) 
conducted a systematic literature review and identified the following as the most reported threats/hazards: 
(1) natural disasters, (2) ageing and decay, (3) cyber threats, (4) terrorist activities, (5) contamination, and 
(6) cascading failure/threat. In another study, Stamp et al. (2003) found that the most common security 
vulnerabilities in infrastructure include failures to adequately define security sensitivity for automation 
system data, identify and protect a security perimeter, build comprehensive security through defense-in-
depth, and restrict access to data and services to authenticated users based on operational requirements. 
To reduce the risks of these threats, there are existing standards, such as the National Institute of 
Standards and Technologies (NIST) Framework for Improving Critical Infrastructure Cybersecurity and 
Program Review for Information Security Assistance (PRISMA), outlining various security controls that can 
be implemented (Malatji et al., 2019). However, such frameworks and standards may sometimes be 
difficult to operationalize due to their complexity and specificity. 

We build upon these concepts and frameworks to develop our taxonomy. We integrate threats, 
vulnerabilities, and controls into the development of our artifact to provide a deeper understanding of the 
various critical infrastructure risks and to assist security professionals in managing them. While some of 
these concepts may be generally applied to any kind of assets, our focus is on critical infrastructure as 
their compromise would pose a much greater threat to society.  

Classifying different forms of cyberattacks can reduce risks. Assessing and understanding risk and attack 
characteristics (threats, attack activities, state and performance impact, etc.) can lead to more informed 
decisions and selecting better protection mechanisms (Ye et al., 2005). These findings are supported by 
Rausand’s (2013) theoretical approach to risk assessment and Yao et al.’s (2010) risk assessment 
algorithm based on utility theory. Classifying information in general has been an effective method to 
structure knowledge on a particular topic and to form deductive relations in a hierarchical form (Farradane, 
1950). These studies motivate us to further explore cyberattacks against critical infrastructure and to 
establish a solid theoretical foundation for our taxonomy. 
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3 Theoretical Foundation 

Cyberattacks are inherently difficult to investigate due to the sensitive and restricted nature of the data. 
Critical infrastructure cyberattacks are inherently difficult to investigate due to the classified nature of the 
data. That leads to generally scant literature on the topic. The academic knowledge with regards to 
formulating a holistic, grounded-in-theory artifact to classify these attacks is even sparser. However, 
criminology literature has established traditions of analyzing and explaining crime. Therefore, in order to 
formulate our theoretical foundations for studying cybercrime against critical infrastructure, we integrate 
two criminological theories—Routine Activity Theory and Rational Choice Theory.  

Routine Activity Theory (RAT) was originally developed to explain street crimes in the late 70s. It argues 
that in order for a crime to occur, motivated offenders must converge with suitable targets in the absence 
of capable guardians (Cohen & Felson, 1979). Since the rise of information technology, RAT has also 
been extended to cyberspace (Kigerl, 2012; Leukfeldt, 2014; Yar, 2005). In the context of a cyberterrorist 
attack, the likely motivated offender would be a nation-state who has the capability to launch APT attacks. 
A suitable target would be any critical infrastructure with importance to national security, like a power grid. 
The absence of a capable guardian would be considered the outdated legacy systems and cleartext 
protocols used for SCADA systems to communicate between the different components of that power grid. 
While RAT has been a popular theoretical underpinning for explaining cybercrime, the theory contains 
several limitations. 

The main drawbacks of RAT are related to its empirical validity and the lack of research on its application 
in the context of critical infrastructure. Critics pointed out that RAT is rather focused exclusively on two of 
the factors – (1) the suitable target and (2) an absence of a capable guardian, while the motivation of the 
offenders is taken for granted (Meier & Miethe, 1993; Wortley, 2010). Instead, it is assumed that offenders 
have free will and make decisions based on the anticipated outcomes of their actions – the utility or 
rewards they can achieve (Akers et al., 2017). To comprehensively evaluate RAT as a theory, all three 
dimensions must be measured at the same time. In cyberspace, the terms “offender” and “attacker” are 
used interchangeably. In line with previous studies based on RAT, security studies on RAT also fail to 
examine all three aspects (Holt & Bossler, 2013; Leukfeldt, 2014; Reyns, 2013). Furthermore, several 
studies on cyberattacks against critical infrastructure (Djenna & Saïdouni, 2018; Kovacevic & Nikolic, 
2015) and studies on classifying cyberattacks in general (Ye et al., 2005) omits RAT entirely as a means 
to explain or classify these attacks. Therefore, we intend to use RAT as one of the theories to explain 
attacks against critical infrastructure, with the intention to utilize all three aspects of RAT as a novel 
contribution to the field.  

To accommodate the lack of a proper examination of the attacker’s motivation using RAT, it is important to 
incorporate another theory that can better explain why cyber attackers commit crimes against critical 
infrastructure. Such information is valuable to provide better security controls and protection of these 
facilities. Rational Choice Theory (RCT) would help us look more deeply into attacker motivation. 

RCT posits that individuals are motivated to commit crime based on the expected utility principle in 
economic theory; in other words, the extent to which they expect to maximize their profits or benefits and 
minimize the costs or losses (Cornish & Clarke, 2014). RCT argues that personal and situational factors 
may differ dramatically from one type of crime to another. While RAT discusses the convergence of 
motivated offenders, suitable targets, and lack of capable guardians, it does not focus on the factors that 
influence the decision to commit a particular criminal offense. RCT is to fill that gap.  

The integration of these theories has been found in the literature. For example, Rege (2013) integrated 
RAT and RCT perspectives because “an attacker engages in rational calculations based on the suitability 
of the target and the absence of capable guardianship” (p. 127). The author argued that if a target was 
able to access exploitable loopholes easily and the guardianship was weak or non-existent (poor real-time 
intrusion detection), the attacker would perceive this as minimal risk. In this case, the benefits of the attack 
would outweigh the risk, making the cyberattack more likely to occur. While this study is relevant to the 
current project, it focuses predominantly on using opinions from hackers and industry perceptions, which 
may not necessarily reflect reality. It also considers only one type of critical infrastructure – power grids. 
Furthermore, it simplifies the attacker motivation and assumes that it is predominantly financial. There are 
numerous examples where attackers want to demonstrate political impact (Stuxnet, Ukrainian power grid 
attack) or fight for a cause they support (Anonymous). Hence, while Rege (2013) lays a good foundation, 
there is more to be done. 
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Other studies have attempted to classify information on cyberattacks against critical infrastructure, but 
they have numerous limitations. For example, Alcaraz and Zeadally (2015) provided a detailed list of 
security controls derived from a number of US and international standards and best practices with the 
intention to derive an inventory of those controls to prevent cyberattacks against SCADA systems. 
Another study proposed by Papp et al. (2015) used the Common Vulnerabilities and Exposures (CVE) 
database to identify five types of cyberattacks: (1) precondition, (2) vulnerability, (3) target, (4) attack 
method, and (5) effect of the attack. However, these classifications are general and not relevant directly to 
SCADA systems and critical infrastructure. Finally, Humayed et al. (2017) conceptualized cyber-physical 
systems (CPS) from a security perspective. They created a three-dimensional taxonomy that explains 
cybercrimes based on CPS systems, CPS components, and a security dimension. While others have 
investigated this issue in the past, the suggested classifications have not been empirically tested due to 
the sensitive nature of the context. In addition, none of these approaches has been grounded in theory.  

In summary, prior literature does not adequately provide the appropriate, theory-backed model to classify 
cyberattacks against infrastructure. Therefore, guided by our research question, “How can we classify 
cyberattacks against critical infrastructure?”, we used a Design Science Research (DSR) methodology 
and developed a taxonomy called TRACI to organize knowledge on such attacks. Following this 
approach, we created a tangible artifact and evaluated its effectiveness and utility. The following section 
describes our research approach in detail and the product of our development process. 

4 Methodology 

4.1 Design Science Research  

The creation, evaluation, and refinement of TRACI is deeply rooted in DSR. This methodology is 
appropriate because it can address real-world problems of cyberattacks against critical infrastructure 
through an academic lens and provide a solution that is grounded in research (Hevner & Chatterjee, 2010; 
Hevner et al., 2004). Figure 1 is the overview of the DSR approach employed in this study.  

 

Figure 1. DSR Methodology (Adаpted from Hevner et al. (2004)) 

The background section exemplified the gap and the need for a better way of classifying cybersecurity 
attacks against critical infrastructure, which coincides with the Needs arrow coming from Environment to 
the IS Research Cycle in Figure 1. We grounded our research in RAT and RCT to inform the artifact 
development process as demonstrated in the arrow from Knowledge Base to the IS Research Cycle. 
Additionally, we also consulted extant work on design principles to generate an easy-to-interpret visual 
representation of our artifact. In the IS Research Cycle, we performed several iterations of the building 
and evaluation processes to refine the taxonomy. First, we created a three-dimensional cube to represent 
an earlier version of TRACI, which was presented to academic (Americas Conference on Information 
Systems – AMCIS) and practitioner (ISACA) conferences. TRACI then underwent a refinement phase, 
where semi-structured interviews with cybersecurity professionals were conducted to make sure the 
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artifact captured the dimensions relevant to real-world attacks and that it could be of use to security 
practitioners. After building TRACI, in order to ensure its rigor, relevance, and applicability to all types of 
critical infrastructure sectors, we evaluated TRACI via two rounds of quantitative evaluation – (1) an online 
quantitative survey and (2) expert classification of recent events. In terms of TRACI’s application to the 
Knowledge Base, this study is a novel approach to classify information by incorporating both theory and 
practice. With regards to application to the Environment, we demonstrated how TRACI could be utilized by 
cybersecurity professionals by suggesting the TRACI adoption process, followed by providing a vignette 
regarding Stuxnet, and the application of TRACI on that vignette. 

4.2 Artifact Development  

TRACI’s development followed the taxonomy development method provided by Nickerson et al. (2013). 
The initial version of the artifact (Appendix A) was derived from literature and was then evaluated by 
security experts. To reestablish our taxonomy development process, we maintained the same meta-
characteristic of TRACI – tendency and characteristics of the attacks against critical infrastructure. 
Likewise, we followed the iteration process until both objective and subjective ending conditions were met. 
Therefore, TRACI underwent a new Build and Evaluate process in DSR: (1) solicit qualitative feedback 
from security professionals, (2) redesign the taxonomy, and (3) evaluation of the taxonomy. 

The first step of this process was performing a qualitative assessment of the initial version of TRACI. We 
obtained approval from an Institutional Review Board (IRB) and begun recruiting cybersecurity 
professionals for semi-structure interviews. The interviewees had to satisfy the following inclusion criteria: 
(1) are currently working in cybersecurity or a related field, (2) has more than 10 years of experience in 
information security and technology, and (3) possess an understanding about critical infrastructure 
facilities. Due to these specific characteristics, we used a convenience sample and identified individuals 
from our professional networks. We used publicly available information such as LinkedIn profiles and 
corporate and/or personal websites to identify potential subjects. We then reached out to these security 
experts and recruited them for our interviews. To expand our sample, we utilized a snowball method and 
asked the interviewees for recommendations on others who may be interested in participating in this 
study. 

During the interviews, we presented the initial version of the artifact and followed a script to ask several 
semi-interview questions regarding TRACI’s utility and usability. We employed an interview guide to 
ensure consistency. Critical infrastructure is a highly sensitive topic, so we had to be mindful about our 
questions and not put the subjects at risk by disclosing potentially classified information. We followed 
recommendations from Fusch and Ness (2015) and determined that we had reached data saturation after 
the 10 interviews. The interviews were all virtual and ranged from 8 to 32 minutes, with an average length 
of 20 minutes. Interviews were recorded and transcribed using automated software. The transcriptions 
were reviewed independently by three researchers who identified themes and patterns using Atlas.TI. 
Then, the researchers discussed their individual findings until a consensus was reached on the directions 
for further improvement. The feedback was used to refine our taxonomy and to ensure that each 
dimension was relevant and captured the essence of various critical infrastructure attacks.  

4.3 Artifact Refinement 

Based on the qualitative data, we identified three main areas to improve TRACI. First, while the previous 
iteration was visually interesting, it lacks real-world utility. The interviewees suggested an additional 
characteristic within the attacker motivation dimension. Second, they advised we incorporate depth into 
the taxonomy to highlight the relevancy of each characteristic, rather than a simple availability for each 
category. Third, the interviewees recommended we redesign the taxonomy so that it could be easy to use 
and have more visual appeal.  

After exploring existing literature, we added thrill-seeking as the additional characteristic of the attacker 
motivation dimension. It refers to the need to prove one’s capability to do so just because they can. This 
characteristic is consistent with prior work that script-kiddies, typically motivated by curiosity and having 
limited knowledge and resources, are a growing threat to critical infrastructure (Hurst et al., 2014). Thus, 
we added this new subdimension to capture the various motives of attackers more thoroughly. 

Then, we explored different types of visuals to incorporate the proposed modifications. We relied on visual 
design traditions that stemmed from graphical representation (Cleveland & McGill, 1984) to guide our 
visual selection process. We implemented a universal design of visual communication proposed by 



 A Taxonomy for Risk Assessment of Cyberattacks on Critical Infrastructure (TRACI) 

 

  Accepted Manuscript 

 

Watzman (2003) to achieve design harmony, balance, and simplicity. Several visuals were explored such 
as a checklist, a cycle, and a spider graph. Ultimately, we settled on a sunburst graph. The sunburst graph 
is commonly used for visualizing quantitative data. It is a partition chart with radial orientation that can 
present large or small hierarchies without requiring scrolling or other interaction (Smith et al., 2014). Its 
simplicity and easy-to-understand interface made it the perfect candidate for representing our 
classification tool. 

The sunburst graph achieved all our design objectives: incorporating all three suggestions while 
maintaining harmony, balance, and simplicity. First, it flattened the complicated dimensions that were 
hidden under the original taxonomy and provided a complete representation of all dimensions (balance). 
Second, the addition of thrill-seeking in the sunburst graph did not impede the interpretation nor the 
overall representation of the other dimensions. In other words, it did not complicate the visuals (simplicity). 
Finally, the sunburst graph enabled the depth of the dimensions by introducing a depth scale. This depth 
scale provides the mechanism to display the degree of relevancy of each characteristic (harmony). The 
following section describes TRACI, both as a sunburst graph and the artifact, in detail. 

4.4 Artifact Description  

The final version of TRACI (Figure 2) has three main dimensions – Assets, Risk Management, and 
Attacker Motivation, derived from RAT and RCT. The three dimensions have different colors to distinguish 
them. The colors schemes are appropriate for color-deficiency representation. The dimensions are 
displayed in equal parts, representing their equal importance. Each dimension has characteristics as 
explicated in the literature and feedback from cybersecurity professionals. Each characteristic, in turn, 
represents equal importance to its respective dimensions. The first dimension represents Assets: the 
cyber, physical, and cyber-physical components of any cyber-physical system (CPS). The second 
dimension, Risk Management, is related to the threats, vulnerabilities, and controls that represent the lack 
of capable guardianship in RAT. The third dimension, Attacker Motivation, is related to the rationale 
behind the cyberattack, which could be political, socio-cultural, economic, or thrill-seeking. These 
characteristics are derived from RCT and the qualitative interviews we conducted. To account for the 
degree of relevancy, each category is measured on a scale of one to five, where one is least relevant and 
five is the most relevant. The relevancy of each dimension is represented by an outward expansion in the 
sunburst graph. A zero represents insufficient information, which may sometimes occur due to the 
sensitive nature of critical infrastructure facilities and the attacks against them.  
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Figure 2. TRACI: Taxonomy for Risk Assessment of Critical Infrastructure  

5 Evaluation 

In this section, we assess TRACI regarding its utility, comparison with previous taxonomies, and usability. 
We evaluated utility in two successive procedures. First, we recruited security professionals via MTurk to 
perform classifications of three scenarios based on the TRACI dimensions, and we examined the 
reliability between the respondent scores. Second, we compiled a list of recent cyberattacks against each 
of the 16 CISA sectors, and we identified three news articles for each event to triangulate the information. 
After three experts reviewed the incidents, we employed the same metric as the first evaluation procedure 
to assess reliability. Our next step in the evaluation process was to compare our artifact with other 
taxonomies in the literature using the framework proposed by Szopinski et al. (2019). Afterwards, we 
assessed TRACI’s usability via responses from the 10 semi-structured interviews. Finally, we verified the 
termination of taxonomy building by reviewing TRACI’s ending conditions. 

5.1 Utility 

We evaluated TRACI’s utility using two quantitative surveys. We designed the first survey by using 
publicly available information. We created three scenarios: (1) the 2018 United States Computer 
Emergency Readiness Team (US CERT) advisory on Russian government cyber activity targeting energy 
and other critical infrastructure sectors, (2) 2017 Triton/Trisis attack on a petrochemical plant in Saudi 
Arabia, and (3) the 2015-2016 cyberattacks on the Society for Worldwide Interbank Financial 
Telecommunications (SWIFT) banking network (Appendix B). The survey respondents were first 
presented with each of the scenarios and then, based only on the information provided, were asked to 
classify the events using the TRACI dimensions. The questions we asked them were, “To what degree 
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were the following dimensions of the target of the attack/existing security mechanisms/motivation of the 
attackers presented in this scenario?” The answers were on a scale of one to five, where one was “not at 
all” and five was “extremely.” There was also an option “not enough information” for instances where the 
scenarios did not contain relevant facts to any of the TRACI categories.  

We opted to conduct the survey using the MTurk platform because it has been accepted as a source of 
inexpensive, yet quality data (Buhrmester et al., 2016), and it allowed us to filter participants with specific 
knowledge and experience. We followed best practices from Young and Young (2019) to add specificity to 
our recruitment effort. First, we limited the survey only to MTurk Masters, who have an established track 
record as good, reliable participants. As there might be some differences in critical infrastructure 
governance and understanding around the world, we limited the participants to be only from the US and 
rechecked their Zip Code inputs to ascertain participants’ eligibility. Next, we screened for MTurk workers 
with experience in IT and/or cybersecurity to ensure they would be knowledgeable about the presented 
scenarios. To guard against bogus results, we included several attention checks by using 
recommendations from Chmielewski and Kucker (2020). We removed any surveys that were completed in 
less than 3 minutes, were incomplete, or failed the attention checks. This left us with a total of 19 valid 
surveys out of 37 total. Below are the general characteristics of our results. 

Most companies with fewer than 500 employees have one to five information security members on their 
team, and only a small portion of large organizations (500+ employees) have over 20 security 
professionals (Gilbey, 2019). Thus, our sample represents the typical size of a team that would analyze 
cybersecurity information and make recommendations to upper management. The majority of the 
participants in our sample (68%) had a bachelor’s degree, 16% had a graduate degree, and 16% had 
completed high school and/or have taken some college coursework. The average age was 38 years, and 
the gender distribution was 21% females and 79% males. On average, the participants took 17 minutes to 
complete the survey (Min = 5 minutes, Max = 34 minutes).  

Next, we analyzed how participants classified the three scenarios and the level of agreement among 
them. We performed a two-way random intraclass correlation coefficient (ICC) consistency test as 
estimates of inter-rater reliability and followed the analytical process established by Landers (2015). The 
average ICC measure was 0.769 (Table 1), fell within the range of a typically good ICC value, which is 
between 0.75 and 0.9 (Koo & Li, 2016). Our initial test indicated that TRACI was a reliable tool for 
classifying attacks against critical infrastructure. Furthermore, these results showed that IT and security 
professionals consistently classified the three critical infrastructure cyberattack scenarios. These findings 
support the notion that TRACI could explain a variety of threats and that participants described the events 
in an equivalent manner by choosing similar dimensions, characteristics, and depth scales (1-5) for each 
scenario.  

Table 1. Intraclass Correlation Coefficient for Scenarios 

Intraclass Correlation Coefficient 

 

Intraclass 

Correlationb 

95% Confidence Interval F Test with True Value 0 

Lower Bound Upper Bound Value df1 df2 Sig 

Single Measures .149a .041 .475 4.336 7 126 .000 

Average Measures .769 .449 .945 4.336 7 126 .000 
Two-way random effects model where both people effects and measures effects are random. 
a. The estimator is the same, whether the interaction effect is present or not. 
b. Type C intraclass correlation coefficients using a consistency definition. The between-measure variance is excluded from the 
denominator variance. 

To increase the generalizability of our results, we conducted a second quantitative survey. Our goal was 
to verify that the taxonomy was generalizable and could describe different incidents in various critical 
infrastructure sectors. In addition to the previous three incidents, we also formulated a list of 16 separate, 
diverse, and more recent security incidents (Appendix C). Each incident represents one of the critical 
infrastructure sectors defined by CISA (2022). For each incident, we identified three distinctive news 
sources to ensure quality and range of information. In total, we collected 48 news articles. 

Once the second survey was finalized, three researchers discussed their individual perspectives and 
established a common understanding prior to the event classification. Then, each person read the articles 
independently and classified the events based on TRACI. For consistency purposes with the previous 
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evaluation, we used the same survey tool and performed the same two-way random ICC consistency test. 
The results indicated a similar level of agreement with an average measure of 0.756, also within the range 
of a reliable ICC score. Our results are presented in Table 2.  

Table 2. Intraclass Correlation Coefficient Test for CISA Sectors 

Intraclass Correlation Coefficient 

 

Intraclass 

Correlationb 

95% Confidence Interval F Test with True Value 0 

Lower Bound Upper Bound Value df1 df2 Sig 

Single Measures .508a .417 .595 4.101 159 318 .000 

Average Measures .756 .682 .815 4.101 159 318 .000 

Two-way random effects model where both people effects and measures effects are random. 
a. The estimator is the same, whether the interaction effect is present or not. 
b. Type C intraclass correlation coefficients using a consistency definition. The between-measure variance is 
excluded from the denominator variance. 

5.2 Taxonomy Comparison 

In this section, we selected several prevalent taxonomies within the critical infrastructure literature and 
compared them with TRACI. As mentioned by Nickerson et al. (2013), there is no “best” taxonomy since 
each one serves a different purpose, and there is no best way to compare them. However, we attempted 
to compare taxonomies by following a framework proposed by Szopinski et al. (2019) to assess the extent 
to how each of them is built and evaluated. The results are presented in Table 3. Based on the Szopinski 
et al. (2019) characteristics, TRACI is more rigorous in terms of scope, development, and evaluation. For 
scope, TRACI encompasses all CISA critical sectors. For development, we employed not only the 
Nickerson et al. (2013) guidelines, but also followed DSR procedures and made multiple iterations of the 
artifact. For evaluation, we used logical arguments from RAT and RCT, and we conducted three rounds of 
expert evaluation of the taxonomy (interviews and surveys). We also applied TRACI to real-world objects 
(i.e., critical infrastructure attacks), created a use case about Stuxnet (presented in this section), and 
conducted additional research about real-world objects via the three scenarios we employed.  

Table 3. Comparison between TRACI and Other Critical Infrastructure Taxonomies (Adapted from Szopinski 
et al. (2019)) 
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TRACI 
All CISA 
sectors 

X X X X - X - X - X X X - 

Rege (2013) Power grids - X - X - X - - - - - X - 

Djenna & 
Saïdouni, (2018) 

Healthcare - X X - - - - - - - - X - 

Kovacevic & 
Nikolic (2015) 

SCADA 
systems 

- X X - - - - - - - - X - 
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Ye et al. (2005) 
General, 

not specific 
to CI 

- X X - - - - X - - X - - 

Alcaraz and 
Zeadally (2015) 

SCADA 
systems 

- X X - - - - - - - - X - 

Papp et al. (2015) 
Embedded 

systems 
- X X - - - - X - - X - - 

Humayed et al. 
(2017) 

Smart grid, 
smart cars, 

medical 
devices, 

ICS 

- X X - - - - X - - X - - 

5.3 Usability 

Ultimately, the usability of a taxonomy should prompt the adoption from intended users (Nickerson et al., 
2013; Szopinski et al., 2019). Yet, usability assessment remains at large in current taxonomy literature. 
We evaluated TRACI’s usability during the qualitative interviews with the 10 security professionals. 
Specifically, we asked whether such a tool could help security experts in their work, whether they currently 
used any similar frameworks to guide their decisions and whether they had already applied any of the 
elements of the artifact. From these questions, we received positive feedback on TRACI’s usability. One 
respondent explained that “the use of dimensions and characteristics is good because it helps you 
analyze the information more effectively.” Another respondent mentioned how their organization was 
relying mostly on cloud infrastructure and was pleased that the taxonomy would be relevant to those types 
of assets as well. One interviewee stated that TRACI would be “more effective from a conceptual 
standpoint” and considered this to be an advantage, especially when dealing with sensitive information. 
Although it does not provide specific details on the attacks or the perpetrators, the taxonomy “could be 
valuable for information sharing among agencies or even among employees from the same organization 
who may have different security clearance levels.”  

As several of the interviewees were government employees, they indicated the fact that in some cases, 
“there are federally mandated frameworks which we must follow.” Even those who worked in the private 
sector stated they used tools like the NIST cybersecurity framework. However, even then they pointed out 
that some of our dimensions were relevant to their work and were already utilized as part of their risk 
management process.  

Although most respondents indicated they do not currently consider attacker motivation when evaluating 
cybersecurity risks, they agreed it could “play an important role in identifying potential threats and 
choosing appropriate control mechanisms.” They expressed interest in learning more and even provided 
examples of how different attacker motivations could result in different consequences and, thus, lead to 
different effects on cyberattack strategies and resources used to mitigate risks. This positive feedback 
solidified our notion that TRACI can be a valuable tool in the arsenal of security professionals working in 
critical infrastructure facilities. 

5.4 Artifact Completion 

Finally, to verify that the development process was completed, we assessed TRACI on the ending 
conditions set forth by Nickerson et al. (2013), which provided guidance when to terminate the iteration 
process of taxonomy building. Table 4 elucidates each ending condition and explains how it was met. We 
also include a subjective ending condition called “receptiveness,” which is stemmed from the feedback of 
enabling real-world applicability of our taxonomy. This condition is satisfied when the taxonomy provides 
an intuitive interface for users and facilitates a better comparison between different objects.  
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Table 4. TRACI’s Ending Conditions Assessment  

Type Ending conditions Met? Justification / Explanation 

Objective 
A representative subset of 
objects has been examined 

Yes 

The evaluation shows we provided three representative 
cases for the initial evaluation and further selected 16 cases, 
one for each of the 16 critical infrastructure sectors, to be the 
representative of the objects in consideration: cyberattacks 
against critical infrastructure. 

Objective 
 

No object was merged or 
split 

Yes 
The classification of these attacks is done independently and 
was crosschecked. The agreement between the 
classifications shows the reliability of TRACI for each object. 

Objective 
 

At least one object is 
classified under every 
characteristic of every 
dimension 

Yes 
The evaluation shows that there is at least one object under 
every characteristic of every dimension set forth in TRACI. 

Objective 
 

No new dimension or 
characteristics were added 

Yes 
The three researchers discussed and crosschecked to verify 
that there is no new dimension that could be added to 
TRACI. 

Objective 
 

No dimensions or 
characteristics were added 
or merged 

Yes 
The data saturation of the qualitative interviews provides 
support that no further dimensions are needed. In the 
evaluation, no additional dimensions have emerged. 

Objective 
 

Every dimension is unique 
and not repeated 

Yes 
Each dimension has a distinct theoretical underpinning, and 
statistical tests show agreement among the evaluators. 

Objective 
 

Every cell is unique and not 
repeated 

Yes 
Each cell has a distinct theoretical underpinning and 
statistical tests show agreement among the evaluators. 

Subjective 
 

Concise Yes 
TRACI contains three dimensions; all are meaningful and not 
overwhelming. 

Subjective Robust Yes 
Each dimension and characteristic is distinct, stemmed from 
theoretical underpinning, and supported by empirical 
inquiries and by evaluation processes. 

Subjective Comprehensive Yes 
As demonstrated by the 16 different CISA sector attacks, the 
taxonomy can classify a variety of events and attack types. 

Subjective Extendible Yes 
Should new dimension(s) and/or characteristic(s) arise, they 
can be added easily to the sunburst graph. 

Subjective Explanatory Yes 
Each dimension provides sufficient information about a 
distinctive aspect of the cyberattacks. 

Subjective Receptiveness Yes 
The redesign of TRACI made classification and comparisons 
between objects easier. An overlay between different objects 
will reveal the similarities and differences between objects. 

6 Discussion  

Motivated by the research question “How can we classify cyberattacks against critical infrastructure,” we 
created TRACI, Taxonomy for Risk Assessment of Cyberattacks on Critical Infrastructure, following both 
DSR principles and taxonomy creation processes set forth in Nickerson et al. (2013). Our theoretical 
foundations were based on RAT and RCT, two criminological theories that we incorporated to develop our 
artifact. Through empirical investigation, we refined TRACI to become a sun burst graph, which added an 
overlooked characteristic, and also established a degree of relevancy for each characteristic. Next, we 
evaluated TRACI quantitatively with IT and security professionals using relevant scenarios on 
cyberattacks against critical infrastructure. Finally, we expanded the evaluation to encompass all 16 CISA 
sectors. We further demonstrated TRACI’s sufficiency among related taxonomies and provided guidance 
how to operationalize it in real-world settings, and we concluded our taxonomy building process by 
revisiting the ending conditions. 

Our work showcases the importance of integrating theoretical and empirical approaches when developing 
the taxonomy. As indicated by our interviewees, security professionals rarely consider the motivation of 
the attackers and, most often, they simply review threats and vulnerabilities as part of their risk 
management strategy. TRACI expands this mindset because attacker motivation can often be the very 
indicator of the potential threat and can lead to different consequences and countermeasures. RCT and 
RAT have laid a good theoretical foundation for TRACI; however, during the empirical investigation and 
validation, we realized that thrill-seeking is an additional characteristic that was not addressed or 
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mentioned in either theory. Through searching the literature for evidence, we found that the notion was 
prevalent in cybersecurity literature but has not been accounted for in these two overarching theories. One 
possible explanation for this phenomenon could be that the theories were developed to explain behavior 
exclusively in the physical world. In the future, we hope to see some new theories that can shed more light 
on cyber attackers and their motivation. 

The novelty of our work lays in taking a rigorous DSR approach combined with taxonomy development to 
the field of information security. By applying existing criminological theories that are new to the critical 
infrastructure domain, we were able to design TRACI and to address a concern of national importance. 
Exploring this problem through the DSR lens allowed us to build, improve, and empirically evaluate our 
proposed taxonomy. This perspective is consistent with Leidner’s (2020) definition of novelty in the 
context of the emerging phenomenon and using mature but new-to-IS theories. Such a transdisciplinary 
approach is key to bringing together security and criminology to reduce the risk of critical infrastructure 
attacks. Our theoretical contributions also reveal the possibility of convergence of these fields and 
demonstrate the need to consider more solutions grounded in DSR practices. 

TRACI is different from previous IS taxonomies in two ways. First, by integrating elements of design, we 
showed that taxonomy development and the end product can be both visually appealing and useful. 
Therefore, adding “receptiveness” as an ending condition for the TRACI development process is not 
cursory but rather a necessity for to improve TRACI’s utility and usability in the real world. Second, 
diverging from the traditional taxonomy development, we introduced a relevancy scale for each of the 
identified characteristics. While this type of integration is not present in the taxonomy development 
literature, it is an important aspect of enabling TRACI’s usability. Indeed, our evaluation processes 
showed that there is a general agreeableness between IT and security processionals who used TRACI to 
classify cyberattacks against critical infrastructure events, and the effect was observed with academicians 
as well. This provides internal consistency and reliability and ensured that TRACI’s dimensions are 
mutually exclusive and collectively exhaustive and that TRACI can be useful to practitioners. 

Next, we explain how TRACI can be operationalized, and we offer a vignette to demonstrate its real-world 
application. To utilize TRACI and come up with numeric values for each of its categories, we recommend 
the information security team members to employ a method similar to existing qualitative risk 
assessments. First, each team member will conduct the assessment independently and then everyone will 
compare their numbers and justify them until they reach a consensus. This method would minimize 
potential bias and will allow for a more comprehensive approach to critical infrastructure security risks. For 
instance, in a qualitative risk assessment (one to five scale, where five is the highest), low risk would be 
one, medium risk would be three, and high risk would be five. In the context of TRACI, if there is evidence 
of a ransomware attack, financial motivation would be five. If a website is defaced as a result of 
disagreement with certain policies and activities, then the socio-cultural motivation would be set to five. If 
there is no evidence of a particular kind of motivation, then a zero would be appropriate. As cybersecurity 
investigations unfold and new information is available, these numeric values can be adjusted; they are not 
static, but rather show the dynamic nature of cyberattacks. We recommend that initially TRACI be used to 
classify events that already took place in the past as a way to build a repository of attack profiles and to 
identify trends and patterns, which can later on be used to forecast future events. We envision that 
security professionals use our taxonomy to complement their existing risk management strategies. Thus, 
they can gradually shift from a reactive to a proactive approach and improve the security posture of the 
organization.  

To demonstrate how the taxonomy can be employed as a practitioner’s tool, we offer the following 
vignette about a well-known event—Stuxnet. Through this real-world scenario, we showcase how TRACI 
can encapsulate the critical infrastructure risk. Stuxnet was among the first examples of cyberwarfare and 
provided a glimpse of the potential damages of attacks against critical infrastructure. It was a malicious 
computer worm first uncovered in 2010 and thought to have been in development since at least 2005 
(Falliere et al., 2011). Its purpose was to sabotage Iran’s uranium enrichment program. But the 
cyberweapon’s demonstration effect was enormous, showing the world how cyberterrorism could 
potentially cause substantial physical damage to critical infrastructures by attacking the computer 
controllers and SCADA systems that regulate industrial machinery (Farwell & Rohozinski, 2011; Kenney, 
2015). The Stuxnet code spread to computer programmers and hackers around the world. However, its 
sole victim was the electrical motors and industrial controllers used at Natanz, and it did not cause any 
known damages to other devices (Farwell & Rohozinski, 2011). Figure 3 is a visual representation of how 
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TRACI could be used to classify the Stuxnet vignette, along with the following breakdown of each 
dimension and its characteristics: 

Assets:  

• Cyber: 5 – it was a malicious software in its core. 

• Cyber-physical: 5 – it relied on a hardware component, a Siemens programmable logic 
controller (PLC), to compromise the nuclear facility. 

• Physical: 5 – the goal was to physically destroy the plant. 

Risk Management: 

• Threats: 5 – because of the severity of the potential impact, the threat can pose significant 
damages to Iran’s nuclear program. 

• Vulnerabilities: 5 – even though this was a zero-day vulnerability, it exposed the nuclear facility 
to extremely high level of risk. 

• Controls: 4 – while there were many controls in place, the fact that this was a brand-new 
malware made it almost impossible to detect and protect against it. 

Attacker Motivation: 

• Political: 5 – although no country has ever taken responsibility for the cyberattack, the level of 
sophistication and resources necessary to create and launch Stuxnet speak to the fact that it 
was politically motivated and executed by a nation-state. 

• Socio-cultural: 2 – there is a possibility that the attackers could have launched this cyberattack 
also because of some socio-cultural differences and disagreements with Iran’s policies.  

• Economic: 0 – there was no ransomware request or any other financial demands to Iran. 

• Thrill-seeking: 0 – this vulnerability required extensive preparation and resources and was not 
done by amateur hackers like script kiddies. 
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Figure 3. Representation of the Stuxnet Vignette Using TRACI  

As demonstrated through our operationalization and vignette, our taxonomy can assist in the classification 
of potential attacks. TRACI can be more than that. Some interviewees discussed the difficulties of 
exchanging threat intelligence within CISA while also handling top secret information. Therefore, we 
envision that TRACI could alleviate this issue by enabling a more holistic view of risks and becoming a 
vehicle for information exchange without having to compromise confidentiality. For instance, the taxonomy 
can be used to classify previous cyberattacks against critical infrastructure to create a comprehensive 
repository. The historical data then can be used to identify patterns and trends and forecast future attacks. 
Such a repository can also make it easier to share information among CISA entities sans any privileged 
information. In the future, if there is enough data collected, more sophisticated tools, such as artificial 
intelligence and machine learning algorithms, can be leveraged to make more accurate predictions. The 
Stuxnet vignette showcases how TRACI can be implemented in practice and can be used to extend 
existing risk management processes. As more cyberattacks are classified, more data will become 
available and will ultimately lead to improved decision-making and better allocation of resources. Finally, 
TRACI can be thought of as a blueprint of the event, and as more information becomes available during 
an investigation, the metrics can change. As many events would transpire, their respective TRACI scores 
could be viewed simultaneously and compared to unveil patterns of risk and attack profiles. We posit that 
our artifact can assist information security managers in expanding their risk management processes as 
well as researchers who can follow our directions and conduct more rigorous work on taxonomy 
development and evaluation. 

7 Limitations and Future Research 

Research in critical infrastructure is highly restricted mainly because of the sensitive nature of such 
facilities. Primary data on risk exposure and information security are religiously guarded by institutions, 
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making it extremely challenging to explore them from an academic perspective. We addressed this 
concern by relying on publicly available data on critical infrastructure attacks while also grounding our 
research in theory.  

Our main goal was to incorporate theories into practice, and TRACI has accomplished that objective. We 
successfully demonstrated how information security professionals can benefit from a tool that integrates 
criminological theories such as RAT and RCT to address risks. TRACI would need further empirical 
validation in other settings and contexts. We also advocate for having various stakeholders from multiple 
departments participate in the classification process, as multiple viewpoints can offset any individual 
biases and predispositions (Arksey & Knight, 1999). The purpose of our study was to promote a more 
comprehensive risk management approach and we established that our taxonomy’s dimensions can be 
relevant to many types of organizations. We encourage the adoption of TRACI as a classification and 
information sharing tool across all CISA sectors and beyond to provide better protection for our country’s 
most sensitive assets. Our next steps would focus on identifying potential organizations who would be 
interested in implementing our taxonomy in practice, so we can observe it in a real-world environment. 

8 Conclusion 

TRACI is a theory-backed taxonomy that can be used to classify critical infrastructure cyberattacks for 
both academicians and security professionals. Infrastructure cybersecurity has become an increasingly 
important aspect of national security because of its ubiquity and importance. Thus, having a tool to 
classify, share, and communicate the cyberattack profile would help with information sharing across 
multiple agencies and departments without comprising the confidentiality of said information. Finally, as a 
blueprint of the attack, TRACI can be used to compare and contrast past and current events, which can 
result in building a database of attack profiles and identify new trends and patterns. Such a repository can 
extend existing risk management practices of organizations and can serve as a tool to forecast future 
events based on historical data, therefore mitigating cybersecurity risks. 
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Appendix A: Initial Version of TRACI 

 

Figure 4. Initial Version of TRACI Appendix B: Scenarios 

Scenario 1: Russian Government Cyber Activity Targeting Energy and Other Critical Infrastructure 
Sectors (2018 US-CERT Advisory)1  

• The threat actors used spear phishing, altered trade publication and websites (watering-holes), 
and publicly available information to infect staging targets, such as trusted third-party suppliers 
to energy organizations.  

• The credentials of the staging targets were then used for spear phishing and other attacks on 
the intended targets, ultimately accessing the victims’ networks.  

• The malware established multiple local administrator accounts, each with a specific purpose.  

• Tools were downloaded from a remote server to gather and store user credentials.  

• An industrial control system (ICS) reconnaissance phase followed, which gathered information 
on the assets of the industrial networks and how the networks and its process worked.  

• Finally, the threat actors hid their tracks by clearing logs and removing malware applications, 
registry keys, and screen captures.  

• The infection and reconnaissance phases of the attack are lengthy; the government advisory 
indicates the attacks began in March 2016, and Symantec reported the first detection in fall of 
2017.  

 
1 https://www.us-cert.gov/ncas/alerts/TA18-074A, accessed on October 14, 2022 

https://www.us-cert.gov/ncas/alerts/TA18-074A
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• The ultimate goal of the Russian cyber-attacks, in terms of what equipment it would target and 
what type of disruption it would cause, is unknown. 

 

Scenario 2: Triton (Trisis) Attack2  

• Triton, also known as Trisis, has been specifically engineered to target a specific type of 
industrial control system (ICS), namely Triconex safety instrumented systems (SIS) controllers 
developed by Schneider Electric. 

• The malware is unusual in the fact that the code homes in on these systems to cause process 
shutdowns and to tamper with emergency systems. 

• Triton was first spotted in 2017, but it is believed that the operators of the system may have 
been active since 2014. The malware was used against a petrochemical plant owned by 
Tasnee in Saudi Arabia. 

• Symantec researchers believe the attack was meant to cause physical damage at the 
industrial site. The attack was close to causing severe damage at the facility, but Triton's 
activities inadvertently closed the plant down due to its manipulation of SIS systems, which 
caused them to enter a failed safe state. 

• After gaining a foothold into the corporate side of the network, the Triton group focused on 
gaining access to the operational side of the industrial system. The threat actors did not steal 
any data, take any screenshots, or use any form of keylogger; instead, they focused on moving 
laterally through the system, maintaining persistence, and performing network reconnaissance. 

• Mimikatz, a public tool, and SecHack, a custom tool, are both used by the hackers for 
credential harvesting. Triton's operators also renamed their files to appear legitimate, such as 
after Microsoft Update files, and made use of both webshells and SSH tunnels to perform their 
covert activities and to drop additional tools. 

• FireEye has previously linked Triton to Russia's Central Scientific Research Institute of 
Chemistry and Mechanics research lab, based in Moscow, with "high confidence." 

 

Scenario 3: SWIFT Bank Attacks3  

• The Society for Worldwide Interbank Financial Telecommunication's bank messaging system 
(SWIFT) is a nonprofit international cooperative that operates a messaging system for banks to 
communicate financial transactions. 

• Russia's central bank had 339.5 million rubles – approximately $6 million – stolen by unknown 
hackers in 2017. According to Reuters, the hackers took control of a computer at a Russian 
bank and used SWIFT to transfer money into their own accounts. 

• City Union Bank in India was hacked in 2018. Hackers made a transfer of $1 million through 
Bank of America in New York to a bank based in China. The City Union Bank report said these 
funds were claimed by someone using forged documents. 

• These SWIFT-based attacks were "initiated by international cyber criminals," according to City 
Union Bank, and "there is no evidence of internal staff involvement." 

• In February 2016, hackers were able to steal $81 million from the account of the central bank 
of Bangladesh at the Federal Reserve Bank of New York. 

• SWIFT was criticized for its slow response to the attacks, initially saying that SWIFT users are 

responsible for maintaining their own security and preventing hackers from misusing the 

messaging system. 

 

 

 
2 https://www.zdnet.com/article/triton-hackers-return-with-new-industrial-attack/, accessed on October 14, 2022 
3  https://searchsecurity.techtarget.com/news/252435659/Hackers-used-SWIFT-based-attacks-to-steal-millions-from-banks, 
accessed on October 14, 2022 

https://www.zdnet.com/article/triton-hackers-return-with-new-industrial-attack/
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Appendix C: Critical Infrastructure Attacks by Sector 

Table 5. Critical Infrastructure Attacks by Sector 

No. Incident Date Sector Link 1 Link 2 Link 3 

1 
Colonial 
Pipeline 

May 
2021 

Energy 

https://www.nytimes.co
m/2021/05/08/us/politic
s/cyberattack-colonial-

pipeline.html 

https://theconversatio
n.com/colonial-

pipeline-forked-over-
4-4m-to-end-

cyberattack-but-is-
paying-a-ransom-

ever-the-ethical-thing-
to-do-161383 

https://www.msspalert
.com/cybersecurity-

breaches-and-
attacks/ransomware/c

olonial-pipeline-
investigation/ 

2 
Oldsmar 

Water Plant 
Hack 

Feb 
2021 

Water 

https://news.yahoo.co
m/hack-exposes-
vulnerability-cash-

strapped-
053954779.html 

https://techcrunch.co
m/2021/02/09/decrypt
ed-hackers-attempt-

to-poison-florida-
towns-water-supply/ 

https://news.yahoo.co
m/lye-poisoning-

attack-florida-shows-
212200112.html 

3 
Saudi Arabia 

Petrochemical 
Plant 

Aug 
2018 

Chemical 

https://www.nytimes.co
m/2018/10/23/us/politic

s/russian-hackers-
saudi-chemical-

plant.html#:~:text=The
%20cyberattack%20on
%20a%20Saudi%20pe
trochemical%20plant%
20was,to%20avoid%20
disaster%20and%20pr
otect%20human%20liv

es.%20Credit 

https://www.independ
ent.co.uk/news/long_r
eads/cyber-warfare-

saudi-arabia-
petrochemical-

security-america-
a8258636.html 

https://www.itp.net/61
6795-cyber-attack-on-
saudi-plant-designed-

to-cause-explosion 

4 
Operation 
Diànxùn 

Aug 
2020+ 

Communications 

https://cyware.com/new
s/what-you-need-to-

know-about-operation-
dianxun-3b485ba2/ 

https://www.theregiste
r.com/2021/03/18/ope

ration_dianxun/ 

https://cisomag.eccou
ncil.org/operation-
dianxun-chinese-
cyber-espionage-

campaign-targeting-
5g-operators/ 

5 
Iranian Hack 

New York 
Dam 

Aug 
2013 

Dams 
https://time.com/42707
28/iran-cyber-attack-

dam-fbi/ 

https://www.nbcnews.
com/news/us-

news/iranian-hackers-
claim-cyber-attack-

new-york-dam-
n484611 

https://www.cnn.com/
2015/12/21/politics/ira

nian-hackers-new-
york-dam/index.html 

6 
Higher 

Education 
Malware 

May 
2021 

Commercial 
Facilities 

https://www.msspalert.
com/cybersecurity-

breaches-and-
attacks/malware/rpi/ 

https://www.govtech.c
om/security/fbi-leads-

probe-as-cyber-
attack-cripples-

university-computers 

https://www.news10.c
om/news/local-

news/rpi-students-
forced-to-adapt-after-

cyberattack/ 

7 
Visser 

Precision 
Contractor 

Apr 
2019 

Manufacturing 
https://techcrunch.com/

2020/03/01/visser-
breach/ 

https://www.teiss.co.u
k/visser-precision-

doppelpaymer-
ransomware-attack/ 

https://www.cpomaga
zine.com/cyber-

security/doppelpayme
r-ransomware-hits-

major-us-parts-
supplier/ 

8 
UK Ministry of 

Defense 
Academy 

Mar 
2021 

Defense 

https://heimdalsecurity.
com/blog/uk-ministry-
of-defence-academy-

hit-by-major-
cyberattack/ 

https://securityaffairs.c
o/wordpress/115870/h

acking/ministry-of-
defence-hacked.html 

https://cybernews.clou
d/uk-ministry-of-

defence-academy-
website-taken-down-
by-state-sponsored-

hackers 

9 
Mississippi 

EMS 
Jul 

2020 
Emergency 

Services 
https://www.databreach

es.net/ms-aaa-
https://portswigger.net

/daily-swig/data-
https://www.ems1.co

m/cybersecurity/article
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Ransomware ambulance-service-
experienced-

ransomware-attack/ 

breach-at-mississippi-
ambulance-service-
exposes-sensitive-

information-of-patients 

s/miss-ambulance-
service-reports-

ransomware-data-
breach-

sloioSsCzjrLFJy0/ 

10 
JBS Meat 

Processing 
May 
2021 

Food and 
Agriculture 

https://finance.yahoo.c
om/news/cyber-attack-

hits-jbs-meat-
234602906.html 

https://www.abc.net.a
u/news/2021-05-

31/cyber-attack-shuts-
down-global-meat-
processing-giant-

jbs/100178310 

https://www.usatoday.
com/story/tech/2021/0

5/31/jbs-
cybersecurity-attack-

top-meat-
supplier/5285566001/ 

11 Canada Post 
May 
2021 

Government 
Facilities 

https://siliconangle.com
/2021/05/30/canada-

post-customer-records-
stolen-following-

cyberattack-supplier/ 

https://www.infosecuri
ty-

magazine.com/news/d
ata-breach-at-canada-

post/ 

https://ca.finance.yah
oo.com/news/canada-

post-says-950-000-
173112675.html 

12 
New Zealand 

Hospitals 
May 
2021 

Health Care 

https://www.nzherald.c
o.nz/nz/new-zealands-
hospitals-battle-daily-

cyber-attacks-ministry-
of-

health/2FMFTJXIWJ3U
QLXAULGQXOUHUE/ 

https://www.theguardi
an.com/world/2021/m
ay/24/new-zealand-

hospital-cyber-attack-
waikato-disruption 

https://thehill.com/poli
cy/cybersecurity/5555
67-hackers-release-
patient-data-stolen-
from-new-zealand-

health-systems 

13 
Russian 
Nuclear 

Submarine 

Apr 
2021 

Nuclear 

https://interestingengin
eering.com/chinese-
state-backed-hacker-

targets-russian-
nuclear-submarine-

designer 

https://www.thedrive.c
om/the-war-

zone/40531/top-
russian-submarine-

design-bureau-hit-by-
cyber-attack-with-

chinese-
characteristics 

https://www.bleepingc
omputer.com/news/se

curity/suspected-
chinese-state-
hackers-target-

russian-submarine-
designer/ 

14 SolarWinds 
Dec 
2020 

Information 
Technology 

https://www.bbc.com/n
ews/technology-

55442732 

https://www.theguardi
an.com/technology/20
20/dec/18/orion-hack-
solarwinds-explainer-

us-government 

https://www.reuters.co
m/article/us-cyber-

solarwinds-microsoft-
idUSKBN2AF03R 

15 Air India 
Feb 
2021 

Transportation 

https://news.yahoo.co
m/air-india-cyber-

attack-data-
044411805.html 

https://www.zdnet.co
m/article/air-india-

discloses-data-of-4-
5m-passengers-were-
stolen-in-sita-cyber-

attack/ 

https://finance.yahoo.
com/news/air-india-
says-februarys-data-

180728654.html 

16 
New Zealand 

Stock 
Exchange 

Aug 
2020 

Financial 

https://www.cnn.com/2
020/08/27/investing/ne

w-zealand-stock-
exchange-cyber-
attack/index.html 

https://news.yahoo.co
m/zealand-bourse-
operator-nzx-hit-
031853321.html 

https://finance.yahoo.
com/news/zealand-

bourse-crashes-
fourth-day-

011352824.html 
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